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ABSTRACT Process similarity measure plays an important role in business process management and is
usually considered as a versatile solution to fulfill the effective utilization of process models. Although
many studies have worked on different notions of process similarity, most of them are not precise enough,
as they simply compare processes with respect to the model structure features or the model behavior features
separately. To address the problem, in this paper, we propose to measure the business process similarity
by considering both process models and process logs. The process models are pre-defined descriptions
of business processes, and the process logs can be considered as an objective observation of the actual
process execution behavior. The combination of both can help to better character business processes. More
specifically, two effective frameworks together with four novel approaches are presented. The former first
constructs a weighted business process graph (WBPG) from the process model and the process log, and then
computes the similarity of two corresponding WBPGs by using the weighted graph edit distance measure
and the weighted node adjacent relation similarity measure. The latter first measures the similarity of process
logs and the similarity of process models separately, and then merges the results. Finally, by experimental
evaluation, we demonstrate the effectiveness and the applicability of the proposed approaches by comparing
them with the start of the art.

INDEX TERMS Business process, process similarity, process model, process log.

I. INTRODUCTION
Business processes are important for modern enterprises
and organizations. With rapid changes of the business
environment, organizations need to be able to quickly
and flexibly adjust their business processes to meet the
new requirements. However, it is extremely complicated
and time-consuming to construct business processes from
scratch. Many advanced techniques, such as process recom-
mendation, process query and process clustering, can facil-
itate organizations to reconstruct business processes in a
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rapid manner. These techniques are all based on the business
process similarity [1]–[3].

Because of various application requirements, the definition
of process similarity can be defined from different perspec-
tives. For example, some existing works consider two pro-
cesses similar if the textual labels of the elements in process
models are similar [4]–[8]. Differently, some works measure
the similarity by considering the process model topology
[9]–[18] or the process model behavior [20]–[28]. Neverthe-
less, most of them are not precise enough, as they simply
compare models with respect to the model structure features
or the model behavior features separately. A comprehensive
similarity measure is needed for a more precise measure.
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In addition, the model behavior does not fully represent the
actual process execution behavior. Typically, the process
behavior is closely related to the organizations that execute
it. This will lead to an interesting phenomenon: even if the
same business process model is used, different organizations
may observer totally/slightly different business behavior.

To clarify the problem, we introduce a simple online shop-
ping scenario of three different electronic commerce com-
panies, denoted as ComA, ComB and ComC. Fig. 1 shows
their respective business process models represented as Petri
nets [33], [34]. The legend in Fig. 1(d) shows the meaning
of each transition, e.g., B refers to an activity named pay
by credit cards. Obviously, these three business processes
are similar according to the models. Considering the pro-
cess models in Fig. 1(a)-(c) as an example, the processes
in Fig. 1(b) and (c) represent two different payment selections
of the process in Fig. 1 (a). Specifically, we have execution
sequences ABD and ACD for Fig. 1(a), execution sequence
ABD for Fig. 1(b) and execution sequence ACD for Fig. 1(c).
Using the PTS-based similarity [25], we compute the similar-
ity between Fig. 1(a) and Fig. 1(b) as 0.5, and the similarity
between Fig. 1(a) and Fig. 1 (c) as 0.5, i.e., their similarities
are identical.

FIGURE 1. A motivating example.

The real execution behavior of a business process is
recorded in the process log. The set of traces in Fig. 1 (e) is
from the process log of the process in Fig. 1 (a). Each trace
represents an execution sequence and the frequencies repre-
sent the number of times each trace occurs, e.g., trace ABD
occurs 10 times. Based on the collected process log, we can
see that trace ACD is more frequently executed than ABD in
the business of ComA. Therefore, the business of ComC is
more similar with the business of ComA than that of ComB if
we take the behavior recorded in the log into account.

Therefore, we argue that the process similarity measure
should also consider the real execution behavior in the log
rather than only looking at the pre-defined process descrip-
tions (e.g., models and textural descriptions). In this paper,
we investigate two frameworks that measure process similar-
ity by considering both process models and process logs.

The major contributions of this paper are as follows:
1) We aim to provide a comprehensive process similarity

measurement including two frameworks and four approaches

that considers both the process structure and the process
behavior.

2) The comprehensive measurement uses the real exe-
cuted log behavior, not the simulation behavior of the pro-
cess model, to represent the process behavior. Therefore,
the importance of different branches in the process models
in different executed organizations can be distinguished.

3)We define the weighted graph edit distance by extending
the traditional Graph Edit Distance idea according to the
weighted business process graph features. And we apply the
idea of EMD to the log similarity calculation and normalize
it to get the log behavior pattern similarity.

4) We compare the proposed methods with the traditional
process similarity traditional measures to demonstrate the
effectiveness and the applicability by experiments.

The rest of this paper is organized as follows: Section II
introduces some related work. Section III introduces some
basic notations that will be used throughout the paper.
In Section IV, we introduce the construction of Weighted
Business ProcessGraph (WBPG) and two similaritymeasures
based on WBPGs. Section V provides another two similar-
ity measures. Section VI conducts experimental evaluation.
Finally, Section VII concludes the paper.

II. RELATED WORK
Business process similarity can be measured from the follow-
ing three different aspects of a process model: model textual
similarity, model structural similarity and model behavioral
similarity [25]. In this section, we summarize some of the
related work. Afterwards, we point out the limitations of
existing work.

A. PROCESS MODEL TEXTUAL SIMILARITY
The textual similarity mainly refers to the label textual infor-
mation similarity of the elements contained in the process
models. It is based on the fact that process models are com-
posed of labeled nodes (task labels, event labels, etc.). This
metric starts from calculating an optimal matching between
the nodes in the process models by comparing their labels.
A common technique is the consideration of (normalized)
edit distances like the Levenshtein distance [4]. And other
approaches in [5], [6] apply techniques from area of Natural
Language Processing (NLP) in addition, thereby taking into
account, for example, semantic information of node labels
concerning synonyms, homonyms, antonyms, and so forth.

Based on this matching, a similarity score is calculated by
taking into account the overall size of the models. Such labels
are used for process similarity measure, i.e., the more similar
labeled nodes they have, the more similar these processes are.
Akkiraju and Ivan [7] measure similarity of process models
solely based on the number of equally labeled activities.
Minor et al. [8] suggest a measure that relates the number
of nodes and edges to the overall number of nodes and edges
in both models.
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B. PROCESS MODEL STRUCTURAL SIMILARITY
The structural similarity mainly reflects the similarity of the
process model topology which expresses the logical relation-
ship between business activities. It depends on the relation
of the relevant business data and the control-flow. Therefore,
structure is the one of the important static attributes of the
process model. The relevant aspects of this category arise
from graph theory. And the general graph structured-based
similarity between models can be quantified by, for example,
the graph edit distance [9], [10] or the graph morphism detec-
tion [11] of two models, etc. Li et al. [12] define the graph
edit distance between different Petri net process models and
design the basic edit operations and similarity formula.

Alternatively, the construction of special graph-like repre-
sentations, such as trees, are used to determine the similarity
between such representations. In [13], [14], a process model
is transformed into an ordered tree and the similarity of
process models is measured on the base of tree edit distance.
Attributed graphs are used to represent the process models
and the process similarity is measured by considering both
unit similarity and sequence similarity on optimal matching
of weighted bipartite graphs in [15]. Graphs are compared
considering sub-graph composition and a business process
similarity factor is extracted in a modular process design [16].
The approaches introduced in [17] measure the distance
between two process models by measuring their difference in
terms of dependencies among activities. A block-structured
process model is constructed based on a set of pre-defined
blocks, i.e., sequences, branching, and loops with unique start
and end nodes, in [18]. Since general graph-based algorithms
do not consider any connectors (i.e., gateways), such connec-
tors are often ignored.

C. PROCESS MODEL BEHAVIORAL SIMILARITY
Behavioral similarity emphases the execution semantics of
business process models. This is usually expressed by a set
of allowed execution traces of the process model. Such traces
can be generated through simulation or during the actual
execution of a process, and are usually stored in a process
log. At present, most process behavioral similarity is obtained
by measuring the similarity of simulated traces of process
models. However, the computational complexity is extremely
high when calculating the similarity of two process models
based on the model simulation due to concurrent and loop
structures in the process models [19]. To solve this problem,
abstractions have been used. A typical application of abstrac-
tion is the transition adjacency relation (TAR for short) that
considers pairs of activities that can be executed directly after
each other [20]. TAR algorithm represents the behavior of
a process model by transition adjacency relations and com-
putes the similarity by the Jaccard distance of the two sets.
Another abstraction is based on the weak order relations [21]
which consider any pair of activities that can be executed
after each other eventually. An extension of this abstrac-
tion is the so-called behavioral profiles, which distinguishes

these relations by mutual exclusion, strict, and interleav-
ing separately relations [22], [23]. In order to improve the
effectiveness of BP, a new method is proposed in [24] for
measuring the behavioral similarity between process mod-
els named TOR based on the occurrence relation among
tasks. In addition, there are other methods that aim to tackle
the infinite traces. For example, [25] defines three types of
principal transition sequences and measures the similarity of
each type separately. A behavioral process similarity algo-
rithm is proposed in [26] based on complete firing sequences
which are used to express model behavior. An approach
named Transition-labeled Graph Edit Distance (TAGER) is
introduced to calculate the similarity based on edit distance
between coverability graphs in [27]. Liu et al. [28] propose
a comprehensive approach to measure the process behavior
similarity based on the so-called Extended Transition Rela-
tion set, ETR-set for short. Essentially, the ETR-set is an
extended transition relation set consisting of direct causal
transition relations, minimum concurrent transition relations
and transitive causal transition relations.

D. SUMMARY OF EXISTING WORK
Because the textural similarity measures only consider the
label set, it lacks lots of structural and behavioral information.
Comparatively, the similarity measures based on topological
structure and behavioral profiles have better performance and
provide a more convincing result. However, existing works
measure similarity by solely considering structural similarity
or behavioral similarity but never combining both. Moreover,
existing approaches of behavioral similarity are based on the
process model and do not fully consider the actual execution
behavior. Specifically, they do not consider the scenario that
some parts of the process may be more important (more
frequently executed) than others, i.e., there may be parts of
the process model that are rarely activated while other parts
are executed more often [29]. Obviously, this execution pref-
erence should be taken into account when measuring process
behavioral similarity. Normally, these execution behavioral
features are recorded in process logs. Therefore, we argue
that the process similarity measure should combine the log
behavior with the model structure. In this paper, we propose
four different process similarity measure approaches by com-
bining process models and process logs. These approaches
provide a novel perspective to measure business processes in
real-life environment.

III. PRELIMINARIES
Our work is based on process models and process logs.
Process models are represented by business process graphs
in order to deal with heterogeneous processes. We introduce
the basic concepts of business process graph and process log
in the following.

A. BUSINESS PROCESS GRAPH
A business process is a collection of related tasks that lead
to a specified goal. Many modeling notations are available
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FIGURE 2. Three process models and their business process graphs.

to capture business processes, including Event-driven Pro-
cess Chains (EPC) 30], UML Activity Diagrams [31], Busi-
ness Process Modeling Notation (BPMN) [32] and Petri
nets [33]–[37]. In this paper, we seek to abstract as much
as possible from the specific notations to represent process
models by using business process graphs. It is beneficial
for measuring similarity of heterogeneous business process
models.
Definition 1: A business process graph (BPG) is a 4-tuple

G = (N ,E, 0, λ), where (1) N is a set of nodes; (2) E ⊆
N × N is a set of edges; (3) 0 is a set of labels ; and (4)
λ : N → 0 is a function that maps nodes to labels.
Definition 2: LetG = (N ,E, 0, λ) be a BPG and n,m ∈ N

be two nodes. There is a path from n to m iff there exists a
series of nodes n1, n2, . . . , nk ∈ N such that n1 = n, nk = m
and for all i ∈ 1, 2, . . . , k − 1, (ni, ni+1) ∈ E , denoted as
n ⇒ m. Then, {m|m ⇒ n} is defined as the Pre-sets of n,
denoted as npre, and {m|n ⇒ m} is defined as the Post-sets
of n, denoted as npost .

Business process models represented by existing graphical
notations can be easily transformed into BPGs. When trans-
forming a process model to a BPG, we may discard certain
types of nodes and focus on the task nodes only. According
to [10], the main transformation rule contains two steps: (1)
task nodes are identified and are represented as nodes in the
BPG with the same labels; (2) if there exists a directed path
from one task node to another task node and no other task
nodes on this path, then we add an edge from the initial
task node to the target task node in the corresponding BPG.
Fig. 2 shows three process models in the form of EPC, BPMN
and Petri net and their transformation to BPGs. The left
column shows the original process models. The right column
shows the corresponding BPGs after abstracting away some
nodes (e.g. events, connectors/gateways, and places).

B. PROCESS LOG
A process log is defined as a set of cases where each case
refers to an independent execution of the business process.
A case consists of a sequence of events. For each event, it may

TABLE 1. A process log example.

have different attributes, e.g., activity name, timestamp, orga-
nization, resource, and etc. Note that we only consider the
activity name attribute in this paper, i.e., each event refers to
an activity name.

Table 1 gives a process log example which can be
expressed as L = {c1, c2, . . . , c9}. The corresponding event
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FIGURE 3. An overview of the WBPG-based similarity measure.

set is {e1, e2, . . . , e32} and the activity set is {a, b, c, d,
e}. The sequence that is made up of time-ordered events
in one execution is called case. The resulting sequence by
replacing the event with the activity name is called trace.
The same trace may be occurred in different cases. Therefore,
the process log can be defined as a multi-set of traces [38].
Definition 3: Let A be a set of activity names. A trace σ is

defined as a sequence of activities, i.e. σ ∈ A∗. A process log
L is a multi-set of sequences over set A.

For example, the process log in Table 1 contains nine
traces. Let #frequency(σ , L) represents the frequency of a trace
σ in log L. Then for the example process log L in Table 1, we
have #frequency(<a, b, c, d>, L) = 3, #frequency(<a, c, b, d>,
L) = 2 and #frequency(<a, e, d>, L) = 4.

IV. WEIGHTED BUSINESS PROCESS GRAPH-BASED
SIMILARITY MEASURE
This section presents a framework to measure the process
similarity by combining both process model structure and
log behavior based on the Weighted Business Process Graph
(WBPG).

A. FRAMEWORK OF THE WBPG-BASED SIMILARITY
MEASURE
The main idea of the WBPG-based similarity measure is to
merge the structural information with the behavioral informa-
tion in the log to calculate the process similarity. An overview
of this approach is shown in the Fig. 3.

According to Fig. 3, we first construct a WBPG to merge
the structural and the behavioral information. Then, two
similarity measures, i.e., the Weighted Graph Edit Distance
(WGED)–based approach and the Weighted Node Adjacent
Relation sets (WNAR)-based approach, are proposed on top
of the WBPG.

B. WEIGHTED BUSINESS PROCESS GRAPH
In the following, the definition of the weighted business
process graph is formalized on the basis of BPG. Note that
R denotes the real number set.

Definition 4: A weighted business process graph (WBPG)
is defined as a 5-tuple WG = (N ,E, 0, λ, f), where
1) N is a set of nodes;
2) E ⊆ N × N is a set of edges;
3) 0 is a set of labels;
4) λ : N → 0 is a function that maps nodes to labels;
5) f : E → R is a function that maps edges to real numbers

which denote the weight.
The weight of an edge inWBPG is a normalized value and

is represented as a real number. The WBPG is constructed
by weighting the directed edges of the corresponding BPG
based on the process log. In this way, behavioral information
included in the process log can be incorporated into the
process model.

To construct the WBPG, the main work is to traverse the
process log on the basis of the process model expressed by
BPG. Each edge is represented by an activity pair, i.e., <a,
b>, and the number of sub-sequences that starts with activity
a and ends with activity b in all traces can be counted after
one traverse of the log. Then, the weight of <a, b> is set as
the ratio of the statistical sub-sequence frequency of all the
trace frequencies in the log. Detailed computation process is
organized in the Algorithm 1.

The time complexity of Algorithm 1 is |E| ∗ |L| ∗ n where
|E| is the number of edges in the BPG, |L| is the number of
traces in the log, and n is the number of the activities in the
trace.

Fig. 4 shows a Petri net model PM 1 and its corre-
sponding BPG. Assume that we have the following pro-
cess log L1. It contains 12 traces and the i-th trace is
σi(1 ≤ i ≤12), i.e.,

σ1 = <a, b, c, d, f , g, h>, σ2 = <a, b, c, e, f , g, h>,

σ3 = <a, b, c, f , d, g, h>, σ4 = <a, b, c, f , e, g, h>,

σ5 = <a, b, c, f , g, d, h>, σ6 = <a, b, c, f , g, e, h>,

σ7 = <a, b, f , g, c, d, h>, σ8 = <a, b, f , g, c, e, h>,

σ9 = <a, b, f , c, d, g, h>, σ10 = <a, b, f , c, e, g, h>,

σ11 = <a, b, f , c, g, d, h>, σ12 = <a, b, f , c, g, e, h>.
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Algorithm 1Weighted Business Process Graph Construction
Input: Business process graphG = N ,E, 0, λ) and process
log L
Output: Weighted Business Process Graph WG =

(N ,E, 0, λ, f )
Let the frequency of the trace σ in L as k(σ ).
For each e ∈ E // let a is the starting node and b is the
ending node of e
f (e) = 0; w = 0;
For each σ ∈ L // suppose σ = t1t2 . . . tn−1tn
Flag(t1) = Flag(t2) = . . . = Flag(tn) = 0;
For i = 1 to n
if ( ti = a ) and (Flag(ti) = 0) then
For j = i to n
if (tj = b) and (b ∈ tposti ) and (Flag(t j) = 0) then //

trace σ passed the edge e
Flag(ti) = Flag(tj) = 1;
f(e)= f(e)+k(σ ); // to make the weight accumulation

for the edge e
Endif

Endfor
Endif
Endfor
w = w+max(f(e),k(σ ));
Endfor
f(e) = f(e)/w; // to normalize the weights of each edge

Endfor

FIGURE 4. A petri net process model PM1 and corresponding BPG.

The frequency of each trace is given as follows:

#frequency(σ1,L1) = 50, #frequency(σ2,L1) = 15,

#frequency(σ3,L1) = 60, #frequency(σ4,L1) = 5,

#frequency(σ5,L1) = 50, #frequency(σ6,L1) = 10,

#frequency(σ7,L1) = 80, #frequency(σ8,L1) = 2,

#frequency(σ9,L1) = 60, #frequency(σ10,L1) = 3,

#frequency(σ11,L1) = 100, #frequency(σ12,L1) = 5.

Take the directed edge < c, d > of the BPG in Fig. 4 as
an example. For trace σ1, there is activity d appearing after
activity c(not necessarily with immediate presence). Accord-
ing to Algorithm 1, the frequency of the edge< c, d> in trace

σ1 is 50, i.e. #frequency(<c, d>, σ1) = 50. Similarly,

#frequency(<c, d>, σ2) = 0, #frequency(<c, d>, σ3) = 60,

#frequency(<c, d>, σ4) = 0, #frequency(<c, d>, σ5) = 50,

#frequency(<c, d>, σ6) = 0, #frequency(<c, d>, σ7) = 80,

#frequency(<c, d>, σ8) = 0, #frequency(<c, d>, σ9) = 60,

#frequency(<c, d>, σ10) = 0, #frequency(<c, d>,σ11)=100,

#frequency(<c, d>, σ12) = 0.

Take the directed edge < c, d > of the BPG in Fig. 4 as
an example. For trace σ1, there is activity d appearing after
activity c(not necessarily with immediate presence). Accord-
ing to Algorithm 1, the frequency of the edge< c, d> in trace
σ1 is 50, i.e. #frequency(<c, d>, σ1) = 50. Similarly,

#frequency(<c, d>, σ2) = 0, #frequency(<c, d>, σ3) = 60,

#frequency(<c, d>, σ4) = 0, #frequency(<c, d>, σ5) = 50,

#frequency(<c, d>, σ6) = 0, #frequency(<c, d>, σ7) = 80,

#frequency(<c, d>, σ8) = 0, #frequency(<c, d>, σ9) = 60,

#frequency(<c, d>, σ10) = 0, #frequency(<c, d>, σ11)=100,

#frequency(<c, d>, σ12) = 0.

Then, the weight of edge < c, d > can be computed as:

f (<c, d>)

=
50+60+50+80+60+100

50+15+60+5+50+10+80+2+60+3+100+5
= 0.91

The weight of other edges can be computed in the same way
and the obtained weighted business process graph WG1 is
shown in Fig. 5.

FIGURE 5. The constructed WBPG WG1.

The main problem is the drop of the connector/gateway
nodes so that the branch relationship can’t be distinguished
between choice and concurrent when we transform a process
model to process graph. By weighting for the BPG, it is
possible to distinct the different branch relationship based on
the weight of edges.

1) Two edges have the same weight that are composed of
one of the two task nodes with a concurrence of relation-
ship and their nearest public predecessor node. For example,
the node c and f have the concurrent relationship in the petri
net model of Fig. 4. So the edge<b, c> and the edge<b, f>
have the same weight of 1. In addition, the weight of the edge
<a, b> before the concurrent of c and f occurs is also 1. That
is to say, all three values are identical.
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2) Two edges have usually different weights that are com-
posed of one of the two task nodes with a choice of relation-
ship and their nearest public predecessor node. For example,
the node d and the node e have the choice of relationship, i.e.
the task node e cannot be executed at the same time as the task
node d is running, and vice versa. From Fig.5, we can see that
the weight of the edge<c, d> is 0.91 while the weight of the
edge <c, e> is 0.09. And They are all little than the weight
of the edge <b, c>

C. WEIGHTED GRAPH EDIT DISTANCE
To compare two WBPGs, we define a metric based on the
notion of WGED. The WGED extends the definition of the
graph edit distance in [10]. It is theminimal cost of transform-
ing one graph into the other. Transformations are captured as
sequences of elementary transformation operations including
node substitution, node insertion/deletion and edge inser-
tion/deletion. Each elementary operation has a cost, which
is given by a cost function. The more similar two graphs are,
the smaller the graph edit distance they have, i.e. the smaller
the transformation cost is. However, different edges may
have different weight values. Therefore, the corresponding
operational cost should have a direct correlation with the
weight values of the edges. In general, the greater the weight
change of an edge, the higher the cost to operate it.
Definition 5: Let WG1 = (N1,E1, 01, λ1, f1) and WG2 =

(N2, E2, 02, λ2f2) be two WBPGs. Let M : N1N2 be a partial
injective mapping that maps nodes inWG1 to nodes inWG2.
Let dom(M ) ={n1| (n1, n2) ∈ M} be the domain of M
and cod(M ) ={n2| (n1, n2) ∈ M} be the co-domain of M .
We define the following basic operations:
1) Given a node n ∈ N1∪N2, n is substituted if n ∈dom(M )

or n ∈cod(M ). subn represents the set of all substituted nodes.
2) A node n ∈ N1 is deleted fromWG1(or inserted toWG2)

if n /∈ subn. A node that is deleted from WG2(or inserted to
WG1) is defined in the same way. skipn represents the set of
all nodes deleted and inserted.
3) Let (n1, m1) ∈ E1 be an edge of WG1. (n1, m1) is

deleted fromWG1(or inserted toWG2) if there does not exist
a mapping M such that (n1, n2) ∈ M and (m1, m2) ∈ M and
(n2, m2) ∈ E2. Edges that are deleted from WG2(or inserted
toWG1) are defined in the same way. skipe represents the set
of all inserted and deleted edges.
4) Let (n1, m1) ∈ E1 be an edge of WG1. (n1, m1) is

substituted if it is not inserted or deleted. sube represents the
set of all substituted edges, i.e., sube = (E1 ∪ E2) – skipe.
For the edit distance operation, textual similarity between

labels of two nodes are required. The textural similarity is
defined on the basis of the string similarity as defined in the
following.
Definition 6: Let s and t be two strings and let |x| be the

length of string x. The string edit distance of s and t , denoted
sed(s, t) is the minimal number of atomic string operations
needed to transform s to t or vice versa. The atomic string
operations include: inserting a character, deleting a character
and substituting a character by another one.

Definition 7: Let WG1 = (N1, E1, 01, λ1, f1) and WG2 =

(N2, E2, 02, λ2, f2) be twoWBPGs, and n1 ∈ N1 and n2 ∈ N2
are two nodes. The similarity of n1 and n2 is computed as
follows:

Nsim(n1, n2) = 1.0−
sed(λ1(n1), λ2(n2))

max(|λ1(n1)|, |λ2(n2)|)

Then, we define the weighted graph edit distance as fol-
lows.
Definition 8: Let WG1 = (N1, E1, 01, λ1, f1) and WG2 =

(N2, E2, 02, λ2, f2) be twoWBPGs. LetM : N1N2 be a partial
injective mapping that maps nodes inWG1 to nodes inWG2.
Let dom(M ) ={n1|(n1, n2) ∈ M} be the domain of M and
cod(M ) ={n2| (n1, n2) ∈ M} be the co-domain of M . The
weighted graph edit distance that is based on the mappingM
is computed as follows:

WGEDM (WG1,WG2) = ‖ skipn ‖ + ‖ skipe ‖ + ‖ sube ‖

+ ‖ subn ‖

where:
‖skipn‖ is the operational cost of node insertion and node

deletion. It is defined as the total number of the inserted and
deleted nodes, i.e., ‖ skipn ‖= |skipn|;
‖skipe‖ is the operational cost of edge insertion and edge

deletion. It is defined as the sum of the weights of the inserted
and deleted edges, i.e., ‖ skipe ‖=

∑
e∈skipe∧e∈E1 f1(e) +∑

e∈skipe∧e∈E2 f2(e);
‖sube‖ is the operational cost of edge substitution. It is

defined as the sum of the absolute values of the difference
between the weights of the corresponding substituted edges,
i.e., ‖sube‖=

∑
e∈sube |f1(e)− f2(e)|; and

‖subn‖ is the operational cost of n ode substitution. It can
be computed based on the Definitions 6-7, i.e., ‖subn‖= 2×∑

(n1,n2)∈M (1-Nsim(n1, n2)).
The WGED of the two WBPGs can be computed as the

minimal possible distance based on mapping M :

WGED(WG1,WG2) = min
M

WGEDM (WG1,WG2)

Let subn, skipn, skipe and sube be the sets of substituted
nodes, inserted/deleted nodes, inserted/deleted edges, and
substituted edges and 0 ≤ wsubn ≤ 1, 0 ≤ wskipn ≤ 1,
0 ≤ wskipe ≤ 1, 0 ≤ wsube ≤ 1 be the weights that we
assign to nodes substitution, nodes insertion/deletion, edges
insertion/deletion, and edges substitution. We define fskipn,
fskipe,fsubn, and fsube as follows:

fskipn =
|skipn|
|N1| + |N2|

,

fsubn =
2.0×

∑
(n,m)∈M (1.0− Nsim(n,m))

|subn|

fskipe =

∑
e∈skipe∧e∈E1 f1(e)+

∑
e∈skipe∧e∈E2 f2(e)∑

e∈E1 f1(e)+
∑

e∈E2 f2(e)
,

fsube =

∑
e∈sube |f1(e)− f2(e)|∑

e∈subemax(f1(e), f2(e))
.
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where fskipn represents the fraction of inserted/deleted nodes,
fskipe represents the fraction of inserted/deleted edges, fsubn
represents the average distance of substituted nodes, and
fsube represents the average changes in weight value of sub-
stituted edges.

The weighted graph edit similarity based on mappingM is
defined as shown at the bottom of this page.

Take the process model PM1 in Fig. 4 and its weighted
business process graph WG1 in Fig. 5 as an example. The
other model PM2 in Fig. 6 (a) has the process log L2 which
contains 2 traces. The i-th trace is σ ′I , i.e., σ

′

1 = <a, b, c, d,
h>, σ ′2 = <a, b, c, g, h>. The frequency of each trace is given
as follows: #frequency(σ ′1, L2) = 30, #frequency(σ ′1, L2) = 70.
According to Algorithm 1, the weighted business process
graphWG2 of PM2 can be constructed as shown in Fig. 6 (b).

FIGURE 6. Process model PM2 and corresponding WBPG WG2.

The substituted nodes can be neglected because the same
activity labels lead to the zero of the fsubn. Therefore,
we only consider skipped nodes, skipped edges, and substi-
tuted edges. Using the weights wskipn = 0.2, wskipe = 0.6,
wsube = 0.6 and wsubn = 0.7, the similarity is computed as
follows:

‖ skipn ‖ = |skipn| = 2;

‖ skipe ‖ = 1+ 1+ 0.09+ 0.09+ 0.7 = 2.88;

‖ sube ‖ = |1− 1| + |1− 1| + |0.91− 0.3|

+ |0.91− 0.3| + |1− 0.7| = 1.52;

fskipn =
2

8+ 6
≈ 0.143; fskipe =

2.88
7+ 4

≈ 0.262;

fsube =
1.52

1+ 1+ 0.91+ 0.91+ 1
≈ 0.315.

simWGED(WG1,WG2) = 1.0

−
0.2× 0.143+ 0.6× 0.262+ 0.6× 0.315+ 0.7× 0

0.2+ 0.6+ 0.6+ 0.7
≈ 0.8215

D. WEIGHTED NODE ADJACENT RELATION SIMILARITY
In the BPG, an edge represents the adjacent relation of two
relevant nodes. To compare two graphs, we consider the

percentages of their common edges. However, for theWBPG,
the importance of node adjacent relation is denoted by the
weight of the edge connected by the corresponding nodes.
In this way, only the percentage of the common edge number
is not enough to represent the similarity of two weighted
graphs. In this section, we use the Weighted Node Adjacent
Relation (short for WNAR) to measure the similarity of two
weighted business process graphs.
Definition 9: LetWG = (N ,E, 0, λ, f) be aWBPG. If there

exists two nodes n,m ∈ N such that e = <n,m> ∈ E , then
a tuple <n,m> with its weight f (e) is called a WNAR. For a
givenWBPG, allWNARs of aWBPG formWNAR set, denoted
as WNARs = {f (e)<n,m>|e = <n,m> ∈ E}.
For example, the WNAR set of the WBPG in Fig. 5 is

{1<a, b>, 1<b, c>, 1<b, f>, 0.91<c, d>, 0.09<c, e>, 1<f,
g>, 0.91<d, h>, 0.09<e, h>, 1<g, h>}. The WNAR set
represents the node adjacent relations and their importance.
Obviously, theWNAR set can be regarded as a multi-set. The
repeatability of the multi-sets is the weight. So the operations
on the sets should be based on multi-sets.
Definition 10: LetWG1 = (N1, E1, 01, λ1, f1) andWG2 =

(N2, E2, 02, λ2, f2) be two WBPGs. Let sube and skipe
be the sets of substituted edges and inserted/deleted edges
separately as defined in Definitions 5 and 8. The WNARs of
the WG1 and WG2 are named WNARs1 and WNARs2 respec-
tively. The intersection and union operations ofWNARs1 and
WNARs2 are defined as follows:

WNARs1 eWNARs2={ωiei|ωi=min(f1(ei), f2(ei)), ei∈sube}

WNARs1 dWNARs2={ωiei|ωi=max(f1(ei), f2(ei)), ei∈sube}

∪{f1(ei)ei|ei∈skipe ∧ ei∈WG1}

∪{f2(ei)ei|ei∈skipe ∧ ei∈WG2}

The WNAR sets similarity of WG1 and WG2 is defined as
follows:

sim(WG1,WG2) =
|WNARs1 eWNARs2|
|WNARs1 dWNARs2|

Consider for example WG1 in Fig. 5 and WG2 in Fig. 6.
The WNAR sets of WG1 and WG2 are:
WNARs1 = {1<a, b>, 1<b, c>, 1<b, f >, 0.91<c, d>,

0.09<c, e>, 1<f, g>, 0.91<d, h>, 0.09<e, h>, 1<g, h>},
andWNARs2 = {1<a, b>, 1<b, c>, 0.3<c, d>, 0.7<c, g>,
0.3<d, h>, 0.7<g, h>}
Then, the similarity of WG1 and WG2 is computed as:

simWNAR(WG1,WG2)

=
1+ 1+ 0.3+ 0.3+ 0.7

1+ 1+ 1+ 0.91+ 0.09+ 0.7+ 1+ 0.91+ 0.09+ 1
≈ 0.4286

simWGED(WG1,WG2) = 1.0−
wskipn× fskipn+ wskipe× fskipe+ wsubn× fsubn+ wsube× fsube

wskipn+ wskipe+ wsubn+ wsube
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FIGURE 7. An overview of the LBP-based similarity measure.

V. LOG BEHAVIOR PATTERN-BASED
SIMILARITY MEASURE
In this section, we propose another approach to measure the
similarity of business processes based on the log behavior and
model structure. The process log similarity is computed as the
log behavior pattern (LBP) similarity.

A. FRAMEWORK OF THE LBP-BASED
SIMILARITY MEASURE
Fig. 7 depicts an overview of the LBP-based frame-
work. Compared to the WBPG-based similarity measure,
the approach computes the BPG structural similarity and the
log behavioral similarity separately. Based on this frame-
work, a process model is first translated to a BPG and
then existing graph similarity measures are used to calculate
the structural similarity. Here, the Node Adjacent Relation
(NAR) measure and the Graph Edit Distance (GED) measure
are used. Then, for the similarity calculation of the logs,
the EarthMover’s Distance (EMD) [39] is used tomeasure the
Log Behavior Pattern (LBP) similarity. Finally, the similarity
result can be obtained by the weighted merge of both the
model structural similarity and the log similarity.

B. LBP SIMILARITY
In this section, we consider the similarity of two process logs.
The similarity of two process logs is essentially the similarity
between the two multi-sets of traces (or sequences).
Definition 11: Given a process log L, the log behavior

pattern is composed of the set of two tuples (σ , β) where
σ is a trace in L and β is the frequency of the trace σ in
L, i.e., β = #frequency(σ , L). For example, the log behavior
pattern of the process log in Table 1 is described as: {(< a, b,
c, d >, 3), (<a, c, b, d >, 2), (< a, e, d >, 4 )}.
The process log similarity is measured by computing the

similarity of the log behavior pattern. To calculate the simi-
larity of log behavior patterns, we need to first calculate the
log behavior pattern distance. Obviously, the log behavior
pattern mainly contains the executed traces (sequences) of the

process and their corresponding frequencies. The distance of
two traces (sequences) is defined as follows.
Definition 12:Given two sequences S1 and S2, the distance

between them is defined as follows:

Dseq(S1, S2) = 1−
|lcs(S1, S2)|

|S1| + |S2| − |lcs(S1, S2)|
(1)

where |S| is the length of S and lcs (S1, S2) is the longest
common subsequence of S1 and S2.
An intuition is that the longer the common subsequence of

two traces, the more similar these two traces are.
Theory 1: The sequence distance is a metric.
Proof: Let sed (S1, S2) be the string edit distance of two

sequences S1 and S2. According to the Equation (1), we have

Dseq(S1, S2) = 1−
|lcs(S1, S2)|

|S1| + |S2| − |lcs(S1, S2)|

=
|S1| + |S2| − 2|lcs(S1, S2)|
|S1| + |S2| − |lcs(S1, S2)|

=
2|S1| + 2|S2| − 4|lcs(S1, S2)|
2|S1| + 2|S2| − 2|lcs(S1, S2)|

(2)

According to the conclusion in [37], we have

sed(S1, S2) = |S1| + |S2| − 2|lcs(S1, S2)| (3)

Based on Equations (2)-(3), we have:

Dseq(S1, S2) =
2sed(S1, S2)

|S1| + |S2| + sed(S1, S2)
(4)

Equation (4) has been proved to be a metric and is a
normalized edit distance in [40]. Therefore, the sequence
distance Dseq(S1, S2) is a metric.
As known in [39], the EMD naturally extends the notion of

distance between different elements to the distance between
sets of elements. The distance of two multi-sets, named as the
log behavior pattern distance, is defined as follows.
Definition 13: Let P ={(p1, wp1), . . . , (pm, wpm)} and

Q = {(q1,wq1),. . . , (qm,wqm)} be the behavior patterns of two
process logs L1 and L2 respectively. fij is the conversion cost
from the execution sequence pi to qj. And Dseq(pi, qj) is the
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sequence distance between pi and qj. Then, the log behavior
pattern distance between P and Q is defined as:

Dpat (P,Q) = min
∑m

i=1

∑n

j=1
fijDseq

(
pi, qj

)
w.r.t.:

∑n

j=1
fij =

wpi∑m
i=1 wpi

, 1 ≤ i ≤ m, 1 ≤ j ≤ n;∑m

i=1
fij =

wqj∑n
j=1 wqj

, 1 ≤ i ≤ m, 1 ≤ j ≤ n;

fij ≥ 0, 1 ≤ i ≤ m, 1 ≤ j ≤ n;

Theory 2: The log behavior pattern distance is a metric.
Proof: The log behavior pattern distance is a special case

of EMD. As proved in [39], if the base distance is a metric
and the amount of two distributions is same, then the EMD is
a metric. For the log behavior pattern distance, the sequence
distance is the base distance and the sequence distance has
been proved to be a metric in Theory 1. Therefore, the log
behavior pattern distance defined from EMD is also a metric.
Therefore, the LBP similarity of L1 and L2, is defined as:

simLBP(L1,L2) = 1-Dpat (P,Q)

Take the process log L1 of PM1 in Fig. 4 and process log
L2 of PM2 in Fig. 6 as an example. The LBP similarity value
of L1 and L2 can be calculated as simLBP(L1, L2) = 0.71.

C. NAR-LBP MEASURE
Similar to theWNAR, Node Adjacent Relation (NAR) is used
to compute the similarity between two process models. The
NAR-based structural similarity is defined as the proportion
of common edges between two BPGs.
Definition 14: Let G = (N ,E, 0, λ) be a BPG. If there

exists two nodes n, m∈ N such that e = <n, m> ∈ E , then
a tuple <n, m> is a NAR. For a given BPG, all NARs of the
business process graph form the NAR set, denoted as NARs =
{<n, m>| e = <n, m> ∈ E }.
Definition 15: Given two business process graphs G1 and

G2, the node adjacent relation sets are named by NARs1 and
NARs2. Then, the similarity between NAR sets of G1 and G2
is defined as:

simNAR(G1,G2) =
|NARs1 ∩ NARs2|
|NARs1 ∪ NARs2|

ConsideringPM1 in Fig. 4 andPM2 in Fig. 6 as an example,
the corresponding BPGs isG1 andG2 in Fig. 8. The NAR sets
of G1 and G2 are defined as follows:

NARs1
= {<a, b>,<b, c>,<b, f>,<c, d>,<c, e>,

<f , g>,<d, h>,<e, h>,<g, h>};

NARs2
= {<a, b>,<b, c>,<c, d>,<c, g>,<d, h>,

<g, h>};

NARs1 ∩ NARs2
= {<a, b>,<b, c>,<c, d>,<d, h>,<g, h>};

FIGURE 8. The corresponding BPGs of PM1 and PM2.

NARs1 ∪ NARs2
= {<a, b>,<b, c>,<b, f>,<c, d>,<c, e>,

<c, g>,<f , g>,<d, h>,<e, h>,<g, h>}.

Then, the similarity between G1 and G2 is computed as:

simNAR(G1,G2) =
5
10
= 0.5

Definition 16: Let L1 and L2 be the process logs of two
process models P1 and P2, G1 and G2 be the BPG of P1 and
P2. The NAR-LBP similarity of P1 and P2 is defined as:

simNAR−LBP(P1,P2) = α × simNAR(G1,G2)+ β

× simLBP(L1,L2)

where α and β are two coefficients and α + β = 1.
Assume that α = 0.5 and β = 0.5, the similarity of process

model PM1 in Fig. 4 and process model PM2 in Fig. 6 based
on the NAR-LBP measure is computed as follows:

simNAR_LBP(PM1,PM2)

= 0.5× simNAR(G1,G2)+ 0.5× simLBP(L1,L2)

= 0.5× 0.5+ 0.5× 0.71 = 0.605

D. GED-LBP MEASURE
The Graph Edit Distance (GED) [10] is defined as the
minimal cost of transforming one graph into the other by
node substitution, node insertion/deletion, and edge insertion/
deletion. For two business processes, the more similar the
two corresponding business process graphs are, the smaller
the graph edit distance between the two BPGs is. In addition,
the cost of substitution operation can be determined based
on the string edit distance and node similarity as mentioned
in Definitions 6-7.
Definition 17: Let G1 = (N1, E1, 01, λ1) and G2 =

(N2, E2, 02, λ2) be two BPGs. Let M : N1N2 be a partial
injective function that maps nodes in G1 to nodes in G2. Let
dom(M ) = {n1|(n1, n2) ∈ M} be the domain of M and
cod(M ) = {n2| (n1, n2) ∈ M} be the co-domain of M .
Operations including subn, skipn, skipe and sube are defined
in the same way as explained in Definition 5. The graph edit
distance that is based on mapping M is defined as follows:

GEDM (G1,G2) = |skipn| + |skipe| + 2

×

∑
(n,m)∈M

(1− Nsim (n,m))
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The graph edit distance of the two business process graphs
is the minimal possible distance based on mapping M . Let
0 ≤ wskipn ≤ 1, 0 ≤ wskipe ≤ 1, 0 ≤ wsubn ≤ 1
be the weights that we assign to the inserted/deleted nodes,
inserted/deleted edges and substituted nodes. The fraction
of inserted/deleted nodes, denoted as fskipn, the fraction of
inserted/deleted edges, denoted as fskipe and the average
distance of substituted nodes, denoted as fsubn, are defined
as follows:

fskipn =
|skipn|
|N1| + |N2|

, fskipe =
|skipe|
|E1| + |E2|

,

fsubn =
2.0×

∑
(n,m)∈M (1.0− Nsim(n,m))

|subn|
.

Then, the graph edit similarity based on mapping M is
computed as follows:

simGED(G1,G2)

= 1.0−
wskipn×fskipn+wskipe×fskipe+wsubn×fsubn

wskipn+wskipe+wsubn

Although there are four types of edit operations, only
skipped nodes, skipped edges, substituted nodes are consid-
ered. The substituted edges represent the same edges between
two business process graphs. If the fraction of the substituted
edges is considered, it will lead to the graph edit similarity of
the same two graphs smaller than 1. This does not conform
to normal cognition.

Consider for example G1 and G2 in Fig. 8. Assume that
the mapping is constructed between the nodes by the same
activity name. Obviously, the fsubn is zero because the node
similarity of the same name is 1. Transforming G1 to G2
can be done by deleting two nodes, deleting four edges and
inserting one edge. If we set the weights as wkipn = 0.2,
wskipe = 0.6 and wsubn = 0.7, the graph edit similarity of
the two graphs in Fig. 8 is computed as follows:

|skipn| = 2, |skipe| = 5, |subn| = 12,

fskipn =
2

8+ 6
≈ 0.143, fskipe =

5
9+ 6
≈ 0.333,

fsubn =
2.0×

∑
(n,m)∈M (1.0− 1.0)

12
= 0,

simGED(G1,G2) = 1.0

−
0.2× 0.143+ 0.6× 0.333+ 0.7× 0

0.2+ 0.6+ 0.7
≈ 0.8477.

Definition 18: Given two business process models P1 and
P2 and their process logs L1 and L2. Let G1 is the business
process graph of P1 and G2 is the business process graph of
P2. The GED-LBP similarity of P1 and P2 is defined as:

simGED−LBP(P1,P2) = α × simGED(G1,G2)+ β

× simLBP(L1,L2)

where α and β are two coefficients satisfying α + β = 1.

Assume that α = 0.5 and β = 0.5, the similarity of process
model PM1 in Fig. 4 and process model PM2 in Fig. 6 based
on the GED-LBP measure is computed as:

simGED_LBP(PM1,PM2) = 0.5× simGED(G1,G2)+ 0.5

× simLBP(L1,L2)=0.5× 0.8477

+ 0.5× 0.71 ≈ 0.779

VI. EXPERIMENTAL SETTING AND ANALYSIS
This section performs a comprehensive set of experiments to
evaluate the proposed approaches. The experimental setting,
experimental results and discussions are presented as follows.

A. EXPERIMENTAL SETTING
To illustrate the effectiveness of the proposed approaches,
we first construct a group of artificial process model variants
that have similar structure. Then, we generate process logs
for these process model variants through simulation.

FIGURE 9. The reference process model P0.

Fig. 9 shows the reference process model. It describes a
real-life insurance claim business as introduced in [38]. For
simplicity, the task nodes are represented by single letters.

The main information loss of transforming graphical pro-
cess models to business process graphs is attributed from
the gateways and connectors. It may lead to the same graph
branch structure with totally different behavior, i.e., exclusive
branch structures and parallel branch structures cannot be
distinguished after the transformation. Therefore, we create
process variants by modifying the branch structures of the
reference process model P0.

The construction of process variants aims to reflect the
behavioral changes based on the branches of the reference
model. The basic changes include:

1) deleting branch structures, including exclusive branches
with different weights and parallel branches;

2) adding branch structures, including exclusive branches
with different weights and parallel branches;

3) changing branches, including changing exclusive
branches to parallel branches and changing parallel branches
to exclusive branches.

Based on P0, we constructed thirteen process variants P1
to P13 as shown in Fig. 10.

Then, we generated fourteen process logs for the process
models (P0 to P13). Table 2 shows the basic statistics of the
simulated process logs.
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FIGURE 10. Process model P0 ∼ P13 and the corresponding WBPG.

B. EXPERIMENTAL RESULT
By taking the reference process model, the process variants
and the simulated process logs as input, the corresponding
WBPGs are obtained by Algorithm 1 as shown in Fig. 10.

TABLE 2. Processes simulated logs statistics.

TABLE 3. Experimental group.

1) EXPERIMENTAL PROCESS
The experiment is divided into four groups according to the
changes of branching structures as shown in Table 3.

As no existing work considers both process models
and process logs to measure similarity, we compare our
approaches with traditional process model similarity mea-
sures including model structural similarity and model behav-
ioral similarity. Because two of the proposed four approaches
are related to the graph edit distance and two are related to the
node adjacent relation, we use the graph edit distance [10]
approach as the benchmark of traditional structural simi-
larity method. For the behavioral similarity, we choose the
PTS [25], the TAR [20] and the ETR [28] methods which are
known as the state-of-the-art.

Table 4 summarizes all these approacheswhereA1-A4 rep-
resent the existing traditional approaches and A5-A8 repre-
sent our approaches.

2) PARAMETER SETTING
The similarity calculation is executed between the refer-
ence process model P0 (including the process log) and the
13 process variants (including the process logs) for the
above-mentioned eight methods. ForGED,WGED andGED-
LBP, they require a number of parameters, such as wskipn,
wskipe, wsube and wsubn, as input. These parameters are
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TABLE 4. Process similarity methods comparison.

determined by running the experiments to find the optimal
setting. More specifically, we test different parameter com-
binations and choose the parameter values that lead to the
optimal results. The obtained parameter values for the three
approaches are shown in Table 5.

TABLE 5. Parameter values.

3) EXPERIMENTAL RESULTS
By taking these parameter values as input, the detail evalua-
tion results are shown in Table 6, based on which we conclude
that:

¬ If the corresponding business process graphs of process
models are similar, the similarity maybe identical whatever
traditional measures are used. For example, the similarity
between P0 and P3 (or P4, P5 and P6) is same for GED,
TAR, ETR and PTS. However, their logs are quite different.
Therefore, we can see that existing process model similarity
measures cannot illustrate the differences that are attributed
from the execution behavior recorded in process logs.

­ The information loss when transforming from process
models to business process graphs may hide the difference
of original processes. For example, P7 and P2 are different
even if their corresponding BPGs are very similar to P0.
However,GED and TAR are unable to spot the difference and
the similarity between P0 and P7 (or P2) is identical. The PTS

measures the difference from behavioral aspect but ignores
the similarity of the model structures.

® No matter how slightly the differences between process
structure and log behavior are, they can be effectively distin-
guished by our proposed approaches that utilize both process
models and process logs.

Then we evaluate the effectiveness of the similarity
methods by using the normalized discount cumulative gain
(NDCG) as introduced in [41].DCGn is the score of a ranking
order of the first n relevant models, as defined by Equa-
tion (5). In our experiment, n equals to 13. Then, NDCG is
computed by Equations (5)-(6).

DCGn =


r(n), n = 1;

r(1)+
N∑
n=2

r(n)
log2 n

, n > 1;
(5)

NDCGn =
DCGn
IDCGn

(6)

In Equation (5), r(n) is the weight (determined by users)
of the n-th process model in the ranking order. IDCGn in
Equation (6) refers to the ideal DCG, i.e., the maximum
value of DCG. Essentially, NDCGn is a normalized DCG
value. We will use the NDCGn to evaluate the accuracy of
the ranking results.

To obtain the ranking order, we design a user case study.
The user case study involves 15 postgraduates who have
different areas of expertise, such as service computing, work-
flow management and machine learning. Each interviewee is
asked to rank the order of P1 to P13 models with respect to the
reference process model P0 in terms of similarity. Different
interviewees have different ranking results, therefore, we use
the following strategy to merge the results.

We assign 13 weights from 0.3 to 0.9 to each ranked
model of the 13 process variants, e.g. the model ranked
in the first position gets 0.9, the model gets 0.85 if it is
ranked in the second position, and so on. Then, the total
weight of each variant model is summed up, and the final
ranking is determined by their descending order of weights.
Then we invited another 10 process experts and 10 process
participants to validate the benchmark ranking result. Process
experts have a grounded knowledge of the process landscape
of a company or its branches, while process participants are
specialists for particular processes. Among the 20 invited
participants, only 2 participants have different opinions on
the ranking result. Therefore, we argue that the benchmark is
reliable. The benchmark ranking order and different ranking
order by the above eight methods are shown in Table 7.

The accuracy of the ranking order is evaluated and shown
in Table 8. Table 8 shows the accuracy of these methods
based on Equation (6), where all approaches perform well.
It is because all process variants contain the sequence con-
struction that is the simplest construction, and all approaches
can deal with them with a high accuracy. Among the eight
approaches, WGED gets the highest accuracy and WNAR
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TABLE 6. Experimental results.

TABLE 7. Standard ranking order and the experimental ranking orders.

has a similar value which is followed by GED-LBP, NAR-
LBP, PTS, GED, TAR and ETR. Therefore, we conclude that
the proposed four approaches are better than the traditional
methods in terms of accuracy.

Then, we increase the change rate of the weight from 0.05
to 0.08, i.e., the model ranked in the first position get 0.98,
0.9 for the second rankedmodel, and so on. TheNDCG values
are shown in Table 9.
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TABLE 8. Accuracy evaluation.

TABLE 9. Accuracy evaluation after adjustment.

Based on Table 9, the NDCG values have different
degrees of decrease. However, the performance of these eight
approaches stay unchanged for accuracy. Specially, we can
see that: (1) the increase of weight for accuracy has slight
impact onWGED,WNAR and GED-LBP; and (2) the impact
is much heavier for other approaches, e.g. the accuracy of
GED decreased from 88.92% to 80.89%.

C. DISCUSSION
This section mainly discusses different application scenarios
where the proposed four approaches perform better than tra-
ditional approaches.

1) From the accuracy perspective, the similarity measures
by binding the process model structure and the log behavior
are more consistent with people’s cognition than the existing
approaches. Among the proposed approaches, WBPG-based
measures (WGED and WNAR) achieve the highest accuracy.

Therefore, if users aim to pursue high accuracy, the WGED
measure or the WNAR measure may be the best choice.
2) From the computational complexity perspective,

theGED,WGED andGED-LBP have a higher computational
complexity as the graph matching problem suffers from the
NP-hard complexity. Therefore, if users pay more attention to
computational complexity, the WNAR or the NAR-LBP mea-
sures may be a better choice than GED related approaches.

3) From the flexibility perspective, theWBPG-based mea-
sures lack flexibility because the ratio of structural infor-
mation and the log behavioral information in the WBPG is
fixed. TheWGED approach is slightly better than theWNAR
approach because the cost weight is flexible. In comparison,
the LBP-based measure has higher flexibility with differ-
ent coefficient settings according to people’s preference for
the process structure and the process log behavior. There-
fore, if users focus on the flexibility, the NAR-LBP and the
GED-LBP measures are more suitable.

VII. EVALUATION OF THE PACKAGE
REDUCTION APPROACH
In this paper, we provide two frameworks to measure the
process similarity by considering both process models and
process logs. In the first framework, heterogeneous pro-
cesses represented by different graphical notations are uni-
formly transformed to BPGs. Then, we construct the WBPG
by adding weights to the edges of BPGs according to the
logs. Based on the WBPGs, we propose the WBPG-based
approaches, including WGED and WNAR, to measure the
similarity. For the second framework, we borrow the idea
of EMD to measure the similarity of the logs which can be
expressed as a multi-set of sequences. Then, the other two
approaches NAR-LBP and GED-LBP are proposed by com-
puting the model structural similarity and the log similarity
separately. Finally, we perform the experiments to evaluate
the proposed four approaches and analyze the effectiveness
and the application. The experimental results demonstrate
that the proposed approaches can better reflect the execution
preference which facilitates recommending similar processes
with high accuracy.

This work opens the door for the following directions:
1) We plan to incorporate existing (or more advanced)

graphmatching algorithms to improve the performance of our
approaches; and

2) We also plan to explore and evaluate our approaches
to real-life process models and process logs with dedicated
domain knowledge in the future.
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