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ABSTRACT Acoustic micro-imaging based on high-frequency ultrasound has been widely and effectively
used for microdefect detection in microelectronic packages. With the miniaturization of microelectronic
devices and the reduction of defects, edge blurring occurs in high-frequency ultrasonic scanning and directly
affects the detection accuracy and signal-to-noise ratio, especially in spherical structures, such as ball grid
arrays, wafer-level chip-scale packaging, and flip-chip solder bumps. This paper depicts the ultrasound
interaction behaviors and the edge blurring effects during microdefect imaging, which provide a theoretical
basis for improving the defect detection accuracy in subsequent research. Amicrodefect finite-elementmodel
was developed to simulate scanning in acoustic microscopy imaging. C-lines and C-scans of microdefects of
various sizes were obtained, which can identify the location and size of the defects more easily. Furthermore,
an improved method to obtain the acoustic propagation path map was developed for analyzing the acoustic
energy transmission during detection. Different energy consumption paths around the microdefect lead
to differences among the C-lines. The different sizes of microdefects show different blurred edges in the
C-scans. The experimental data and simulation show consistent results, which prove the credibility of the
developed method.

INDEX TERMS Microdefects, acoustic micro-imaging, edge blurring, acoustic propagation map.

I. INTRODUCTION
Defects in microelectronic packages have a serious influ-
ence on device reliability [1]–[3]. The common nondestruc-
tive evaluation methods for microdefect detection include
X-ray [4]–[8], infrared thermography [9], [10], vibra-
tion analysis [11], [12], and acoustic micro-imaging
(AMI) [13]–[15]. X-ray inspection technology is widely
used in defect detection, but it requires expensive special
equipment and an experienced operator. Lu et al. [10] estab-
lished a flip-chip defect detection system based on active
infrared detection technology to distinguish the temperature
differences between a missing solder ball and a defect-free
solder ball, and to diagnose and identify defects. Compared
with infrared thermography technology, AMI has higher

resolution, which can be up to submicron scale. AMI is a typ-
ical nondestructive testing method based on high-frequency
ultrasound [16]. It avoids harmful radiation from X-rays
and can pinpoint and visually display results compared to
vibration analysis [17]. AMI has been widely applied for
defect inspection of flip-chip solder bumps, such as missing
solder balls, voids, and delamination [18], [19].

AMI uses a high-frequency focusing probe that emits a
pulsed ultrasound wave, which is incident on the inside of
the detection object through the acoustic lens and the cou-
pling medium. The ultrasonic waves are reflected, refracted,
and scattered at the internal interface. The echo signals are
acquired again by the probe and processed by the signal
processing system. The probe scans the entire detection area
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FIGURE 1. The simulation models including the microdefects with a height of 50 µm and a width ranging from 1 µm to 100 µm (unit in µm): (a) the
simulation model (unit in µm); (b) area segments in the model; (c) ampling grid for calculating the acoustic propagation map; (d) the VT moves a
distance of 50 µm to sampling; (e) meshing; and (f) the VT moves a distance of 75 µm to emulate the scanning in AMI.

in the scan plane to form a scanned image based on the single-
point detection results. In the current ultrasonic inspection
system, due to the fluctuation characteristics of ultrasonic
waves, the focus of the transducer is not an ideal point but
a region close to the wavelength scale, and the range of the
focus depends on the shape and the frequency of the trans-
ducer. For the normally used 230 MHz transducer, the spot
size can reach tens of microns. At the same time, the scanning
step of the imaging system can be up to 1 µm or even
smaller. The ultrasound will be scattered or refracted by the
edge geometry of the defect, resulting in the blurring of
the ultrasound image [14]. This blurring seriously affects the
detection precision of micron-scale defects. As microelec-
tronic devices trend to miniaturization [16], [20], the char-
acteristics of high density and fine pitch of flip chips result
in smaller-scale defects, and the edge effect becomes more
significant [21]. Therefore, it is necessary to study the edge
effect of microdefects in the AMI. Several investigations have
focused on these phenomena. Ding et al. [22] identified the
interaction behaviors between the focused ultrasound beam
and the defect, which have a negative impact on the acous-
tic imaging process [23], whereas the explanation for the
generation of the edge effect was lacking and the size of
the object was up to millimeters. As the acoustic propaga-
tion around microdefects within the solid specimen cannot
be measured directly, it is hard to explain the edge effect.
Lee et al. [21] developed a finite element transient model for
solder bumps to study the acoustic wave propagation inside
the flip-chip package, but did not consider the edge effect
leading to blurring.

In this paper, we develop finite element models to emu-
late the microdefect detection process by using COMSOL
Multiphysics coupling software, and further calculated the
acoustic propagation map for analyzing the acoustic energy
transmission. According to the C-lines [21] and the C-scans
together with the maps, we reveal the acoustic interaction
behavior and clarify the edge blurring effect. The simulation
results are verified by experiments.

II. SIMULATION
A. MODELING
With the limitation of computing capability and the feasibility
of experimental verification, we chose tungsten for simula-
tion and experiment based on the experimental conditions in
our lab. The finite elementmodels, as shown in Fig. 1(a), were
developed with COMSOL Multiphysics 5.2 software. The
230 MHz probe (Sonoscan 230SP) used in the experiment
has a focal length of 7924.8 µm in pure water. Since each
wavelength was divided into 6–15 grids in the simulation,
if the model was directly developed according to the actual
size of the probe, the number of model grids would be tens
of millions, which is not convenient for further data analysis.
For simplifying computation, we scaled the real transducer to
a virtual transducer (VT) according to the isometric scaling
principle, with the size of 1/20 of the real transducer in
the model. In the whole simulation model, the size of the
medium water was the largest and the sound velocity in
the medium water was the smallest, so the number of grids
in the medium water occupied the largest part of the grids
when they were divided according to the wavelength of
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TABLE 1. Material properties in simulation.

the sound wave. The propagation of the sound wave in the
medium water was simplified to can minimize the distortion
of simulation results and significantly reduce the number of
grids. At the same time, the size of the solid region was also
reduced and themicrodefects were highlighted. Thus, the size
of the model and the number of grids could be reduced,
while the physical law of the interaction between acoustic
waves and microdefects could be retained as far as possible.
The model used a circular arc to simulate a virtual probe
with an arc length of 98.8 µm and a radius of 399.3 µm.
The thickness of the corresponding conductive mediumwater
was also reduced to 20µm, and the microdefects had a height
of 50 µm with the width ranging from 1 µm to 100 µm,
as shown in Figure 1(a). Deionized water was the cou-
pling media. The detailed material properties were set using
COMSOL’s material library. The specific data are shown
in Table 1. The solid/liquid interface was set as an acoustic-
structural boundary, and the other boundaries were set as
plane wave radiation boundaries in the liquid region and
low-reflection boundaries in the solid region. The grid was
set as 10 elements per wavelength. The simulation process
included ultrasonic signal transmission and reception, a cou-
pling medium (deionized water), and a measurement object.
The ultrasonic signal was incident into the water by loading
the normal displacement boundary condition on the incident
arc. The loading signal was of the Gabor function type, and
the signal length was about 10 ns. The specific expression is

f (t) = A · exp(−
π (t − µ)2

σ 2 ) · sin(2π f0t) (1)

where A is the reference amplitude, f0 is the central frequency
of the transducer (230MHz), andµ= 2/f0 and σ = 1/(2f0) are
the translation and standard deviation of Gaussian function,
respectively.

The simulation process was performed in two steps. First,
the probe loaded the excitation signal for 20 ns. The excitation
signal was then removed and its boundary condition was
modified to be the scattering boundary for 70 ns. The sound
pressure integral of the arc where the probe was located was
used as the receiving signal.

To emulate the scanning process of the AMI, the sim-
ulation was performed at the position of the microdefect
when horizontally changing at 1 µm intervals. Finally, the
VT was moved a distance of 75 µm, and the simula-
tions were performed 76 times, as schematically shown
in Figures 1(e) and 1(f).

To investigate the acoustic propagation during themicrode-
fect detection, an improved method was developed to obtain
the acoustic propagation map (APM) for better analyzing the
acoustic energy transmission around the microdefect. This
method can compress the sound propagation process in the
entire time domain into a picture, so that the phenomena
of transmission, emission, refraction, and diffraction during
the sound propagation can be visually observed. The sam-
pling area is shown in Figure 1(b). In the different probe
detection positions, our adopted area was always under the
probe, the sampling area was 100 µm wide and 124 µm
high, and the space sampling interval was 1 µm. According
to the size of the simulation model and the propagation
speed of ultrasound, and in order to ensure that the inter-
action process between sound waves and microdefects can
be completely extracted, we set the sampling time range to
20 ns to 50 ns, and took the data every 0.2 ns. In the sample
area, the extracted transient solution is the displacement of
the coordinate point, and in the liquid region, the extracted
transient solution is the pressure at the coordinate point.
The data of the displacement and pressure sampled from
the transient times 26 ns (step 31), 32 ns (step 61), 38 ns
(step 94), 42.6 ns (step 114), and 50 ns (step 151) together
with the calculation flow diagram are shown in Figure 2.
These data were inserted into two three-dimensional matrices
which contain geometric and time information, one for the
displacement data in the solid region and the other for the
pressure data in the fluid region. Then, the squared value of
the displacement data and absolute value of the pressure data
were calculated, normalized, and combined into one joint
matrix as a unified unit of energy. Here, the absolute value of
the pressure data was adopted because the energy intensity in
the liquid was linear with the pressure. Finally, we aggregated
(Sum operation) and maximized (Max operation) the joint
matrix along the time dimension, and obtained the acoustic
energy flux map (AEFM) and acoustic energy peak path
map (AEPPM) as

AEFMx,y =
∑
t

[
disp2, |pt |

]
x,y,t

(2)

AEPPMx,y = max
t

[
disp2, |pt |

]
x,y,t

(3)

where disp is the displacement data in the solid region, pt is
the pressure data in the fluid region, x and y are the geometry
coordinates, and t is the transient time step. The AEFM
displays the reflection behavior, and the AEPPM shows the
path of the acoustic energy peak isolating direction and the
magnitude of specific waves.

B. C-LINES AND C-SCANS
The normalized A-scan signal and C-line of the model are
illustrated in Figure 3. Time domain signals were obtained
by transient simulation, that is, a sweep signal also contains
the initial VT excitation signal, known as the main bang
mode as shown in Figure 3(a). Three pulses represent the
initial excitation signal, the echo of the surface, and the
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FIGURE 2. The calculation flow diagram of AEFM and AEPPM, taking the microdefect with the width of 20 µm for example (unit in µm,
color unit: dB). The figures on both sides are the displacement and pressure sampled from the transient times 26 ns (step 31),
32 ns (step 61), 38 ns (step 94), 42.6 ns (step 114), and 50 ns (step 151), where the white rectangles represent the microdefects.

echo of the microdefect interface, respectively. The peaks
of the pulses gradually decrease, which is caused by the
energy loss during acoustic reflection in the material inter-
faces. Since the material is very thin, we used the elas-
tic material model to avoid the acoustic attenuation caused
by the material absorption. Thus, the amplitude-frequency

spectrums of the pulses have the same central frequency
of 234.4 MHz as shown in Figure 3(b), which is close
to the central frequency of the physical transducer. Every
simulation with different transducer positions produced an
A-scan signal. These signals were assembled into a B-scan
like image as displayed in Figure 3(c). The position
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FIGURE 3. The A-scan signal and C-line (unit in µm): (a) normalized A-scan signal; (b) normalized amplitude spectrum of three peaks (color unit: dB);
(c) assembled B-scan like image; and (d) C-line obtained from (c).

0 indicates that the transducer is located on the center of
the microdefect. The gate denoted by the black dashed lines
indicates the echo of the microdefect, which is set from
65 ns to 85 ns. The corresponding value in the C-scan mode
can be obtained by calculating the peak echo within the
threshold. Normalization of the maximum value of the echo
signal of each probe position can get the C-line diagram
shown in Figure 3(d). This is the result of the scanning of
the microdefect along the line by a probe, named C-line. The
C-line decreases when the transducer moves towards the edge
of the microdefect.

Figure 4 depicts the C-lines and the corresponding C-scans
of the microdefects with the width ranging from 1 µm to
100 µm. When the probe is at the same distance on the left
and right sides of the microdefect, the model is bilaterally
symmetrical, so the C-line is complemented according to the
mirror principle. Obviously, the C-lines for the microdefects
larger than the spot all have nearly the same slope together
with a platform in different lengths. Here the spot is measured

as 27 µm. This makes it easier to effectively extract the
microdefect size. If we further reduce the microdefect size,
the platform disappears, the maximum value of the C-line
decreases, and the slope of the C-line varies with the size.
Assuming that the microdefects are circularly symmetri-
cal, corresponding C-scans can be obtained by mapping the
C-lines around a central axis as shown in Figure 4(b). In the
actual simulation, the microdefects of different sizes had
different scan lengths, which means that the size of the
C-scan image obtained by the simulation was also inconsis-
tent. When the probe was far away from 0 µm, the value of
the C-line was very small and negligible. For better contrast,
we removed all the parts of the C-scan image with small
values in the edge area, so as to ensure the size of the figure.
For those microdefects larger than the spot, the platform
shrinks as the size decreases. When the microdefect is further
reduced, the intensity of the C-scan will be reduced or even
difficult to recognize, making it hard to extract the location
and shape.
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FIGURE 4. The simulated C-lines and the C-scans of the microdefects ranging from 1 µm to 100 µm
(unit in µm, color unit: dB): (a) the normalized C-lines; (b) the corresponding C-scans.

C. ACOUSTIC PROPAGATION MAP
AEPPMs are calculated and compared to analyze the
energy transmission around the microdefects as shown
in Figure 5(a). The left edge of the microdefects is indicated
by the red dashed line and is located in the same position
referring to the transducer. For example, an edge position
of −5 µm means the left edge of the microdefect is located
−5 µm to the right of the transducer. The AEPPMs for the
microdefects with widths of 10 µm, 20 µm, and 50 µm
are obviously different in the edge position−5 µm, as shown
in the first column. For the edge position of 5 µm,
the AEPPMs especially around the left edge are much more
similar, as illustrated in the second column. When the trans-
ducer moves to the positions 15µm and 25µm, the AEPPMs
around the left edge are almost same, as shown in the third
and fourth columns. Figure 5(b) depicts the C-lines for the
microdefects with the left edge located in the same position.
On the position−5µm, the C-line values for themicrodefects

with the widths of 10 µm, 20 µm, and 50 µm are different,
which is consistent with the first column in Figure 5(a).
On the 5 µm position, the C-line values become close for
these microdefects, consistent with the second column in
Figure 5(a). On the 15 µm and 25 µm positions, the C-line
values are almost equal, as shown in the insert. However,
the C-line values for the microdefects larger than the spot are
nearly equal. Obviously, the edge effects of the C-lines and
C-scans are closely related to the acoustic energy transmis-
sion around the microdefect.

From the viewpoint of the microdefect size, the acous-
tic energy peak for the microdefect with a width
of 10µm travels down along the depth direction on both sides
of the microdefect when the edge is located at the position
of −5 µm or 5 µm, as depicted by the black arrows in
the corresponding AEPPMs of Figure 5(a). However, there
is just one side for the 50-µm-wide microdefect. This is
caused by the microdefects narrower than the spot of the
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FIGURE 5. The AEPPMs (unit in µm, color unit: dB): (a) the AEPPMs for the microdefects with various widths
in different edge positions. From left to right: edges position at −5 µm, 5 µm, 15 µm, and 25 µm. From top to
bottom: microdefects with widths of 10 µm, 20 µm, and 50 µm; (b) the C-lines in different edge positions, and
(c) shifting all the C-lines together.

acoustic beam. When the edge is far away from the center of
the transducer, the acoustic energy peak travels down on only
one side for all microdefects, as shown in the AEPPMs for

the edge positions of 15µm and 25µm. Thus, the C-line data
have same slope for the microdefect in more widths when the
left edge is further away from the transducer, as shown in the
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FIGURE 6. Magnified view of the AEFM (unit in µm, color unit: dB). From
left to right: the edge positions −5 µm and 5 µm. From top to bottom: the
widths of 10 µm and 20 µm.

insert in Figure 5(b). After shifting all the C-lines overlapping
together, a basic curve can be observed in Figure 5(c), which
is actually the C-lines of the microdefects that are wider than
the spot. For the microdefect that is narrower than the spot,
a part of the C-line deviates from the basic curve. The smaller
the microdefect, the more deviated the part is. The difference
between the C-lines is caused by different mechanisms of
acoustic energy loss.

Figure 6 shows a magnified view of two defects in two
edge positions because the AEFM is roughly similar to the
AEPPM. The white lines are the edges of the defects. For
the defect with the width of 10 µm and the edge position
of −5 µm, the acoustic energy scatters along both sides
and refracts into the fluid region from both sides, similar to
the AEPPM in Figure 5(a). There is a possibility that the
vertical scattering in the solid region is manifested through
Lamb waves or surface waves. In the top left of the AEFM,
the acoustic energy stacks inside the narrow microdefect,
making the energy flux higher than the same region in the
case of the other widths, indicated by the deep red region.
A similar situation can also be seen in Figure 5(a). Different
bands in the fluid region are caused by the interference of the
waves originating from different incident sources, showing
the same angle with the edge of the microdefect.

III. EXPERIMENTAL VERIFICATION
Because the microdefects in the microparts used in practice
are not controllable, it is difficult to obtain a test sample with
microdefects, and quantitative analysis cannot be performed.
Therefore, we introduced simulated defects in the test sam-
ples. Samples with artificial microdefects (the width ranging
from 10 µm to 100 µm) were used for verification.

The detailed preparation process was as follows. Firstly, a
4-inch-diameter tungsten wafer was used as the preparation

material. After double-sided mechanical polishing, the tung-
sten sheet has a thickness of 500 ± 100 µm and a surface
roughness Ra of less than 0.1 µm. Theoretical calculations
show that when the surface roughness of the sample is less
than one-tenth of a wavelength, the improvement in sensi-
tivity is not significant. Here the roughness of the sample
surface was less than one-twentieth of the wavelength of the
sound wave used, so its effect on sound wave propagation
was negligible. Secondly, a layer of aluminum film was
deposited on the surface of the metal tungsten by magnetron
sputtering as a mask for the subsequent ICP etching step, and
the thickness was about 3 µm. Thirdly, the designed pattern
was transferred to the aluminum mask by dry etching. The
reaction gases were mainly BCl3 and Cl2. The reflection
time was about 10 min. Finally, SF6 was used as the main
etching gas for metal tungsten; the etching depth was about
50 µm, and the etching time was about 20 min. The wafer
was cut into small pieces of about 10 mm × 10 mm with
the cutting machine, as shown in Figure 7(a). The pieces
were immersed in water and tested by scanning acoustic
microscopy (SAM, D9500, Sonoscan). The scanning range
of the microscope in the XY plane is from 1 mm × 1 mm
to 320 mm× 320 mm, and the scanning axis has a minimum
step size of 1µm.The corresponding image resolution is from
256 × 256 pixels to 8192 × 8192 pixels. The 230SP model
with a 230 MHz probe has a lens diameter of 1981.2 µm
and an underwater focal length of 7924.8 µm. The under-
water focus size is 31.8 µm, and the underwater depth of
field is 741 µm. The time domain signal sampling frequency
is 1 GHz, but there is no function to save the echo signals of
all positions in the scanning process, as shown in Figure 7(b).
The sampling resolution was 1 µm, which was the same as
the step size in the simulation. Finally, the topography of
the microdefects was obtained by a laser scanning confocal
microscope (LSCM, VK-X200K, Keyence) for comparison.

Figure 7 depicts the experimental results. The sample was
measured using an LSCM, and the topography of the arti-
ficial microdefect is shown in Figure 7(c), where a profile
indicated by the blue arrow is given in Figure 7(d). At a
width of 10 µm, the depth of the microdefect is shallow
because of the etching process together with the limitations
of the LSCM. The C-scan image presented in Figure 7(e) was
created by the D9500 device. The scanning probe frequency
was 230 MHz, the scanning range was 1600 µm× 1700 µm,
and the scanning step was 2 µm, where a profile indicated
by the blue line is shown in Figure 7(f). Because the acoustic
impedance of tungsten ismuch higher thanwater, only a small
amount of energy was reflected by the microdefect, resulting
in noisy data that is difficult to analyze. Thus, an average
profile along the vertical direction of the region indicated by
a red block in Figure 7(e) has been calculated to avoid the
interference of noise, which is also shown in Figure 7(f). The
C-lines for the microdefects with different widths are
extracted from the average profile and shown in Figure 7(g).
Similar to the simulation, the slopes of the measured
C-lines for large microdefects are almost same. When the
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FIGURE 7. Experimental results: (a) the sample; (b) the equipment used in the test. The insert shows the
schematic diagram of the AMI; (c) the morphology of the artificial microdefects measured with LSCM;
(d) profile indicated by the blue arrow in (c); (e) measured C-scan; (f) profile indicated by the blue line and
average profile indicated by the red block in (e); (g) measured C-lines extracted from (f).

width shrinks to about 30 µm, the cap of the C-line disap-
pears. When the width of the microdefects reduces further,
the maximum of the C-line decreases and the slope of the
C-line changes.

Figure 8 compares the C-lines obtained from experi-
ments against the simulation for different microdefects.

The simulation results are generally consistent with the exper-
imental results. From the experimental results, the edge slope
of the C-line is smaller than that of the simulation, and the
transition zone is wider. This means that the edge of the
microdefect will affect the C-line at more probe positions
in the experiment. This deviation of the C-line is likely
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FIGURE 8. The comparison of the C-lines from experiment and the
simulation.

caused by the sidewall tilt of the microdefect as shown
in Figure 7(d).

To effectively detect the shape of the microdefect, the spot
size of the transducer should be reduced by increasing the
frequency or optimizing the shape of the transducer. Such
high-frequency transducers still present problems such as a
drastic decrease in the detection depth and high cost. We will
study these problems further.

IV. CONCLUSIONS
The performance of microsystems cannot be separated from
the reliability of microstructural components, especially
when detecting and evaluating microdefects. Microdefects
are hidden inside microsystems, and the echo signals of
microdefects are weak and susceptible to noise interference,
making them particularly difficult to detect.

This paper explored the acoustic interaction behaviors
during microdefect detection in acoustic micro-imaging and
clarified the edge blurring effects. A transient process sim-
ulation model of the high-frequency ultrasonic detection of
a microdefect sample was established, and by modifying the
position of the virtual probe in the model, the relative position
of the probe and the microdefect during the scanning was
simulated. The corresponding relationship between the dif-
ferent interfaces and the ultrasonic echo signals was obtained.
C-line and C-scan images of different sized microdefects
were used to focus on the boundary blurring caused by
microdefect edge diffraction during high-precision scan-
ning and its effect on ultrasonic reflection and scattering
performance.

The energy reflection and transmission propagation paths
of high-frequency pulsed ultrasonic propagation in different
sizes of microdefects were different. The changing trend of
the C-line was inconsistent, which further leads to different
trends in edge blurring in the C-scan image The edge shapes
of the C-lines and the C-scans were almost identical for the
microdefects larger than the spot, whereas for the microde-
fects smaller than the spot, the C-lines and the C-scans
changed with the size, making it hard to extract the shape of
suchmicrodefects. The differences among the C-lines and the

C-scans were caused by different energy loss paths around
themicrodefects. The interaction between the high-frequency
pulse, microdefect, and the edge blurring effect in microde-
fect imaging detection was clarified, which provides a theo-
retical basis for improving the defect detection accuracy in
subsequent research.

Microdefect detection samples were designed and fabri-
cated. The samples were detected by high-frequency ultra-
sonic scanning with a scanning ultrasonic microscope. The
typical microdefect echo signal was obtained. Compared
with the simulation results, the edge blurring phenomenon
caused by the blurred diffraction of the microdefect edge was
proved and they have a good agreement. In the future, this
method proposed in this paper shall be studied and applied to
IC industrial testing line, so as to improve the accuracy rate of
microdefect detection and the yield rate of terminal products.
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