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ABSTRACT Saliency detection has become a valuable tool in computer vision processing, which has
been attracting a good deal of attention. Although a lot of research has been done, it cannot obtain ideal
performance. In most saliency detection framework, the single difference cue is often used to detect saliency
map, but their results were far from satisfaction for low discriminative power of single cue. In addition to
the composition of the detection cues during the whole process, the used cues which could only describe the
low level information could also lead to poor detection. In order to solve this problem effectively, the paper
proposed a novel saliency detection framework by fusing multi-cue difference with high level difference.
Basically, the comprehensive information is coupled into multi-cues vectors to remove the non-salient
regions and enhance the brightness of the salient area. Specifically, we utilize the fusion of multi-cues and
high-level information to improve the ability of understanding images. To further improve the performance
of the proposed framework in AUC, we adopt multiple assignments strategy while enhancing the precision
of saliency detection. Extensive experiments indicate that the newly constructed multi-cues with high level
information could effectively suppress the influence of background information on salient regions. In order
to verify the effectiveness of the new algorithm, our experiment uses several standard benchmark datasets
(MSRA, ASD, SED1, SED2, and SOD) to test the performance of the algorithm. The experimental results
demonstrate that this method has achieved good saliency detection result and good AUC performance in the
test. More importantly, the experimental results also show that the proposed method is well complementary

to many existing algorithms.

INDEX TERMS Saliency detection, pattern distance, high-level, multi-cues.

I. INTRODUCTION

With the development of computer vision application,
saliency detection is attracting more and more attention.
Saliency detection is to detect the salient regions or pixels
in the images, which has become a valuable tool in many
computer vision or artificial intelligence tasks due to its
broad application, such as object detection [1]-[3], search
engines [4], [5], action recognition [6], [7] and object
tracking. Image segmentation is similar to saliency detec-
tion, but saliency detection is more practical and operable
compared with image segmentation [8], [9]. Accurate image
segmentation and edge extraction in practical systems are still
open problems. It is obvious that the saliency detection results
should conform to the visual characteristics of the human

eye [10], this also means that the results of detection must
be consistent with those observed by human eyes.

For some time, more and more experts and scholars have
been devoting themselves to this domain, and they have made
many great achievements. Generally speaking, there are two
emerging trends for the cues used for saliency detection, one
is to use the low level cue in the images to detect saliency;
the other would be the use of high level information. The
low level cue of an image mainly refers to the information
at the pixel level [11], most saliency detection with low
level cues mainly focuses on the change of pixels and the
relationship between pixels. Compared with low level cues,
the high level cues pay more attention to a wider scope in
the images; semantic information and relationship between
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regions in images is also taken into account. For most algo-
rithms with high level cues, the region segmentation results
are vital to the saliency detection. A lot of experiments have
proved that these measures improve the detection results, but
the final experiment results are affected seriously by region
segmentation under the situation of high level cues [12].
Therefore, many scholars are dedicated to the research of
region segmentation in order to improve the performance of
the saliency detection. In many methods, super pixel algo-
rithm performs very well [13]-[15], which has been used
in many saliency detection methods. However, we find that
the irrelative information in images will cause serious inter-
ference to the detection, which could reduce the detection
quality, and make some processing unstable or failed. Fur-
thermore, background information in the images can interfere
with the detection of salient regions too. After a long-term
research in depth, we find that two problems should be solved
if we want to get a better detection performance. First of
all, we should take appropriate measures to minimize the
interference of background information to saliency detection.
Only the interference is eliminated, the saliency area will
be highlighted. Secondly, the distinction between the salient
region and background information should be increased. With
the increase of discrimination, the results of saliency region
extraction will be more accurate.

In this paper, we have taken into full consideration of the
situation above, we gives a new saliency detection method by
high level multi cues (HMDS). The paper reduces the lumi-
nance of background by the using PCA space and Gaussian
prior weight. In order to further distinguish salient regions
from their backgrounds, object level regions are utilized in
the process of saliency detection.

To verify the effectiveness of the proposed algorithm,
we tested the proposed method on some well-known data
sets, including MSRA, ASD, SEDI1, SED2 and SOD. The
simulation experiment results show that the proposed method
performs correct and effectiveness.

The rest of this paper is organized as follow. We discuss the
related work in this field in section 2. The HMDS algorithm
is described in section 3.In section 4, the simulation results
will be shown in detail. Finally, we summarize our paper and
the future work is also prospected.

Il. RELATED WORK

With the development of saliency detection, more and more
attention has been paid to it. Many scholars have pro-
posed many algorithms to improve the performance of
saliency detection. Achanta [16] presented a saliency detec-
tion method with pixel level. This algorithm is effective
and takes into account the global differences. The algorithm
also proposed a new evaluation method and got good per-
formance. Cheng [8] utilized color histogram contrast to
detect salient objects in the images, which was still at the
pixel level. The simulation results show that the method has
high efficiency and can have good performance in MSRA
dataset. Unlike pixel level methods, more and more methods
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attempt to detect saliency map at a higher level, which keep
their interest focused mostly in the regions and objects in
the images [8], [14]. Goferman et al. [17] proposed two
saliency map, which are pixel level saliency map and region
level saliency map respectively. The paper fused two saliency
maps together and proposed a new algorithm to further opti-
mize the final result. The experimental results indicate that
combination method dose seem to outperform the previous
algorithms, but background removal is not complete and
the foreground are not evenly distributed. Jiang ef al. [12]
attempted to detect several significant regions with super
pixel segmentation, which is called CBS. This method could
distinguish salient region from image obviously and the
gray value of salient region is more uniform. But in the final
result, the residue of background is relatively obvious, the
background in the images are not completely eliminated.
Ran ef al. [18] argued the image blocks distributed in dif-
ferent locations can influence the performance of saliency
detection. So they proposed a saliency detection method
by calculating color and pattern difference. In this paper,
the background in the images is thoroughly cleared but the
luminance of foreground is reduced at the same time.

Through the analysis of previous work, we find that both
pixel level and object level could influence the performance
of saliency detection. Through further research, we also
found that the image blocks used in saliency detection can
also directly affect the results of saliency detection. For
full consideration mentioned above, this paper proposed a
new saliency detection method with high level multi cues
(HMDS).

lll. THE PROPOSED METHOD

As mentioned above, compared with low level differences,
high level differences are more abstract and difficult to
extract, but high level differences contain a lot of useful
information that can be used to detect saliency. Therefore,
it will be very helpful for saliency detection if the high level
differences can be calculated accurately. Generally speaking,
the information contained in an image is closely related to
its entropy. There is substantial research indicating that the
effective information contained in a thing increases with
the decrease of entropy. This also means that high level
differences can be better used to detect the saliency map.
So in this paper, we attempt to utilize high level differ-
ence to detect saliency map rather than low level difference.
So compared with low level differences, we prefer to use high
level differences to detect saliency. Pixels and relationships
between pixels are often used to detect low level saliency.
Unlike pixels, the image patches are local areas around pix-
els, which contain a lot of information, including location
information, semantic information, and gray value change
information and so on. Obviously, compared with the pixel
method, the saliency map detected by image block could be
more meaningful. Because image blocks may contain certain
semantic information, so image blocks can describe the whole
image more objective. Therefore, the saliency detection based
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on image blocks should be better than that of pixels. If we do
further research, we find that the information contained in the
image block is incomplete too. After all, the image patches
are in a local area. The information that can be described is
very limited. Object-level differences contain more semantic
information than block-level differences. So it would be more
reasonable to detect saliency by using object level difference.

For low level difference, it is not so easy to calculate object
level difference because extracting meaningful regions from
images is not an easy task [12]. This poses a great challenge
for us to utilize object level differences to detect saliency
map. From another perspective, the background information
of the image will seriously affect the extraction of objects in
the image. A lot of experiments show that pixels belonging
to the same object may also have different saliency score
in different background. In our work, we try our best to
eliminate the influence of background on useful objects. The
image pattern is integrated into the whole saliency detec-
tion framework and used to reduce the influence of back-
ground [18]. The closed boundary in the images is also the
focus of our attention, which may contain objects. In order to
further optimize the detection results, we introduce high level
cues in to our work. Over these considerations, we propose a
novel saliency detection method to pursue a better saliency
detection performance.

A. THE DIFFERENCE OF PATTERN DISTANCE AND

COLOR DISTANCE

Through profound and careful observation and analysis,
we found that salient patches and non-salient blocks dif-
fer greatly in spatial distribution. Most of the non-salient
patches are clustered in the high-dimensional space of the
image, while the salient patches scatter throughout the image
at all locations. During the process of saliency detection,
we need to use average patches which are deeply influenced
by patches. The pattern distance is the distance between the
patches and the principal direction, which was calculated
firstly. The calculation of pattern distance is carried out in
PCA coordinate system. The pattern distance under PCA
could help us remove the background in the images effec-
tively.

As for color difference, in order to conform to the visual
characteristics of the human eye, the paper utilizes LAB color
space to calculate color distance between patches (Fig.1.c).

The distance is defined as follow [18]:

PD (px) = P (px) - C(px) ey

where p, is the patch in the images, P(p.) is the pattern
distance of image patches, C(py) is the color distance of
image patches. PD(p,) is saliency map for each image patch.

Generally speaking, people like to put objects in the cen-
ter of the image when take pictures. So the patches near
the center are more important than the patches far from
the center. Based on such considerations, the paper further
uses the Gaussian weighting formula to adjust the weight of
each image patch during the whole process. For Gaussian
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FIGURE 1. Saliency detection results of different methods. (a) Original
image. (b) Ground truth. (c) Pattern distance result. (d) Object level result.

weighting formula, the closer to the center, the greater the
weight, so we can increase the weight of the pixels close to
the center in this way.

PS (px) = PD (px) - G(px) @

where G(Py) is Gaussian weighting formula, which is gen-
erated byPD(p,). And PS(py) is saliency score obtained by
weighted calculation

B. THE DIFFERENCE OF OBJECT LEVEL

After the analysis above, we know that it is possible to include
meaningful objects in closed curves in images. So if we can
find the closed curve in the image, it is significant for saliency
detection. One of the effective ways to find the closed area in
an image is to use image segmentation algorithm. The super
pixel method is classical and effective, which is widely used
in image retrieval, object recognition and anomaly detection.
In our work, super pixel algorithm is also used to obtain
closed regions in images through multiple iteration. After
the closed region is obtained, the next step is to calculate
the distance between regions; we could calculate the distance
between the regions as follows:

k

OD (ri) = Y _ adeotor (rir7j) (1 <i <) 3)
j=1

where r; and r; is region detected by super pixel algorithm,
which may contain meaningful objects. r; is one neighbor of
ri, deolor Stand for the color difference between the detected
regions. « is a constant.

And then the saliency map OS(r;) with closed region could
be got as (4)

OS (r;)) = —w;ln(1 — OD(ry)) “4)

where w; is the weight arranged for each region. Through
experiments we find that the saliency score of the pixels in
the region increases significantly with the increase of color
difference.
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C. THE SALIENCY DETECTION VIA HIGH LEVEL
MULTI-CUES

By means of above process, we could get two differences,
which are pattern and color difference and object level differ-
ence. Each difference has own advantages and characteristics,
which could play different roles in saliency detection process.

With the pattern and color difference, we can get ideal
saliency map, the results are accurate and adaptable. But the
prominent problem with this difference is that the distinction
between background and background is not obvious. Through
analysis, we find the main reason is that the uses of PCA
coordinate system. In the process of calculating the difference
with PCA coordinate system, a lot of information is loss
compressed. This leads to a lot of information we get is not
complete.

With object level difference, we can get saliency maps with
distinct distinctions between foreground and background.
However, the brightness of the background has not been
completely suppressed and the brightness of the foreground
has not been improved. On the other hand, although more
semantic information can be obtained by detecting saliency
maps with regions, but the influence of the background on
the foreground has also been completely ignored. From the
perspective of saliency detection, this is also unreasonable.

In order to solve these problems, we have taken a series of
measures. Through the complementing each other of these
two kinds of differences, the two optimization differences
could strengthen each other thus forms a satisfactory algo-
rithm with excellent performance. Another measure is to
give different weights to different differences according to
different needs.

The first thing we need to do is to suppress the background
and highlight the brightness and discrimination of the fore-
ground. We normalize the pattern and color difference and
object level difference:

PS* = PS/max(PS) 5)
0S* = 08 /max(0S) 6)

After normalizing the two differences respectively, two dif-
ferences are put together for saliency detection:

HSp1 = PS* - OS* 7

Through many experiments we find that putting the two dif-
ferences together indiscriminately is unreasonable. It’s hard
to make full use of the advantages of their differences. So we
should make rational use of the two differences according to
different emphases:

*; ) *j
Hs*i — wi 'HStmpl lf(HStmpl = m) (8)
tmp2 HSp | if (HS iy < m)

where HS;‘mp2 stands for the saliency score we obtained from
the previous step, m stands for the average value of HS;;W,1 Wi
is the weight of HS;“mpl and it is utilized to adjust the value of
saliency score. In this paper, the value of wy is set to 2 through
repeated experiments
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FIGURE 2. Saliency detection results: the first row is original images,
the second row is ground truth and the third row is saliency map.

TABLE 1. Configuration of experimental platform.

Category Configuration
CPU Intel(R) Core i3-4150 3.5GHZ
main memory 4.0GB
hard disk 500GB
oS Windows 7

environment MATLAB 2012B

In order to further improve the brightness of the foreground
and suppress the background information in the final result,
the color and pattern difference is utilized again. The main
reason is that color difference can significantly improve the
brightness of foreground information.

HS =w, - Hsjj;'lp2 + w3 - PS* )
In which w, and w3 are the weight of HS;’;’;pz and PS* respec-
tively. In this paper, the value of w; is set to / and the value
of ws is set to 0.5. These values are empirical values obtained
through repeated experiments. We can set different values for
these parameters according to different situations. Generally
speaking, the values of wj and w; are greater than /, and the
value of w3 is less than /. BecausePS™ is used to suppress the
brightness of the background and the ultimate saliency score
should not be too great, so wp and w3 are used to adjust the
relationship betweenH, :;ilﬂ and PS*. The purpose of setting
these weights is to further improve the performance of the
algorithm; another purpose is to prevent the saliency score
growing greater.

In conclusion, we can get the final saliency map through
the above operations (Fig.2).By observing the experimental
results we find that the saliency maps are very similar to those
of ground truth. Foreground information in saliency maps has
sufficient brightness; the background is also well suppressed.

IV. EXPERIMENT
To test the effectiveness of our proposed algorithm, we do
a series of experiments on some famous datasets to test our
algorithm (HMDS). The software and hardware settings of
the experiment platform are as follows.

Dataset: In order to evaluate our proposed algorithm
objectively, we test our method on five popular datasets.

14731



IEEE Access

J. Wu et al.: Efficient Visual Saliency Detection via Multi-Cues

Each dataset consists of the original images and ground truth
images. The original image is used for testing; the ground
truth images are used to compare with the results. The details
of each data set are as follows.

MSRA dataset [19]: There are 5,000 images in this
dataset, including the original images and ground truth
images. This dataset is manually labeled by nine people. It is
one of the most popular datasets in the field of computer
vision.

ASD dataset [16]: There are 5,000 images in this dataset.
It consists of 1,000 original images and ground truth images
selected from MSRA datasets.

SED1 dataset [20]: There are 100 images in this dataset.
There is only one object in each image.

SED2 dataset [20]: There are 100 images in this dataset.
There are two objects in each image.

SOD dataset [21]: There are 300 images in this dataset.
In order to eliminate human subjectivity as much as possible,
the ground truth images of this dataset are completed by seven
different people.

Baseline methods:To evaluate our algorithm objectively,
seven popular saliency detection algorithms are selected
and compared with our algorithms: PCAS [18], CBS [12],
FT [16], HC [8], LC [11],RC [8] and SR [16]. The codes
of these algorithms are downloaded from open links provided
by the authors. We use the same software and hardware
configuration when testing these algorithms.

Evaluation system:In order to objectively and compre-
hensively evaluate the proposed algorithm, we designed a
series of experiments. The precision-recall curve is one of
the important indicators that can reflect the performance
of the algorithm. The threshold value used for segmenting
the saliency map is from 0 to 255. In order to test the
accuracy of the algorithm, the experiment results are com-
pared with ground truth on five different datasets. As we
know, higher precision and recall rate are important indica-
tors of a good algorithm, so F-measure curves is used as
final evaluation index [1]. In order to make the evaluation
system of algorithm more comprehensive, we introduce
AUC (Area-Under-The-Curve) to evaluate the performance
of our algorithm on five selected datasets. In order to
make the performance of the algorithm more intuitive and
understandable, Mean AUC is used to describe the average
robustness and precision of the proposed algorithm on the
whole testing dataset. Finally, we show the performance
of the proposed algorithm in terms of operation running
time.

HMDS validation: We show some comparisons the
results with seven other algorithms on five datasets (Fig.3).
By observing the experiment results, we can find that the
brightness of foreground is effectively enhanced. Compared
with other algorithms, the background is effectively sup-
pressed and the brightness is lower. The distinction between
foreground and background is more obvious and the edge is
clearer. Generally speaking, the proposed algorithm is supe-
rior to the other seven algorithms.
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FIGURE 3. Saliency map of different methods.

Fig.4 and Fig.5 show the performance of seven differ-
ent algorithms on precision and F-measure in five datasets.
We can find that our algorithm has excellent performance
in precision and F-measure. And in a wider range, the F-
measure of HMDS algorithm is more ideal on the selected
datasets than other seven methods. In particular, our algo-
rithm performs better than the other seven methods if the
threshold is less than 0.5. This also indicates that our algo-
rithm has an extensive applicability and could be used in
different applications.

In order to evaluate the effectiveness of our proposed
algorithm objectively and comprehensively, we list the AUC
(Fig.6) and mean AUC (Fig.7) about eight methods in 5
different datasets. From Fig.5 we can see that the proposed
method has the greatest AUC value in each dataset. Mean
AUC is the sum of AUC values obtained from five data
sets, and then the average value is calculated. Mean AUC
can reflect the comprehensive performance of the algorithm
in different datasets, which can better reflect the robustness
of a saliency detection algorithm. From Fig.6 we can know
that compared with the other seven algorithms, our algorithm
performs better in mean AUC, which means that it is more
robust.

In conclusion, a large number of experimental results the
proposed algorithm can better highlight the foreground infor-
mation in the image; it can also suppress the influence of
background on the foreground in the detection process. More-
over, it is more robust and adaptable on different datasets.
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Running time: The main purpose of this algorithm is to
solve the problem of precision and robustness in saliency
detection. The running time increases with the complexity
of the algorithm. When testing the precision and robustness
of the algorithm, we also give a comparison between the
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proposed algorithm and other algorithms in time complex-
ity. All methods are implemented in the same software and
hardware environments. The time required to detect images
in different datasets is different. Compared with other algo-
rithms, our algorithm does not perform well in computing
time. This is because our algorithm is more complex than
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other algorithms. It takes about 3.961 seconds to compute an
image saliency map.

V. CONCLUSION

In order to solve the problem of low robustness and accuracy
in saliency detection algorithm, the paper proposed a novel
saliency detection framework. The algorithm uses multi-cues
to improve the accuracy and robustness of the algorithm. The
paper also adopts multiple assignments strategy to enhance
the precision of saliency detection. Extensive experiments
indicate that the newly constructed multi-cues with high level
information could effectively suppress the influence of back-
ground information on salient regions.

In order to verify the effectiveness of the new algo-
rithm, our experiment uses several standard benchmark
datasets (M S R A, ASD, SEDI1, SED2 and SOD) to test
the performance of the algorithm. The experimental results
demonstrate that this method has achieved good saliency
detection result and good AUC performance in the test.

In the future work, we will focus on using neural networks
to solve the problems in saliency detection. We will also
further strengthen the research on saliency detection of low
contrast images and underwater images. And we intend to
apply saliency detection in image retrieval, underwater target
detection and other fields.
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