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ABSTRACT Collaborative filtering is one of the most commonly used methods in recommendation systems.
However, the sparsity of the rating matrix, cold start-up, and most recommendation algorithms only consider
the users while neglecting the relationship between the products, all of what limit the effectiveness of the
recommendation algorithms. In this paper, based on the self-attention mechanism, a deep learning model,
named HARSAM, is proposed for modeling user interaction data and learning the user’s latent preference
expression. HARSAM partitions the user’s latent feedback data in different time granularity and employs
the self-attention mechanism to extract the correlation among the data in each partition. Moreover, the model
learns the user’s latent preferences through the deep neural network. Simultaneously, the model learns the
item latent representation by making use of the stacked denoising autoencoder to model the item’s rating data.
As the result, the model recommends items to users according to the similarities between user’s preference
and items. Experiments conducted on the public data demonstrate the effectiveness of the proposed model.

INDEX TERMS SDAE, self-attention mechanism, preference expression, recommendation system.

I. INTRODUCTION

With the rapid popularization of e-commerce, cloud comput-
ing and Internet of Thing, data grows exponentially on the
Internet. Currently, information overload has been increas-
ingly serious in many applications. Extracting hidden valu-
able information efficiently and effectively from the complex
data has obviously become a crucial issue in the field of
big data. The recommendation system [1]-[3] is an often
used approach for recommending useful information to users
from massive data. Generally, it exploits a recommendation
algorithm to recommend the items to users according to their
preferences and needs. In the prospective of the algorithm,
the recommended items are regarded as the most interesting
ones to users. To a certain extent, recommendation systems
alleviate the problem of information overload and improve
the efficiency of information retrieval, that has been widely
recognized by both academia and industry.

In the literature, traditional recommendation algorithms
can be classified into three types: collaborative filtering
[4]-[6], content-based recommendation algorithms [7]-[9]
and hybrid recommendation algorithms [10], [11]. Compara-
tively, although collaborative filtering is the most widely used
one, it has faced two critical challenges from scratch: sparse-
ness of data and the cold start-up. In addition, collaborative

filtering algorithm often uses low-level neural network mod-
els, which cannot learn the deep features of users and those of
items. The content-based recommendation algorithm usually
utilizes artificially designed features to extract the relation-
ship between users and items based on the historical behav-
ioral data. This approach not only limits the effectiveness and
extensibility of the recommender system, but also ignores the
inter-relationship and interaction between the items.

In recent years, deep learning has made breakthroughs
in image processing [12]-[14], natural language processing
[15]-[17] and other fields. Compared to the traditional rec-
ommendation systems, deep learning method has two dis-
tinct advantages. On the one hand, deep learning network
is a deep-layered nonlinear network that can better extract
the deep features of the data. On the other hand, it maps
multiple heterogeneous data into a same hidden space and
then obtains a unified representation of data. Starting from
the point of alleviating the negative impact of data sparsity
and cold start in recommendation systems, and considering
the relationship between user’s interactive items, this paper
presents an algorithm called HARSAM, which combines the
advantages of self-attention mechanism and deep learning
model together, to learn user preferences. The main con-
tributions of the paper are as follows: 1) In the model of
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learning preference representation, self-attention mechanism
is introduced to concern the internal relationship between
user interaction data in different periods, so that the user’s
preference expression with timeline can be obtained. 2) By
composing the separate latent representation of item’s rating
data and their feature information, the full latent represen-
tation of items is generated. To some extent, it overcomes
the difficulties of calculating the similarity between items
due to data sparsity. 3) We conducted a series of experi-
ments on publicly available datasets to verify our proposed
approach. The exmperimental results demonstrate, compared
to the comparative aprroaches, our alogrithm can improve
both the effectiveness and performance of recommendation.

The rest of the paper is organized as follows: In Section II,
the related research in recent years on the recommendation
algorithms is introduced. The explanation of terminologies,
feature embedding of user’s interactive items, and process of
learning item latent representation based on SDAE model, are
presented and analyzed in Section III. Section IV-A provides
the model of HARSAM, which is used to extract the user’s
latent preference feature based on self-attention mechanism.
In Section V, we verify the effectiveness and performance of
the our model with experiments. Finally, the conclusion of the
paper is drawn in Section VI.

Il. RELATED WORK

In the past few decades, researchers have proposed various
recommendation algorithms which are widely applied in rec-
ommendation systems. For example, GroupLens [18] intro-
duces an automated collaborative filtering recommendation
algorithm based on user ratings for recommending videos and
news. A content-based recommendation algorithm, provided
by Schafer et al. [19], makes recommendation in terms of
the matching degree between users and items to be predicted,
which is calculated from the users’ preference feature rep-
resentation learned from their interactive item features. The
hybrid recommendation algorithm described in [20] fuses the
results of collaborative filtering and content-based recom-
mendation algorithm.

With the excellent performance of deep learning in extract-
ing deep features of data, more and more researchers have
combined deep learning methods with recommended system
tasks. In 2007, Salakhutdinov et al. [21] pioneer the applica-
tion of deep learning to solve the recommendation problem,
and propose a restricted Boltzmann machine based recom-
mendation model. Strub ef al. [22] make use of two Stacked
Denoising AutoEncoders (SDAE) to learn the latent repre-
sentations of users and items, respectively, in order to predict
the missing ratings for recommendation. Song et al. [23]
present a time granularity based deep semantics structured
model through modeling the user’s preferences at different
time granularities. Bahdanau e al. [24] apply attention mech-
anism in the task of machine translation, which significantly
improves the translating accuracy. Recently, attention mecha-
nisms have been exploited to process different learning tasks,
such as reading comprehension, recommendation systems,
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and so on. For instance, Gong et al. [25] develop an attention-
based convolutional neural network for Hashtag recommen-
dations in Weibo. Yang et al. [26] use the attention mecha-
nism to model the correlation between user’s comments and
item characteristics, and learn latent expressions from users’
comments and item features. Furthermore, Vaswani et al. [27]
introduce self-attention mechanisms into translation tasks to
model the intrinsic relationships between the data, which
effectively enhances the accuracy of translation.

In this work, we design HARSAM, a new hybrid recom-
mendation algorithm, which is based on combining the ability
of deep neural network model to extract deep features from
complex data with that of using self-attention mechanism
to extract internal relations between data. This algorithm
measures the user preference of an item based on two factors:
One is the similarity between the user and the items to be
recommended, and the other is the similarity between the
items to be predicted and items the user prefers. Our main
idea is that, to improve the accuracy of recommendation,
it is necessary to consider the relationships between items
as well as their mutability, because of external influences.
For example, during the World Cup, users will generally care
about football-related goods. Taking this into consideration,
therefore, in this paper, we model user interaction data at
different time intervals in the way of combining deep neural
networks with attention mechanisms. Therefore, the latent
preferences of users and the latent representation of items
are also learned. In the meantime, considering the problem
of poor computability between items, the SDAE model is
used to learn latent representations of items from the rating
data, combined with latent representations extracted from
item features, to collectively describe an item. Experimental
results show that our approach improves the effectiveness
of the item latent representation and the computability of
similarity between items as well.

IIl. PRELIMINARIES

This section describes the preprocessing of user’s interactive
item, preliminary embedding information of item features,
and learning latent representation of items with SDAE on the
rating data. Section III-A explains the definitions required
in our work. Section III-B presents the way to preprocess
user’s interactive items and initially embed item feature infor-
mation. Finally, in Section III-C, a detailed description of
learning latent representation of an item by use of SDAE in
our model is provided.

A. DEFINITIONS
Before describing our model and algorithm, some definitions
about the data are given as follows:

Rating matrix Ry, x,: the matrix, which is formed by the
item ratings given by users in a recommendation system,
contains m users and n items. Each element of the matrix,
namely, 7;; € Ry;xn, represents the ith user ratings for the jth
item.
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TABLE 1. Notations and their meanings.

Symbol | Descriptions

I the rough embedding representation of interactive items for
oneuser, I = {I1,I2,...,I+}

item Rough eigenvector of a single item

\ % User interactive items, V; = {Vl*, Vo, oo, Vy;‘l}

RZ”XZ Embedding matrix of user’s interactive items in time interval
t;

Rimxn Rating matrix of user’s interactive items

Interact items: the items that users interact with, such as
clicking, downloading, browsing, rating, etc.

Feature information: the information describing an item,
such as Id, name and other attributes. For example, in the
experiments of this work, the feature information of the items
includes a movie’s Id, name, released year, and its category.

Table 1 illustrates the notations as well as their meanings
in the paper.

B. PREPROCESSING INPUT DATA

In a recommendation system, the interaction data of a user are
items that the user interacts with explicit feedback or implicit
feedback. Each item can be represented as a binary tuple
(04, t;), where, O; is the item and ¢; denotes the time of user
i when he interacts with item O;. Considering the variability
of user preferences, before initially embedding the item fea-
tures, the user’s interactive items are divided into 7 intervals
according to the interaction time #;. It is worth noting that the
space of each interval is related to the experimentally selected
dataset. We use T = ([20, 21) , [21, 22) R [2’_1, 2’)) to
express the division of the item. Correspondingly, after being
divided, interactive items of user i are expressed as Vi* =
V1, ..., V), satisfying viNv; = 0, V¥ = Ul _, v;.

In each interval, for a given item, all its features are con-
catenated in the preliminary embedding, and then encoded
into a [-length binary vector, which is taken as the rough
embedding representation of the item. Formally, suppose
there are m; items appearing in the time interval ¢;, the item
features can be represented with embedding matrix R;’fxz,
in which each row is an /-length binary vector standing for an
item. Thus, the rough embedding representation of a user’s
interactive items can be expressed as I = (I1,...,[;) =

(RTI ><l’ o ,R’,nt ><l).

C. MODEL OF SDAE

SDAE, the Stacked Denoising AutoEncoder [28], is an
improved AutoEncoder [29] (AE). AE is a simple three-layer
neural network structure, and is composed of an input layer,
a hidden layer, and an output layer. The training purpose
of AE model is to make X and Y as similar as possible,
where Y is the output, X is the input and the label used to
compute errors during training as well. In addition, the output
of hidden layer H after training is the latent representation
of X. Due to not using additional tagged data in the pro-
cess of training, the learned latent representation is often
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FIGURE 1. Schematic diagram of DAE.
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FIGURE 2. Structure of SDAE.

superior to that trained by other annotation model. A common
method of improving robustness of the model is to add noise
into the input data. As in Denoising AutoEncoder (DAE),
which is different from AE, noise is added into the input
X before training. Obviously, DAE must learn to denoise
the data and obtain original input X during training. Briefly,
the process of training the model is also a process of
learning how to eliminate noise. Fig. 1 depicts the structure
of DAE.

Previous research suggests that deep learning is good at
extracting the deep features of data. SDAE, a combination of
deep learning model and DAE, not only retains the advan-
tages of the DAE model, but also has the ability of extracting
deep features of data. Fig. 2 shows a SDAE model with
double hidden layers. Compared with DAE model, SDAE
model only increases the number of hidden layers, and the
output of the hidden layer H> is the latent representation of
the input data. The learning model of SDAE is formulated as
follows:

B! =f(W1X++b1) (1
W=f (W2h‘ + b2> ©)
XN =f (W3h2 + b3) 3)

In above formulas, X1 is the noise-incremented representa-
tion of the input data X. h', h*> and X" denote the output of
Hidden Layers Hy, H> and Output Layer, respectively. f (-) is
the activation function, in which, W and b are weight matrix
and bias used in the neural network.
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Algorithm 1 Algorithm of Learning Item Presentation With
SDAE Model

Input: Rating matrix R, x,, epochs=1000, ¢ = 0.01,
sttddev=0.3

Output: The list of item latent representation /¢

: Training Begin:
: SGD=SGD(Ir = 0.004)
: SDAE=SDAE(Optimizer=SGD,Afunction=Sigmoid)
It =]
: for j in 1:epochs do
Len=R.Shape()[1]
for iin O:Len-1 do
X =R[:1]
X1 =Gaussiannoise(sttddev, X)
X",S, =SDAE(X™) 1
m Lo =) e (W)
12: SGD(Lspar) =
13: Save(SDAE)
14: for iin O:len-1 do
15: S, =SDAE(R[: i])
16: It .append(S,)
17: return [t

R e A A T o

—
=4

The error function for the input and output of the model is
defined as :

L(X,X")=XlogX"+(1—-X)(1—-logX") (4

To prevent the overfitting of the model, the most common
method is to reconstruct the error function by adding regular
terms into it. Thus, we rewrite the function as:

2

| ) )

F

in which, / is the number of layers in the model, and ¢ is the
parameter of regular item.

Taking advantages of its excellent performance on mining
the deep features of data, in this work, an SDAE model is
used to learn the latent representation with item’s rating data.
In order to speed up convergence of the model, before com-
puting, we normalize the item’s rating data into the interval
of [0, 1].

The input of the model includes rating matrix R, x,, acti-
vation function (Sigmoid), times of time (epochs), Stochastic
Gradient Descent (SGD) algorithm, learning rate (Ir), values
of regular terms ¢, gaussian noise (sttddev), etc. The output
is the item’s latent representation which is generated from the
item’s rating data. Algorithm 1 gives a detailed description of
the model.

As shown in the description of the algorithm, it starts with
some initialization, such as setting learning rate Ir for the
SGD algorithm (Line 2), and assigning SGD, the weights and
bias, and the activation function to SDAE model (Line 3).
To store the output 4> of the hidden lary H,, in Line 4,
an empty set is generated. The forward computation of SDAE

l .
Loue =L (XY +o (X [w
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is described in Lines 6 ~12, in particular, Line 8 gets the
rating for each item, and the noise is added into it in Line 9.
The forward propagation computation is accomplished in
Line 10 by using Formulas (1~3). In Lines 11~ 12, the SGD,
optimized by the error functions of Equation (4) and (5),
is employed to adjust the parameters for the backward propa-
gation. Clearly, Lines 5 ~ 13 train once the model on the input
data. The latent representation of items is finally generated on
the item’s rating data, Lines 14~ 17), in terms of the trained
SDAE model.

IV. HARSAM MODEL

In this section, we concentrate on the description of using our
proposed HARSAM model, a deep neural network which is
improved with self-attention mechanism, to learn the latent
preference representation for both users and items. In addi-
tion, we discuss in detail the method of generating the list of
recommendation.

A. HARSAM MODEL

In real life, user preferences are not fixed, for example,
when users focus on some certain items, they will inevitably
ignore the others. Due to this, in this work, we propose the
HARSAM model, which uses the self-attention to model the
internal relationships among items in each period. Fig. 3
describes the structure of the model.

From the figure, we observe that the HARSAM model
consists of two parts: the left part and the right part. The left
part is used to learn user’s latent preference representation S,
and the right part is response for extracting the representation
of item features S, with a fully connected neural network.

There are four stages of learning the representation of
user’s latent preferences, including embedding the item data,
extracting item features, modeling with self-attention, and
learning the representation of user’s latent preferences.

In Section III-B, we discussed specially the method of
user’s interactive items preprocessing and initial embedding
of features, whose output is regarded as the rough embedding
representation of a user’s interactive items and input into the
HARSAM model, denoted as I in the figure. This task is
implemented in the first stage of our model, that is, embed-
ding the item data .

In the stage of extracting the item features, the rough
embedding representation of a user’s interactive items I,
is mapped into a d-dimensional space through a fully-
connected neural network, which is computed with the Relu
function:

1 = fretw (W1 +) ©6)

In our work, fge, (.) is employed as the activation function
for every layer of the neural network.

During the stage of modeling with self-attention, by use of
self-attention mechanism, we respectively extract the intrin-
sic relationships among items in ¢ intervals. The calculation
of attention mechanism in the i-th interval is expressed as
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FIGURE 3. Structure of HARSAM model.

follows:
= fetu (W3 +) (M)
T
A, = softmax (I;WA (1;1) ) )
I = AT )

in which, A; is the attention weight matrix of items in the
interval. The final result of I is the z-dimensional feature
representation of items in the i-th interval. In following,
we symbolize the calculation of attention mechanism as
fselr (.). Accordingly, we formulate the items in ¢ intervals

as :
= (fser (1) Soerr (1)) (10)

The stage of learning latent representation is to concate-
nate the feature representation of each item, and input the
result into a three-layer fully connected neural network to
compute the latent representation of the user. The process of
computation is described as:

Sy = frelu ( .. (fRelu (Concateo (IZ)))> an

where, Concate® (I%) denotes the concatenation of the user’s
interactive item representations. S, is the latent feature repre-
sentation of the user.
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The right part, which extracts item feature representations
by making use of a multi-layer fully connected neural net-
work, can be expressed as:

Sy = fretu(. . - (fren(item))) (12)

Here, item is the rough eigenvector of a single item, and S, is
the latent representation of item features.

The HARSAM model, whose input is the set of user’s inter-
active items plus a set of items that the user explicitly prefers,
is to maximize the similarity between the user preference
feature representation S, and the item feature representation
Sy. To reach this goal, formally, we can optimize the model
with the following loss function:

(su)T Sy

Fas=sabo) = =08 ¢ s, 4
B. GENERATING THE RECOMMENDATION LIST
According to the previous discussion, applying the SDAE
model on the item’s rating data, we can obtain the item latent
representation S,, and with the model of HARSAM, we can
get the latent feature representation of user preferences S,
and the latent feature representation of items §,, from the
data of user’s interactive items. Hence, the complete latent
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representation of an item is composed of the two parts, S,
and S,.

Let us take top-k recommendation as an example to illus-
trate the process of recommending items with our model.
We do the recommendation in two steps: (1) generate the
k-candidate items Cj, according to the pairwise similarity
between user preference features and unrated items, denoted
as Simy, and the k-candidate items Cy, according to the pair-
wise similarity between user preference items and unrated
items, denoted as Simy; (2) Combine Cy, and Cy, to compute
the final top-k items according to a comprehensive similarity
Sim, which is a harmonic function of Sim; and Sim;,.

For Sim1, we calculate it with following formula:

T
Simy = S Sv_ (14)
ISull ISl

Then, the unrated items are sorted in descending order of
Simy, and the top-k items are selected as the candidates Cy,.
To compute the pairwise similarity between the unrated
items and the user preference items, Simo, the equation is

employed :

(s1)" s/ (s1)" s
Isil)st| ) \sil|s:

Similarly, the first k unrated items with the highest similarity
are chosen as the candidates Cy,, which is merged with Cy,
into the final candidates Cy, denoted as, Cy = Cy, |J Cy, .

The next step is to decide the best k items in Cj for the
recommendation. We utilize the comprehensive similarity
Sim, which is calculated with a harmonic function of Sim
and Simy, the average of Sim,. Suppose that user i has ¢ pref-
erential items, the comprehensive similarity Sim is calculated
as follows:

15)

Simy =

~

: l —a .
Simy = Z,Zizl Simy (16)
Sim = & (Simz) + (1 — &) Sim, (17)

where ¢ is an adjustable parameter, and ¢ € [0, 1]. The final
items recommended to the user are the top-k items in Cy,
which are ranked according to the comprehensive similarity
Sim.

On the basis of the aforementioned idea, we summarize the
whole process of the top-k recommendation with our model
as follows:

1) Input the item set V, user interactive items V", user
preference items VP, and user unrated items V*.
Among these sets, the expressions V' € V and V7 ¢
V¥ hold.

2) In the use of our HARSAM model, the user latent
preference feature representation S, as well as the latent
feature representation of each item S, is obtained.

3) Employ the SDAE model to extract the latent repre-
sentation of each item S, in terms of the rating data of
items.
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TABLE 2. Statistical information of the datasets.

Datasets Users Movies Rating Sparser
MovieLens-100k | 943 1,682 100,000 6.30%
MovieLens-1M 6,040 3,706 1,000,000 | 4.46%
Book-Crossing 278,858 271,379 1,149,780 | 0.0015%

4) Compute the pairwise similarity between the user and
the unrated items V* by exploiting Formula (14), and
select the top-k items to construct the candidate set Cy, .
Identically, calculate the pairwise similarity between
user preference items in V” with the user unrated items
V" with Formula (15), and select the top-k items to
form the candidate set Cy,. The final candidate set C
is generated by combining the two sets Cy, and Cy,,
ie., Cx = Cy, U Ci,

5) Based on Formulae (16) and (17), the comprehensive
similarity Sim is computed, according to which the
items in Cy, are ranked, and the top-k items in the rank
are picked as the final recommended items to the user.

V. EXPERIMENTS

To verify the performance of the model developed in this
work, we conducted a series of experiments on the data
of MovieLens!-100k, MovieLens-1M and Book—Crossing,2
which are publicly available on the Web. The experiments
investigated our model from two aspects. The first one is
to find out how the coefficient ¢ affects the effectiveness
of our model, and decide what the exact value of ¢ is the
best for our datasets. The second one is to compare our
HARSAM models with some comparative models such as
SDAE, item-based model and collaborative filtering models,
on the recommendation effects.

A. EXPERIMENTAL SETTINGS

Table 2 summarizes the datasets we employed in the exper-
iments. As their names show, the MovieLens-100k dataset
contains 100,000 ratings from 943 users on 1,682 movies, and
the MovieLens-1M dataset contains 1 million ratings from
6,040 users on 3,706 movies. The last dataset, Book-Crossing
dataset, contains 1,149,780 ratings from 278,858 users on
271,379 books. We formed the user-item matrixes with these
ratings, and used them as input to the SDAE model. By statis-
tics, we found the sparsity of the matrix generated from
MovieLens datasets are about 6.30% and 4.46%, and that
of matrix derived from Book-Crossing is about 0.0015%.
The MovieLens datasets show a movie is often labeled as
one or more genres (there are 19 genres in total). The category
information of each movie is described by a binary vector of
length 19, where the bit 1 denotes that the movie belongs to
the category, otherwise the corresponding bit is 0. Besides,
some additional information about a movies is also provided
in the datasets, such as its name, its release time and so on.

1 https://grouplens.org/datasets/movielens
2http://WWW2.informatik.uni-freiburg.de/ cziegler/BX/
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FIGURE 4. Impacts of ¢ on the model performance. (a) Impact of ¢ on Precision. (b) Impact of « on Recall. (c) Impact of ¢ on ILS.

TABLE 3. Possible cases of a unrated item.

User preferences

Recommended

Not Recommended

like
not like

True-Positive
False-Positive

False-Negative
True-Negative

Some attributes for users and books are also provided in
Book-Crossing datasets In the experiments, we set 80% of
the data as the training set, and 20% as the test set. The 10-
fold crossover average was taken as the final result to evaluate
the performance.

We employed the widely applied information evalua-
tion metrics, including precision P (k), recall R (k), ILS,
MAP(Mean Average Precision), NDCG(Normalized Cumu-
lative Discounted Gain) as well as the computing time ¢, as the
evaluation indicators.

When making a recommendation, for a given item that has
not been rated by the user, there are possibly four cases it
may be in: (1) being recommended and the user likes it —
True-Positive(Ny,), (2) being recommended but the user does
not like it — False-Positive (Ny,), (3) not being recommended
but the user likes it — False-Negative (Ny,) and (4) not being
recommended and the user does not like it — True-Negative
(Ny, ). Table 3 summarizes these four possible scenarios.

Specifically, in our experiments, we used the average value
of each indicator as the actually used metrics, which are
evaluated as follows:

1 M th
Pk) = — —_— 18
0= Nt N (18)
1 M Nip
R(k) = — —_— 19
® =37 2ics Ny 19

where M is the number of users in the dataset, and & is the
number of items for recommendation.

ILS is generally used to judge the diversity of items within
the recommended list, which is evaluated as follows:

ZbieL ijEL,bi;ﬁbj S (bi ) bj)
Zb,EL ijEL,bi#bj 1

ILS (L) = (20)

where b;, b; are the items in the recommendation list L,
S (bi,bj) indicates the pairwise similarity of the items.
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All the experiments were implemented on a PC server with a
Tesla M60 GPU, 8-core CPU, as well as 16GB of memory.
In terms of appropriate times of tests, we found the values of
the hyperparameters were suitable for the following settings:
The regularization coefficient ¢ was set to 0.01, the learning
rate of random gradient descent /r was set to 0.004, the noise
increase rate sttddev was set to 0.03, and the initial embedding
length of item features was set to 1,943.

B. ANALYSIS OF EXPERIMENTAL RESULTS

The comparative methods we selected in the experiments
were the Collaborative Filtering recommendation algorithm
(CF) [21], item content based recommendation algorithm
(item-based) [30] and SDAE recommendation algorithm
(SDAE) [28]. We comprehensively measured their R(k) and
ILS, which are formulated with Equations (19) and (20), and
the computing time, MAP, NDCG as well.

1) SELECTING THE VALUE OF ¢

According to Formula (17), we found that the values of Sim,
the comprehensive similarity between the user and the item,
is clearly affected by the value of ¢. For example, if ¢ is set to
0, the algorithm will only consider the user preference feature
and the unrated item. Inversely, if ¢ is set to 1, it means that
the user preference items and the unrated items are considered
in the model. In Fig. 4, the experimental results show how
the precision, recall rate, and ILS vary with the weight ¢.
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FIGURE 6. Recall on Movielens-1M.
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FIGURE 7. Recall on Book-Crossing.

Recall

To select the best value of ¢ for our datasets, we varied the
value of ¢ from 0 to 1.0 with the step of 0.2. Fig. 4 indicates
the performance of the algorithm grows as the increase of ¢,
and ¢ is around 0.6, all of the three indicators reach the best
values. When the value of ¢ rises further, the performance
of the algorithm will decline. Based on this observation,
in subsequent experiments, we employ 0.6 as the value of ¢.

2) COMPARISON OF RECALL

After selecting the proper values for the hypeparameters,
the next experiment we conducted was to compare our model
to the comparative approaches with different k. During the
experiments, we measured the values of R(k), ILS, MAP
and NDCG of our model as well as that of the comparative
approaches by setting the values of k from 50 to 250 with the
step of 50. The results are shown in Figs. 5~ 8 and Table 4.

m HARSAM
SDAE
0.6 s ftem-based

CF

w
2 0.4

ILs

0.3

0.2

0.14

50 100 150 0.0~

K

(a)

200 250

w
8
=
S
S

150

(b)

The recall values in Formula 19 reflect the complete-
ness of recommended items. Figs. 5~7 depict the average
recall of our HARSAM model with that of the compar-
ative approaches. As shown in the figures, although as &
increases from 50 to 250, the performance of all the four
models is improved overtly till it becomes stable, and it is
obversable that HARSAM grows much faster at recall than
the other models. We viewed the recall rate of the models
evaluated with MovieLens-100k is higher than that with the
MovieLens-1M and Book-Crossing, that is due to use-item
matrix generated from MovieLens-1M and Book-Crossing
are sparser than that derived from MovieLens-100k. Overall,
experimental results on the three datasets indicate that the
proposed HARSAM mode is superior to the comparative
models for recommending satisfying items.

3) COMPARISON OF ILS

In recommendation systems, the ILS is often used to indi-
cate the similarity between recommended items. In general,
smaller ILS values mean wider range and higher diversity
of the recommendation list. The result of the experiments
is shown in Fig. 8. They demonstrate that as the value of
k increases, all models show a decline at first and then
reach a stable ILS. However, the proposed HARSAM model
decreases more significantly and always keeps a minimum
ILS value. This also implies that it performs better than the
comparative models in the diversity of recommendation. This
is because the HARSAM model proposed in this work takes
the advantage of attention mechanism to model the user’s
interactive items in different periods. The mechanism con-
siders not only the intrinsic relationship between items, but
also the user’s preference in different periods of time. Thus,
it substantiates that introducing attention attention mecha-
nism into the recommendation model enhances significantly
the diversity of recommended results.

4) COMPARISON OF MAP AND NDCG

In recommendation systems, MAP is often used to measure
the mean precision of recommendation and NDCG is applied
to evaluate the ranking correctness. Table 4 presents the

=== HARSAM === HARSAM
SDAE SDAE
m ftem-based 0.6 4 m ftem-based

cF CF

ILs

FIGURE 8. Performance comparison of four models based on ILS. (a) ILS on Movielens-100K (b) ILS on Movielens-1M (c) ILS on Book-Crossing.
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TABLE 4. MAP and NDCG of different models on the three datasets.

Models MovieLens-100k MovieLens-1M Book-Crossing
NDCG @20 MAP NDCG@20 MAP NDCG@20 MAP
Item-based 0.5729 0.5261 0.5122 0.5102 0.2310 0.2198
CF 0.6134 0.5382 0.5644 0.5211 0.2110 0.1998
SDAE 0.6543 0.5722 0.6347 0.5534 0.3124 0.2978
HARSAM 0.6869 0.5931 0.6622 0.5748 0.3260 0.3148

MAP and NDCG@20 of the models implemented on the
three datasets. It illustrates, both on MAP and NDCG @20,
the HARSAM model outperforms the three comparative
models. This observation elucidates that the HARSAM
model gives the most possible user’s preferred items a higher
rank in the recommended list, that can largely improve the
user experience. This experiment bears out that introducing
attention mechanism into the model enables it to obtain more
effective user latent representation and also improve the rec-
ommendation performance.

VI. CONCLUSION

The recommendation system, which alleviates information
overload by improving the efficiency of information retriev-
ing, is widely used to filter information for users. The model
proposed in this paper combines the item’s rating data and the
item’s feature information to learn the latent representation of
the item. In addition, the HARSAM model, which introduces
the self-attention mechanism into deep neural network, was
developed to model user interaction data. The model takes
into account the interacting relationship between items as
extracting the latent representation of the item, that increases
the effectiveness of learned latent representation. To some
extent, the proposed model improves the computability of
item data by easing the cold start issue. Experimental results
show the proposed model outperforms the comparative ones
at all measurements, such as recall, ILS, NDCG and MAP.
In our future work, we will try to connect knowledge graph
with our model, which enriches the information of items and
user data, to make more improvement to the effectiveness of
recommendations.
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