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ABSTRACT The standard algorithms of decision trees and their derived methods are usually constructed
on the basis of the frequency information. However, they still suffer from a dilemma or multichotomous
question for continuous attributes when two or more candidate cut points have the same or similar splitting
performance with the optimal value, such as the maximal information gain ratio or the minimal Gini index.
In this paper, we propose a unified framework model to deal with this question. We then design two
algorithms based on Splitting Performance and the number of Expected Segments, called SPES1 and SPES2,
which determine the optimal cut point, as follows. First, several candidate cut points are selected based on
their splitting performances being the closest to the optimal. Second, we compute the number of expected
segments for each candidate cut point. Finally, we combine these two measures by introducing a weighting
factor α to determine the optimal one from several candidate cut points. To validate the effectiveness of
our methods, we perform them on 25 benchmark datasets. The experimental results demonstrate that the
classification accuracies of the proposed algorithms are superior to the current state-of-the-art methods in
tackling the multichotomous question, about 5% in some cases. In particular, according to the proposed
methods, the number of candidate cut points converges to a certain extent.

INDEX TERMS Decision tree, classification, unified framework, split criteria.

I. INTRODUCTION
Classification is a commonly used technique in data min-
ing tasks. A classifier is a function which maps input
samples into one class label in two or more predictors.
There are many different classifier algorithms, such as deci-
sion trees [1]–[4], logistic regression [5], [6], support vector
machine (SVM) [7], [8], and neural network [9]–[11].

Among them, the decision tree is a simple method and
has been widely used in knowledge discovery and pattern
recognition. A decision tree is usually constructed by a
recursive procedure that optimizes a splitting criterion in
accordance with a training dataset that is recursively divided
into two or more children of the root node. This recursive
procedure is repeatedly implemented to generate partitions
until a termination condition met. The decision trees have
several advantages, such as superior classification accuracy in
many cases compared with other classification models [12],
few parameters [13] and easy to understand. Therefore, deci-
sion trees are still increasingly applied for various tasks,
such as privacy protection [14], [15], biology [16], [17],
intrusion detection [18], medicine [19]–[21] and healthcare
systems [22].

Traditional heuristic decision tree approaches usually
determine the optimal attribute on the basis of the most
discriminative ability. The originator of the decision tree,
ID3 [23], selects the splitting attribute on the basis of
information gain. But ID3 has some deficiencies, includ-
ing the preference the attributes with more values, hard to
handle continuous attributes and the inability to miss val-
ues. C4.5 [24], [25] is proposed to improve the continuous
attributes and missing values of ID3, which uses the infor-
mation gain ratio to replace the information gain to identify
the optimal attribute. The classification and regression trees
(CART) [26] is proposed on the basis of the Gini index to
split the input space in a way that maximally reduces the
degree of example disorder, and its descendants SLIQ [27]
and SPRINT [28] are proposed to effectively improve the
learning. Reference [29] proposed a new node splitting mea-
sure based on distinct class to improve classification accu-
racy. Reference [30] presented a novel procedure for building
decision tree through handling the imprecision in building
decision tree to improve classification performance. Refer-
ence [31] proposed a new algorithm, Size Constrained Deci-
sion Tree (SCDT), which constructed the decision tree on the
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TABLE 1. Six candidate cut points and their corresponding splitting
performances and the number of expected segments.

basis of the number of leaf nodes. Reference citeb13 pro-
posed an extension of clustering using unsupervised binary
trees (CUBT), which primarily used heterogeneity criteria
and dissimilarity measures based on mutual information,
entropy and Hanming distance. However, for all the above-
mentioned methods assume that all of attributes are nominal
when selecting the optimal attribute. But for the continu-
ous attributes, discretization [33], [34] should be performed
prior to select the best cut point, typically by partitioning
the range of the attribute into discrete format, then con-
structing decision tree like nominal data [35]–[37]. Accord-
ing to the number of intervals for discretizing continuous
attributes, it is mainly divided into binary splitting and mul-
tiple splitting [38]–[41]. For ease of exposition, in this paper,
we mainly focus on binary classification trees.

However, all the heuristic-based methods face a question:
if there are two or more candidate cut points that have the
same or similar discriminative ability with the splitting cri-
teria, which one would be the most suitable? The traditional
way of tackling this problem is to randomly select one to split
the node from the multiple cut points with the best splitting
performance. However, this may fail to induce a better and
smaller tree. Wang et al. [31] proposed a two-stage method
to handle this issue that is not only effective in improving
the generalization capability, but also valid for reducing the
size of the tree. Unfortunately, there are two major draw-
backs. First, it may be more biased toward the candidate cut
point’s expected segments and, to some extent, ignores its
discriminative ability, particularly for a large K̂ . For example,
we assume that there are six cut points, that is to say, K̂ = 6,
their corresponding splitting performances and the number
of expected segments are listed in Table 1. According to [31],
cp6 is determined as the optimal candidate cut point whose
the number of expected segments is the smallest. However,
there is a big difference between its splitting performance and
the maximum. Therefore, cp6 is not necessarily desired cut
point. Second, as the optimal K̂ value is strongly associated
with the dataset itself, it is difficult to find an appropriate K̂
that matches the dataset in advance.

In this paper, we propose a unifiedmodel based on splitting
performance and the number of expected segments of each
candidate cut point. The reason why it’s called unified model,
because our model can incorporate any univariate decision
tree algorithms [42], [43]. However, instead of applying the
splitting performance and the number of expected segments
directly in [31], we first normalize the number of expected
segments, so that it has the same scale with the splitting
performance. Then, we integrate these twomeasures by intro-
ducing the weighting factor α to determinate the optimal

FIGURE 1. Decision trees flowchart based on the unified framework
model.

cut point. To demonstrate the effectiveness of the proposed
model, we empirically test it on 25 real-world datasets from
the University of California, Irvine (UCI) Machine Learning
Repository http://archive.ics.uci.edu/ml/datasets.html. The
experimental results show that our proposed methods exhibit
better performance compared to the baseline methods with
respect to the classification accuracy, and an additional ben-
efit is that, under the influence of the weighting factor α,
the range of K̂ value obviously converges with a fixed value.

The rest of this paper is organized as follows. In Section 2,
we describe the proposed unified model in detail.
In Section 3, we present some experimental results and a com-
parison of the proposed methods with several other baseline
methods. Finally, in Section 4, we present the conclusion and
list future work.

II. THE UNIFIED FRAMEWORK FOR DECISION TREES
The decision tree is to be induced from a training dataset
which is represented as S = {(x1, y1), (x2, y2), · · · ,(xn, yn)},
where xi consists of a vector of m conditional attributes {a1,
a2, · · · , am} and yi ∈ {c1, c2, · · · , cL} is the corresponding
class label yi ∈ {c1, c2, · · · , cL} of xi. We assume that the S ′
is a pair set that is sorted by the ascending attribute values
under a given attribute ak of S, and denoted as S ′ = {(x1′,
y1′),(x2′, y2′), · · · ,(xn′, yn′)}, where x1′ ≤ · · · ≤ xn′ with
respect to attribute ak . We assume that aji is the value of the
ith example of the jth attribute and written as Aj(xi), and yi is
the class label of xi and written as C(xi).
Fig.1 shows the decision tree flowchart framework based

on our proposed unified model, which is located in the blue
dashed box. Our unified model consists of three modules:
(1) splitting performance, (2) expected segments, and (3)
proposed unified framework model.

A. SPLITTING PERFORMANCE
For the splitting performance, any one of the univariate split-
ting criterion, such as information gain, information gain
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ratio or Gini index, can be used. In this work, we select infor-
mation gain ratio as a part of the proposed model. Without
any loss of generality, it could be applied to other decision
tree algorithms. The information gain ratio can be defined as
follows:

GainRatio(S ′, a′ji) =
InfoGain(S ′, a′ji)
SplitInfo(S ′, a′ji)

(1)

where a′ji is a cut point with respect to attribute aj of S ′ and
is defined as follows:

a′ji=
Aj(x ′i )+ Aj(x

′

i+1)

2
, i∈ [1, 2, . . . , n]j ∈ [1, 2, . . . ,m]

(2)

The information gain is defined as follows:

InfoGain(S ′, a′ji) = Ent(S ′)−
2∑

k=1

‖S ′k‖
‖S ′‖

Ent(S ′k ) (3)

where ‖S ′k‖ and ‖S ′‖ are the number of examples in S ′k and
S ′. Ent(S ′) is the information entropy of S ′ and Ent(S ′k ) is
the information entropy of kth subset which is divided by a′ji.
The Ent(S ′) is defined as follows:

Ent(S ′) = −
L∑
l=1

pl log2 pl, l ∈ [1, 2, . . . ,L] (4)

where pl is the frequency of the lth class label in S ′, which is
defined as follows:

pl =

∑n
i=1[I (C(x

′
i ) = l)]

‖S ′‖
(5)

where I (C(x ′i ) = l) is an indicator function which means that
it is 1 if the class label of C(x ′i ) is l; otherwise, 0.

The splitting information is defined as follows:

SplitInfo(S ′, a′ji) = −
2∑

k=1

‖S ′k‖
‖S ′‖

log2
‖S ′k‖
‖S ′‖

(6)

where ‖S ′k‖ and ‖S ′‖ are the number of examples in S ′k and
S ′, respectively.

B. EXPECTED SEGMENTS
Supposing that there exists two adjacent examples x ′i , x

′

i+1 ∈

S ′, having different classes, and if a′ji satisfies Aj(x
′
i ) <

a′ji < Aj(x ′i+1) then a
′
ji is referred to as a boundary point with

respect to attribute aj of S ′. It is easy to know that irrespec-
tive of the number of classes and how they are distributed,
the optimal cut point will always occur on the boundary
point between two classes [38]. Obviously, the less num-
ber of boundary points, the easier it is to split the training
examples and the less depth of the constructed decision trees.
To further describe the relationship between the permutation
information and the boundary points of the training examples,
we introduce the concept of segment.
Definition Segment: Assuming that the first and the last

examples’ attribute values in S ′ are regarded as the first and

the last boundary point, respectively. We call the example
sequence set between any two adjacent boundary points a
segment.

The number of segments in S ′ is defined as follows:

Seg(S ′) = min
j
‖Seg(S ′, aj)‖, j ∈ [1, 2, . . . ,m] (7)

In the ideal case, that is, when all the attribute-values are
different, the number of segments of the ranked training
examples is one less than the number of its boundary points.
However, if there exists duplicated values for some examples,
it is not sufficient to evaluate the discriminative ability of aj.
To handle this issue, we use the concept of bar from [31],
which is defined as a sequence of examples ζ with the same
attribute value under a given attribute. The number of seg-
ments in a bar B is defined as follows:

bSeg(B) = ‖Seg(ζ )‖ (8)

How to compute the number of segments of a bar refer
to [31].

Suppose that t is the number of bar in S ′ with respect to aj
and u is the number of non-bar sub-queues, which is denoted
as S∗,j. Therefore, the number of segments in S ′ induced by
attribute aj, denoted by Seg(S ′, aj), is computed as follows:

Seg(S ′, aj) =
u∑
i=1

‖Seg(Si,j)‖ +
t∑

l=1

bSeg(Bl) (9)

Fig.2 shows distribution of sixteen examples, S, which are
ranked ascending order by values of attribute aj. The second
line represents the distribution of class labels with respect to
examples and the third line represents their attribute values.
From Fig.2, we can see that there are two bar points, eg.,
ζ1,j, ζ2,j, whose attribute values are 1.5 and 3.3, and three
non-bar sub-queues, eg., S1,j, S2,j, S3,j. The two bar sub-
queues are B1 = ζ1,j = (x3, x4, x5) and B2 = ζ2,j =

(x12, x13, x14). The three non-bar sub-queues areS1,j = (x1),
S2,j = (x6, x7, x8, x9, x10) and S3,j = (x15, x16). Then the
number of segments of S is calculated by Equation (9):

Seg(S, aj) = ‖Seg(S1,j)‖ + ‖Seg(S2,j)‖ + ‖Seg(S3,j)‖

+ bSeg(B1)+ bSeg(B2)

= 1+ 4+ 2+ 3+ 3

= 13

We denote the number of expected segments at the cut
point a′ji with respect to attribute aj of S ′ as E(S ′, a′ji) and
it is defined as follows:

E(S ′, a′ji)=
‖S ′1‖
‖S ′‖
‖Seg(S ′1, a

′
ji)‖+

‖S ′2‖
‖S ′‖
‖Seg(S ′2, a

′
ji)‖ (10)

where (S ′1) and (S
′

2) are two subsets of S
′ which is divided by

a′ji, while ‖S
′

1‖ and ‖S
′

2‖ represent the number of segments
of S ′1 and S

′

2, respectively.
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FIGURE 2. Distribution of sixteen examples ranked ascending order by
attribute values and two cut points.

C. PROPOSED UNIFIED FRAMEWORK MODEL
1) REPRESENT CANDIDATE CUT POINTS
In general, a candidate cut point is usually represented as a
numerical value that is between the minimal attribute value
and the maximal attribute value [45], [46]. In this paper,
we describe it as a binary pair, denoted as (sp, E(seg)),
where sp and E(seg) represent its splitting performance and
the number of expected segments, respectively. For example,
Fig.2 shows two candidate cut points in the sorted sixteen
examples, e.g., cp1 = 2.15 and cp2 = 3.05, respectively.
According to Equation (1) and Equation (10), we can easily
determine their splitting performances and the number of
expected segments, sp1 = 0.0392, E(seg1) = 4.06, and
sp2 = 0.0203, E(seg2) = 3.63, respectively. Therefore,
we replace cp1 and cp2 with (0.0392,4.06) and (0.0203,3.63).

2) PROPOSED FRAMEWORK MODEL
We propose a unified framework model for decision trees
on the basis of the splitting performance and the number of
expected segments for each candidate cut point. The unified
model is defined as follows:

HM = argmax I (F(sp), S(E(seg))) (11)

where F(sp) is a function which takes any impurity measure-
ment as a variable and S(E(seg)) is defined a function of the
number of expected segments. According to Equation (11),
the optimal candidate cut point must satisfy both of the
following conditions:

(1) The splitting performance of the cut point should be
as close as possible to the optimal value, eg., information
gain ratio for C4.5, so that this model has relatively better
classification performance [1], [2], [44].

(2) The number of expected segments of the cut point
should be as small as possible, so that the smaller of the
decision tree constructed will be [31].

To balance these two aspects, the most commonly used
method is to introduce a weighting factor α ∈[0,1] for the
splitting performance and 1-α for the number of expected
segments. Therefore, the unified model can be defined as
follows:

HM = argmaxα ∗ F(sp)+ (1− α) ∗ S(E(seg)) (12)

where F(sp) and S(E(seg)) can be defined as follows:

F(sp) = exp(sp) (13)

S(E(seg)) = exp(E(seg)) (14)

The problem reduces to finding a suitable cut point which
maximize the HM .
However, a problem still remains. Suppose that cp is a

candidate cut point, and its sp = 0.50, E(seg) = 10.00.
If α = 0.5, then HM = 0.5 ∗ e0.50 + 0.5 ∗ e10.00 ≈
0.82 + 22026.47 = 22027.29, where the value of F(sp),
0.82, is so small that it can be ignored relative to the value of
S(E(seg)), 22026.47. In that case, the selection of the optimal
cut point severely biased towards that with the maximum
expected segments. In order to tackle the aforementioned
question, the priority is to constrain the number of expected
segments by a normalization method to make it have the same
order of magnitude as splitting performance.

Two different normalization methods are proposed for the
unified model. This produces two novel algorithms that we
call them, SPES1 and SPES2. The first normalization method
is defined as follows:

pi = E(seg)i/
K̂∑
i=1

E(seg)i, pi ∈ (0, 1) (15)

where K̂ is the number of candidate cut points whose splitting
performances are closest to the optimal and

∑K̂
i=1 pi = 1.

Since we are more inclined to the smaller expected segments,
we, then, need to add a negative sign before them. Therefore,
we can rewrite Equation (14) as follows:

S(E(seg)) = exp(−p), p ∈ (0, 1) (16)

Therefore, the SPES1 can be defined as follows:

HM = argmaxα ∗ exp(sp)+ (1− α) ∗ exp(−p) (17)

Apparently, Equation (17) can determine the optimal cut
point when the cut point has the maximum splitting perfor-
mance and the minimal number of expected segment.

The second normalization method is defined as follows:
(1) Constitute a vector Ē(seg) by the K̂ expected segments:

Ē(seg) = [E(seg)1,E(seg)2, . . . ,E(seg)K̂ ] (18)

(2) Calculate reciprocal of the vector Ē(seg) and obtain r̄ :

r̄ =
1

Ē(seg)
= [

1
E(seg)1

,
1

E(seg)2
, . . . ,

1
E(seg)K̂

] (19)

(3) Normalize each of the entries in r̄ :

r̂i = ri/
K̂∑
i=1

ri, ri ∈ (0, 1), i ∈ [1, 2, . . . , K̂ ] (20)

Obviously,
∑K̂

i=1 r̂i = 1
Then, SPES2 can be defined as follows:

HM = argmaxα ∗ exp(sp)+ (1− α) ∗ exp(r̂) (21)

Let S ′ be the given dataset, our new split criteria as follow:
First, the best sp∗ is calculated as follows:

sp∗ = max
{j,i}

GainRatio(S ′, a′ji) (22)

where GainRatio(S ′, a′ji) is defined in Equation (1).
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Algorithm 1 Splitting Performance and Expected Segments-Based DT for Continuous Valued Attributes
Input: training examples S = {(x1, y1), (x2, y2), · · · , (xn, yn)} with m continuous values attributes a = {a1, a2, · · · , aj}

and one decision attribute yi ∈ {c1, c2, · · · , cL}; threshold number N̂ to stop splitting a node and parameter α and
K̂ .

Output: A binary decision tree.
1 createDecisionTree(S)
2 If all the examples in S are from the same class l∗ then
3 Treat S as a leaf node and assign it the class label l∗.
4 If ‖S‖ < N̂ then
5 Treat S as a leaf node and assign it the class label l∗ = argmaxl=1,2,··· ,L pl .
6 For each attribute of S, aj:
7 sorted the examples in ascending order by attribute values and denoted as S ′.
8 Get the cut points of each attribute by Equation (2), i.e., a′ji.
9 Calculate the splitting performances of each candidate cut point by Equation (1).
10 Get the maximum sp∗ by Equation (22).
11 Get K̂ candidate cut points with splitting performances closest to sp∗.
12 Calculate the number of expected segments for each candidate cut point by Equation (10).
13 Determine the optimal cut point aj∗i∗ by Equation (23).
14 Split S ′ into two child-nodes by aj∗i∗ ,
15 S ′1 = {x

′
j ∈ S ′ | Aj∗ (x ′i ) ≤ sj∗i∗} and S

′

2 = {x
′
j ∈ S ′ | Aj∗ (x ′i ) > sj∗i∗}.

16 createDecisionTree(S ′1).
17 createDecisionTree(S ′2).

Second, K̂ candidate cut points with splitting performances
closest to sp∗ are selected from all of the cut points calculated
by using Equation (2).

Third, The number of expected segments of K̂ candidate
cut points are calculated by Equation (10) and normalized.

Finally, the optimal candidate cut point cp∗ is derived
using:

cp∗=arg max
i∈[1,2,...,K̂ ]

{
α ∗ exp(spi)+(1− α) ∗ exp(−pi)
α ∗ exp(spi)+(1− α) ∗ exp(r̂i)

(23)

The unified model-based decision tree with continuous-value
attributes of C4.5 is described in Algorithm 1.

III. EXPERIMENTS AND ANALYSIS
A. DATASETS AND EXPERIMENTAL SETUPS
The experiments were conducted on a set of real-world
datasets from UCI Machine Learning Repository includ-
ing 15 binary and 10 multiclass. The details of these
datasets are presented in Table 2. As not all of the datasets
are continuous, we preprocessed them first. We assume
that if discrete values in an attribute are fewer than ten,
the attribute will be removed from the dataset. Moreover, for
each attribute, each input value was normalized to [0,1] by
1-((vmax − v)/(vmax − vmin)), where v is the value to be
normalized. We set K̂ = {2, 4, 6, 8, 10, 15, 20, 30, 40, 50}
and α = {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0} for
segment-based algorithm and our proposed algorithms.
We selected the values with the highest test accuracy as the
final parameters (Table 5). We set the terminal condition for

splitting internal node when the number of examples in it was
less than five, that is, N̂ = 5.
A standard 10-fold cross-validation was performed on each

dataset per classification model, and the average value of the
10 results was considered the test result. However, there are
some highly imbalanced datasets, that are not sufficient to
conduct the 10-fold cross-validation. In this case, we con-
ducted 5 × 2-fold cross-validation and observe the average
value of 5 × 2 = 10 results. To ensure the validation of the
experimental results, each method was implemented on the
same training set and test set. We evaluated the performance
of the proposed methods in terms of generalization capability
by using the test accuracy and model complexity by using
depth and the number of nodes of decision tree.

The experiments were performed on Python 3, which were
executed on a computer with a 3.20GHz Intel R©Core(TM)
i5-6500 CPU, a maximum 4.00GB memory, and 64-bit Win-
dows 7 system.

B. COMPARISON OF SIMULATION RESULTS
To validate the practical performance of the proposed algo-
rithms, we compared with several classifiers, including ID3,
C4.5, CART, and segment-based algorithm. The prediction
accuracies of each classification model for all of the datasets
are tabulated in Table 3. The best values are shown in bold.
Fig.3 demonstrates that the average relative reduction

scales in the tree depths, number of nodes, and test accu-
racy of our proposed methods and Segment+C4.5 com-
pared with C4.5 with the optimal parameters of each dataset.
Suppose that AccC4.5 is the accuracy of C4.5, and that
of Segment+C4.5 is Accseg; then, the relative reduction
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TABLE 2. Description of the datasets.

FIGURE 3. Average relative reduction in accuracy and decision tree scale of Segment+C4.5, SPES1+C4.5 and SPES2+C4.5 compared
with C4.5.

scale in the accuracy of Segment+C4.5 is calculated as
(Accseg − AccC4.5)/AccC4.5. Similar calculations were also
applied to SPES1+C4.5, SPES2+C4.5, the number of nodes
and the decision tree depths. If the relative reduction scale
is below zero, the measured value decreases; otherwise, it is
increased.

Fig.3(a) shows that the test accuracy average variation ratio
of our proposed methods and Segment+C4.5 compared with
C4.5 for each datasets. The test accuracies obtained by our
proposed methods (SPES1/SPES2) were higher than those
obtained using the Segment+C4.5 algorithm’s 21/21 datasets
in 25 test datasets, and were superior to C4.5’s 23/24 datasets
in 25 test datasets. These findings validated our view that the
decision tree constructed on the basis of the algorithm of the
splitting performance and the expected segments exhibited
better classification performance. In addition, it proved that
a candidate cut point with the smallest number of expected
segments is not necessarily the optimal cut point.

Fig.3(b) shows that the comparison of the depths of the
decision tree with C4.5, Segment+C4.5 and our proposed

algorithms. Obviously, the depths of the decision trees con-
structed by our algorithms were larger than the depths of the
decision trees constructed by the Segment+C4.5 algorithm in
most of the datasets, except for Ionosphere, Balana, Saheart,
Cancer, Libras, Automobile and Wine. However, it was clear
that the depth of the decision tree constructed for each
dataset by using C4.5 was greater than those of the datasets
built using our proposed algorithms and Segment+C4.5
algorithm.

Fig.3(c) shows that the average reduction scale of the
number of nodes of the decision trees constructed using C4.5,
Segment+C4.5 and the proposed algorithms. We observed
that although the number of nodes in the decision trees
constructed by our method and the segment-based method
were smaller than that of the decision tree constructed using
C4.5 for most of datasets, they evenly matched, 13 datasets
and 14 datasets, respectively.

Table 3 summarizes the average test accuracy of the
10-fold cross-validation results of different classification
models with the optimal parameters. The last line of Table 3
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FIGURE 4. Distribution of K̂ values of different methods for each dataset.

TABLE 3. Comparison of different decision tree methods: test accuracy.

shows that the average performances over the datasets for
each classifier. On the basis of these simulation results,
we drawn a conclusion that SPES1+C4.5 exhibited the best
classification performance in 17 of the 25 test benches, while
SPES2+C4.5 exhibited in 18 of the 25 benches. This showed
that our proposed methods were superior to other methods.
Furthermore, ↑ and ↓ were used to demonstrate whether
the proposed algorithms improved the performance of the
segment-based algorithm. Obviously, the proposed methods
had higher accuracy than the segment-based method, 20 for
SPES1 and 21 for SPES2, respectively. This proved that a
candidate cut point with the smallest expected segments is not
necessarily for the optimal one. Therefore, when choosing an
optimal cut point, we should consider not only the number
of expected segments of the cut point but also its splitting
performance.

Table 4 reports the average tree depth and the number
of nodes for each method. For each dataset, the minimal
values were highlighted in bold face. It is observed that the

methods that achieved the smallest tree depth and the number
of nodes for the different datasets are considerably different.
In fact, each method can induce the smallest tree in some
cases. Among them, ID3 provided the lowest average value.
However, the comparative result between Segment+C4.5 and
the proposed methods was clear. In the last three columns
of Table 4, ↑ and ↓ were used to demonstrate whether our
method can reduce the tree size compared with segment-
based. Obviously, in most cases, the decision trees con-
structed using the proposed methods were more complex
than segment-based algorithm irrespective of the depth or the
number of nodes of the decision trees.

C. COMPARISON OF K̂ BETWEEN SEGMENT + C4.5 AND
PROPOSED METHODS
Table 5 lists the distribution of the optimal K̂ values of
the segment-based method and the proposed methods. The
average values of K̂ in the case of SPES1 and SPES2 were
11.28 and 10.92, while that in the case of Segment+C4.5 was
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TABLE 4. Comparisons of different decision trees methods: tree scale.

TABLE 5. Distribution of α and K̂ of each datasets.

17.24. It was about more than 6 on average than ours. There
are two advantages. First, a small K̂ value decrease the com-
putational cost and the time cost considerably. The other and
more important is that a large K̂ includes more candidate
cut points, and the splitting performances of the latter ones
differ considerably from themaximum. In this case, the newly
added candidate cut points, themselves, are not reasonable.

FIGURE 5. Distribution of α for the proposed methods.

Therefore, a smaller K̂ helps maintain the discriminative
ability to differentiate the examples as much as possible.

Fig.4 shows the scatter diagram of the K̂ values of
Segment+C4.5 and our methods. Each point (irrespective of
whether red, green, or blue) represented the optimal K̂ value
of a dataset. Figures 4(a) and (b) show that the optimal K̂ s
were mainly concentrated in [2,15], 23 for SPES1 and 22 for
SPES2, respectively. Figure 4(c) shows the distribution range
of K̂ s generated by the segment-based method was wide,
from K̂ = 2 to K̂ = 50. Therefore, we concluded that the
proposed methods had a certain degree of convergence on K̂
under the influence of the weighting factor α.

D. ANALYSIS OF WEIGHTING FACTOR α

Table 5 lists the values of α for the proposed methods when
all of the datasets exhibited their best test accuracy. Fig.5
characterizes the distribution of α values by a histogram
graphic. From Fig.5, we observed that the values of α were
mainly concentrated in 0.1 and 0.2 for SPES1, in the case
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of 15 datasets and 4 datasets, respectively, accounting for
76% of all the test datasets. While SPES2 exhibited the
opposite trend, which were focused on 0.9 and 0.8, in the case
of 14 datasets and 6 datasets, respectively, occupying 80%.
As we can see from Equation (12), when α is greater than
0.5, the selection of the optimal cut point is more inclined to
frequency information. In contrast, it is more biased towards
the segment information. According to the completely oppo-
site results of SPES1 and SPES2, this indicated that the value
of α depends on the algorithm design itself in the case of the
same dataset.

IV. CONCLUSION
In this paper, we propose a unified model for decision
trees based on the splitting performance and the number of
expected segments for each candidate cut point by introduc-
ing a weighting factor α. Then, we design two algorithms
based on two normalization methods. To verify the validity
of the methods, we apply them to 25 real-world datasets. The
experimental results indicate that the proposed methods are
superior to the state of the art in terms of the classification
performance. In addition, we analyze and discuss two hyper-
parameters α and K̂ . We observe some benefits from the
experimental results: First, the values of α are related to the
dataset and the algorithm itself. Second, the values of K̂ are
mainly clustered within a fixed value, from which we con-
clude that the proposed methods have a certain degree of con-
vergence. There are several possible research issues regarding
this topic for further study. First, it might be interesting to
extend the future work to a multi-splitting environment with
mixed types of attributes. Second, a more systematic and
theoretical analysis on the two hyper-parameters is necessary.
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