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ABSTRACT Minimally invasive procedures have gained ever-increasing popularity due to their advantages
of smaller incisions, faster recoveries, fewer complications, and reduced scarring to name a few. With the
force exertion and curvilinear flexibility at their distal end effectors, the continuum tubular robots have the
potential to perform robot-assisted trans-orifice minimally invasive surgery, such as transnasal and transoral
operations. During these procedures, it is important and challenging for the continuum tubular robot to
automatically adjust its pose according to the target surgical sites and compensate for undesired disturbance,
such as respiratory motions. In this paper, a singularity-avoidance visual servoing algorithm based on
Jacobian Optimization has been proposed to improve safety and control continuum tubular robots based
on intra-operative visual feedback in confined environments. Without the prior knowledge of robot kine-
matics or hand-eye calibration between the robot and the endoscope, the proposed model-free eye-in-hand
visual servoing technique is capable of accomplishing the targeting tasks by adopting the safety-enhanced
singularity avoidance mechanism and an efficient image-processing algorithm. The multiple experiments,
including simulations, experiments conducted in a confined environment, and cadaveric studies, have been
implemented and demonstrated to illustrate the superiority of the proposed singularity-avoidance visual
servoing method.

INDEX TERMS Visual servoing, singularity-avoidance, singularity-resistant, model-free, continuum tubular
robots, concentric tube robots, image processing, minimally invasive surgery.

I. INTRODUCTION
Robot-assisted minimally invasive surgery has emerged as a
new paradigm due to its potential to improve the performance
of complex surgical procedures with higher precision and
accuracy, as well as increased dexterity and stability, while
minimizing trauma to the patient. However, intelligent and
cooperative systems are urgently required to be integrated
into more advanced surgical robots.

Continuum tubular robots (CTR), known as concen-
tric tube robots, have been developed for minimally
invasive surgery. This class of robots consists of sev-
eral pre-curved elastic tubes that can rotate and translate
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independently [1]–[3] and their motion generations do not
rely on tissue-robot interaction as a result of their relatively
high stiffness. Because of the elastic deformation of each
nesting tube, continuum tubular robots are capable of navi-
gating through complex lumens to the target surgical sites,
while bypassing critical anatomical obstacles. In addition,
they can retain force transmission capability at the tooltip
without loss of steering flexibility, which distinguishes them
from tendon/cable driven flexible robots and makes them
promising in quite a few trans-orifice minimally invasive
surgeries [4]–[6].

A common mode to control continuum tubular robots
is teleoperation, which establishes the mapping between
robotic motion and movement of a master device [3], [7].
However, continuum tubular robots can only be roughly
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guided to the desired surgical sites via teleoperation.
More precise pose control and motion compensation abil-
ity are in demand to strengthen safety during robotic sur-
gical manipulations. To this end, additional sensing abil-
ity is essential, including 3D ultrasound [8], X-ray [9],
MRI [10], CT [11], fluoroscopy [12] and stereo optical
imaging [13]–[15]. In addition, electromagnetic coils have
been proposed to track the orientation and position of
the tubular robots [16], or to reconstruct the shape of the
robot body to achieve more precise pose control of flexible
robots [17].

Direct vision-based methods, however, are the most
advantageous approaches because less modification of the
hardware is required, while accurate and reliable visual
feedback is not compromised. Using image-based sensing
techniques, measurements obtained from the visual feedback
signals as the input to the robot control loop so that a visual
servoing system can be constructed [18]–[20]. In addition,
visual servoing is recognized to be an effective tool for
physiological motion compensation [21], [22]. Nevertheless,
quite a limited number of visual servoing algorithms are
currently available for continuum tubular robots. Although
a position-based visual servoing algorithm was proposed
in [23], it was sensitive to calibration and reconstruction
errors. Since image-based approaches do not require pose
reconstruction of robots or hand-eye calibration, they are
generally more robust to noises and disturbances [24], [25].

In literature, a significant amount of work is developing
visual servoing approaches for robot control. A kinematics-
based adaptive controller for image-based visual servoing
was proposed to control the tip of the cable-driven manipula-
tor by decreasing the errors of the feature points on the image
plane [26], [27]. However, the algorithm was fairly compli-
cated due to the involvement of the kinematics model and was
only applicable in free space. Nevertheless, the majority of
the resulting methods require prior knowledge of the system
including kinematic structure and camera parameters. Using
a model dependent system demands the calibration of the
robot and vision system, or recalibration due to the sensitivity
of the system to disturbances [28]–[30]. These activities can
be both difficult and time-consuming, even unfeasible in a
changing or complex environment. In a confined surgical
environment, the model will be especially inaccurate because
the constraints on the robot’s configuration and the Jacobian
cannot be effectively computed.

Therefore, a visual servoing controller that empirically
estimates the image Jacobian online without a prior model is
proposed in this paper. In order to avoid the aforementioned
problems, a closed-loop feedback controller that empirically
estimates the robot Jacobian online without any model was
presented in [31]. This algorithm was only applied to the
planar motion of an eye-to-hand system and was devel-
oped based on the properties of tendon-driven continuum
robots instead of continuum tubular robots. Therefore, sim-
ilar model-free mechanisms were introduced for contin-
uum tubular robots to achieve both planar motions of an

eye-to-hand system [32] and three-dimensional motion of
eye-in-hand continuum tubular systems [33].

Although the aforementioned model-free visual servo-
ing algorithms are well-functioning in free space, they are
not stable when a singularity occurs in confined surgical
environments. Generally, a singularity will lead the control
performance to become divergent. Therefore, more advanced
algorithms are in great need to prevent the system from
being out of control due to the singularity of the Jacobian
matrix [34]. In literature, many measures have been devel-
oped to predict and overcome the effects of singularity. For
example, determinant based measures were proposed in [35],
while they exhibited a wide range of numerical variation.
Condition number based measures were then introduced
because they were found to vary more smoothly over the
workspace of PUMA and WAM. Hence, the condition num-
ber was regarded as the secondary task to optimize during
the visual servoing process in [36], to avoid singularity of the
Jacobian matrix.

However, the performance of the singularity avoidance
algorithm mentioned above is not quite satisfactory when
continuum tubular robots are adopted and modifications
on the existing model-free visual servoing algorithm are
required to ensure the safety and efficiency of manipulating
eye-in-hand continuum tubular robotic systems. Therefore,
a singularity-avoidance visual servoing algorithm is proposed
in this paper to control the continuum tubular robot more
reliably and efficiently in confined environments.

The main purpose of this paper is to deal with the singu-
larity avoidance challenge for continuum tubular robots in
confined environments. A singularity-resistant visual servo-
ing algorithm based on Jacobian Optimization is proposed
to address the singularity problem. Four image processing
frameworks, including an intensity-based image processing
algorithm, an intensity- and gradient-based image processing
mechanism, and two saliency-based image processing meth-
ods are proposed and investigated as candidate image pro-
cessing approaches. Multiple sets of experiments, including
simulations, experiments conducted in a confined environ-
ment, and cadaveric studies, are carried out to evaluate the
proposed singularity-avoidance visual servoing technique.
The primary contribution of this paper include:
• A novel singularity-avoidance model-free eye-in-hand
visual servoing technique is developed to achieve reli-
able and safe control over continuum tubular robots in
confined surgical environments based on image feed-
back. A reliable singularity-resistant visual servoing
algorithm based on Jacobian Optimization during the
Jacobian update process is proposed to address the sin-
gularity avoidance challenge. The proposed visual ser-
voing algorithm does not rely on any prior knowledge
of the kinematic model of the robot or the hand-eye
calibration between robot and endoscope. In addition,
it is able to achieve the singularity avoidance task and
subsequently prevents the robots from being out of con-
trol. This advantage is crucial for the safe manipulation
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of robots during minimally invasive surgeries since it is
less probable to cause harm to the patients. To the best
of our knowledge, this is the first work that proposes
a singularity-avoidance visual servoing algorithm for
continuum tubular robots.

• Cadaveric studies have been implemented to demon-
strate the reliability and superiority of the proposed
singularity-avoidance visual servoing algorithm.

• Four candidate image processing algorithms are pro-
posed and investigated. Based on the images collected
during the cadaveric experiments, an optimal image pro-
cessing framework within the four candidate algorithms
is determined for visual servoing tasks in a surgical
environment.

The rest of the paper is organized as follows. Section II
introduces the mechanical design of the continuum tubular
robot investigated in this paper. Four different image pro-
cessing frameworks are presented in Section III, including
comparison and discussion. Section IV proposes amodel-free
visual servoing system based on desirable image tracking
results. The singularity problem of robotic control is stated
and analyzed and singularity-avoidance mechanisms are pro-
posed in Section V. The experiment results are comprehen-
sively reported in Section VI. Section VII gives a summary
of the entire paper and includes relevant discussions. Finally,
the conclusion is provided in Section VIII.

II. MECHANICAL DESIGN
The mechanical setup of the overall system is shown in
Figure 1(a). The robot comprises two concentric tubes
(outer and inner), each having a rotational degree-of-freedom
(DOF) and a translational DOF, accumulating to 4 DOFs
in total. When the outer tube is straight, its rotation does
not affect either the position or the orientation of the tip,

FIGURE 1. The system design of our CTR under study. (a) The overall
system consists of a continuum tubular robot and an endoscope attached
at the tip of the robot. (b) The eye-in-hand visual servoing setup.

so the robot degenerates to 3 DOF. The magnified image on
the left illustrates the telescopic design of the visual compo-
nent, wherein a flexible endoscope with small dimensions is
mounted at the end-effector of this CTR to provide visual
feedback. With image feedback being utilized to guide the
robot, the target on the image plane can be moved from the
initial position to the desired region. In addition, the eye-
in-hand visual servomechanism is illustrated in Figure 1(b),
wherein the origin of the base coordinate Oc is located at the
back-end of the actuation system, while the origin camera
coordinate Ob coincides with the distal tip of the CTR. The
image position for the 3D points in the space can be projected
onto the image coordinate [u, v].
For the proposed CTR, when the curved (outer and inner)

tubes are inserted inside each other, their common axis
conforms to a mutually resultant curvature. In our design,
the ratio of bending stiffness for the two tubes is rather large,
such that the shape of the outer tube dominates that of the
inner. Since the bending stiffness of one tube is much larger
than that of the other, the pair of continuum tubes can conform
to the curvature of the stiffer (outer) tube. When the more
flexible (inner) tube is translated such that it extends beyond
the end of the stiff tube, the extended portion relaxes to its
original curvature. Therefore, the snap problem of tubes can
be solved through this special mechanical design.

III. IMAGE PROCESSING ALGORITHMS
As introduced above, the objective of visual guidance is to
track the surgical target andmanipulate the end-effector to the
desired position on the image plane, namely an image-based
visual servoing (IBVS) problem. In order to achieve proper
positioning, the first step is to detect and track the relevant
image features from the endoscopic image sequences. In this
study, a laser pointer is used to highlight the target surgical
sites. Four different image processing approaches have been
investigated to extract the laser marker from the images cap-
tured by the endoscope.

Since the lasermarker is usually brighter than the surround-
ings, an intensity-based procedure, similar to the procedure
introduced in [32] can be adopted to extract the contour of
the laser marker. Then, the position of the surgical target can
be represented by the centroid of the marker and calculated
based on themoment of the contour pixels as expressed below

mij =
∑
x,y

I (x, y) · x i · yj (1)

where mij indicates the raw image moments.
Therefore, the x and y coordinates of the marker centroid

can be acquired using

x̄ =
m10

m00
, ȳ =

m01

m00
(2)

The four image processing techniques will be covered in
the following subsections with a comparison of image track-
ing performances.
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A. SALIENCY-BASED METHOD
Salient object detection can be used to improve detection
accuracy since the laser marker on the image plane is usu-
ally the most salient region. Because of their outstanding
performance, two existing saliency estimation methods are
selected to be incorporated into the image processing frame-
works respectively, including the background detection (BD)
assisted method proposed in [37] and the graph-based mani-
fold ranking (MR) approach introduced in [38].

After image preprocessing, the salient regions of the resul-
tant contrast-enhanced image can be extracted based on the
aforementioned two saliency detection algorithms. Addi-
tional image processing is performed to acquire the contour
and successively locate the center coordinate of the laser
marker. To this end, the resulting grayscale image first under-
goes thresholding based on gray values, and the undesired
noises are eliminated by removing tiny regions. The integrity
of the marker is guaranteed by filling up the empty spaces
between the detected pieces of the marker. Subsequently,
Sobel edge detection is implemented to identify the contours
in the resultant binary image. The coordinates of the centroid
of the marker are then calculated based on Eq. (2).

B. INTENSITY- AND GRADIENT-BASED METHOD
Different from the saliency-based method, image intensity,
and gradient can be used as geometrical features to track
the region of interest. The rationale of the intensity and
gradient-based algorithm is that the intensity of the marker
is distinguishable from that of the surrounding tissues, and
the image gradient at the contour of the marker is usually
the maximum. In this paper, an intensity-based and a com-
bined intensity-gradient-based image processing method are
developed and tested in surgical environments. The proposed
intensity and gradient-based image processing method can be
summarized, as depicted in Figure 2.

With respect to the intensity-based processing, the original
RGB image (I) is split into its three channels and the red chan-
nel image (R) is extracted since the intensity of the marker
is the strongest in this channel. To improve the efficiency
of thresholding, a processed image (P) is obtained as the
weighted sum of the original image and the red channel image
as expressed in P = λI + µR, where λ and µ represent two
constant weight coefficients. The two coefficients are set to
0.6 and 0.4 respectively to achieve the optimal performance
according to the experiments.

Regarding the gradient-based processing, the captured
image is first converted to a gray-scale image; subsequently,
both horizontal and vertical derivatives of each pixel are
calculated. The gradient of each pixel is then defined as

Gij =
1
2
Gijx +

1
2
Gijy (3)

where Gij represents the intensity gradient of pixel at (i, j)
while Gijx and Gijy indicate the x and y derivatives of this
pixel, respectively. Thresholding is then implemented on the

FIGURE 2. Framework of the intensity- and gradient-based image
processing approach.

resultant gradient image to enhance the gradient variance.
That is, if the intensity of a pixel in the gradient image is lower
than the threshold, which is set as 40 in our case, then the pixel
intensity will be reset to 0. Otherwise, the pixel intensity is
updated to 255.

A binary image is then obtained via implementation of
thresholding on the processed image to screen out pixels with
lower intensity.Morphological operations are then carried out
to eliminate the noises and ensure the completeness of the
detected marker. Following all contours are detected using
canny edge detection, a bounding rectangle for each contour
is calculated. Regarding each rectangle, the gradient value of
each pixel inside is obtained by checking the gradient image.
The average gradient value of the bounding rectangle is then
defined as the sum of the gradient values of all pixels inside
the rectangle, divided by the total number of pixels within
the rectangle. The contour of the marker can then be selected
from all the detected contours based on the average gradient
value. That is, the contour which is bounded by the rectan-
gle with the largest average gradient value is recognized as
the contour of the marker since the significant distinction
between the marker and the surrounding tissues makes the
gradient variation at this area most noticeable. The position of
the marker center can subsequently be determined according
to Eq. (2).
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FIGURE 3. The highlighted surgical targets on six sample figures using different image processing algorithms. The black curves
and red dots represent the contours and centroids of the targets, respectively. The red and yellow rectangles indicate the
detected and actual locations of the targets, respectively. The red dotted rectangles demonstrate the less accurate, although
acceptable detection results.

C. PERFORMANCE COMPARISON USING
DIFFERENT METHODS
To evaluate and compare the four image processing
approaches, offline images of the tissues with target surgi-
cal sites highlighted using the laser markers were collected
during the cadaveric experiments, and the algorithms were
implemented to extract the center position of the marker on
the image plane. In total, 10010 valid pictures were collected,
and for each picture, all four algorithmswere applied to detect
the marker location. The detection was recorded as successful
if the location of the marker was correctly identified; other-
wise, it was regarded as failed. The success rates and time
overhead to process each image frame of the image process-
ing techniques are listed in Table 1. It can be concluded that
adopting the proposed intensity- and gradient-based method
leads to the best detection results, given that the additional
time consumption is acceptable.

TABLE 1. Success rates of the image processing methods.

To present these findings in a more intuitive way, six differ-
ent sample pictures captured from different sites are selected
to investigate the four algorithms as depicted in Figure 3.
In this figure, the contours of the surgical targets are marked
with black curves, while the centroids of the targets are high-
lighted using red dots. The red rectangles frame the detected
contours while the yellow rectangles frame the actual con-
tours. If the detected contour overlaps the actual contour,

only a red rectangle is displayed. A red dotted rectangle
represents a less accurate, although acceptable detection
result. Because of the outstanding performance of the
intensity- and gradient-based processing method, it was
adopted to extract the positions of the targets in the following
visual servomechanism.

IV. MODEL-FREE VISUAL SERVOING
Compared to eye-to-hand visual servoing which requires
more working space, eye-in-hand visual servoing is more
practical during surgery. Further, since model-based meth-
ods are generally complicated and no longer accurate
in limited working environments, a model-free approach
is more promising in practical applications. Therefore,
we have proposed a model-free eye-in-hand visual servo-
ing (MFVS) framework for a continuum tubular robot as
shown in Figure 4.

FIGURE 4. Control diagram of the model-free eye-in-hand visual
servomechanism.

Based on the coordinate difference between the tar-
get position and current position of the marker center,
the desired translation of the marker on the image plane can
be determined as

1xd = xn − xk (4)
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where1xd represents the desired displacement of the marker,
xk indicates the current position of the marker, and xn is the
next reference position to reach. The next reference position
to reach on the image plane is defined as

ur =


um +

η(ut − um)√
(ut − um)2 + (vt − vm)2√

(ut − um)2 + (vt − vm)2 > η

ut otherwise

vr =


vm +

η(vt − vm)√
(ut − um)2 + (vt − vm)2√

(ut − um)2 + (vt − vm)2 > η

vt otherwise

(5)

where (ut , vt ), (um, vm) and (ur , vr ) represent the center of
the target region, the current position of the marker, and the
next reference coordinate for the marker to reach, respec-
tively. In addition, η serves as a gain parameter, indicating
the step size of the marker movement on the image plane
and scaling the difference between the target center and the
current position of the marker. A suitable value of η = 10
was carefully tuned by experimentation to provide an effec-
tive visual servoing. Based on the desired movement of the
marker, the actuators are controlled accordingly using

1qk = J†k1xd (6)

where J†k indicates the pseudo-inverse of the Jacobian matrix.
The Jacobian matrix relates the actuator movements in the
joint space with the position change of the target on the image
plane.

To update the Jacobian matrix online, the basic framework
mainly consists of the following steps, starting with Jacobian
initialization [33]. Since no prior knowledge of the kinematic
model is provided, the Jacobian can only be roughly esti-
mated by establishing the relationship between movements
of the actuators and coordinate change of the marker on the
image plane. To this end, each individual actuator is run sepa-
rately and the coordinate change of the marker is determined
at the same time. Then, the initial Jacobianmatrix is estimated
using

J =
[
∂f (q)
∂q1

∂f (q)
∂q2

∂f (q)
∂q3

]
(7)

where f (q) is the 2D coordinate of themarker, and qi indicates
the i− th joint input. More specifically, q1 is the simultaneous
translation of the outer and inner tubes. The q2 and q3 are the
translation and rotation of the inner tube, respectively.

After the movement is completed, the actual displacement
of the marker is measured and denoted as 1xk . The updated
Jacobian matrix can subsequently be obtained by solving

min ||1Jk ||F s.t. 1xk = (Jk +1Jk )1qk . (8)

By adopting the Frobenius norm, a closed form solution to
this problem can be acquired. Let

b = 1xk − Jk1qk ∈ R2×1 (9)

A =
(
1qTk 0
0 1qTk

)
∈ R2×2r (10)

and re-organize

1Jk =
[
1JTk,1
1JTk,2

]
∈ R2×r (11)

to

1jk =
[
1Jk,1
1Jk,2

]
∈ R2r×1, (12)

Eq. (8) can be rewritten as

A1jk = b. (13)

Since the solution to minimizing ||1jk ||F is

1jk = AT (AAT )−1b, (14)

and

||1Jk ||F = ||1jk ||F , (15)

1Jk can be solved by rewriting

1jk =
[
1qk (1qTk1qk )

−1b1
1qk (1qTk1qk )

−1b2

]
(16)

to

1Jk =
[
b1(1qTk1qk )

−11qTk
b2(1qTk1qk )

−11qTk

]
. (17)

Therefore, the updated Jacobian can be expressed as

Jk+1 = Jk + κ
(1xk − Jk1qk )1qTk

1qTk1qk
(18)

where Jk+1 and Jk are the updated and previously estimated
Jacobian, respectively, while κ is an update rate to avoid over-
shoot. In the MFVS algorithm, κ is simply set to a constant.
Furthermore, the stability analysis is discussed in the

Appendix.

V. SINGULARITY PROBLEM: ANALYSIS AND AVOIDANCE
A. PROBLEM DESCRIPTION
Generally, the control of the robot and the update of the
Jacobian is iteratively implemented until the marker is moved
into the desired region. However, the non-redundant robot
can encounter singularity problems in practical applications.
For example, internal singularities can cause excessive joint
speed requirements that cannot be realized by the actuators,
thus causing errors in a specified trajectory. In order to
overcome the shortcomings inherent in non-redundant robots,
redundant robots have been utilized to increase flexibility and
dexterity around a restricted task space in the presence of
obstacles [39].

Given a visual servomechanism, the image Jacobian
matrix Jk , or its pseudo-inverse matrix J†k , become singular
during the servoing process, leading to an unstable behavior
in the closed loop. It is well known that the image Jacobian
is singular if the feature point matrix is composed by the
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FIGURE 5. Flowcharts of the two proposed visual servoing algorithms: (a) illustrates the framework of SRVS-GP,
(b) illustrates the framework of SRVS-JO.

three feature points such that they are collinear, or belong to
a cylinder containing the camera optical center [40].

Condition number, which is defined as the ratio of the
largest to the smallest singular values of a matrix, com-
monly provides a good measure of ill-conditioning of the
matrix [41]. Generally, when the Jacobian matrix reaches
the singularity, its condition number becomes infinite [42].
Therefore, the condition number can be regarded as a param-
eter to be carefully tuned during the visual servoing process,
in order to overcome the effect of Jacobian singularity. The
following two subsections will discuss two possible solutions
to deal with the problem of Jacobian singularity with the help
of condition number.

B. SINGULARITY AVOIDANCE BASED ON
GRADIENT PROJECTION
First, based on the singularity avoidance method proposed
in [36], a singularity-avoidance visual servoing approach
based on Gradient Projection technique (SRVS-GP) can be
derived by modifying the above model-free visual servo-
ing framework. Since the developed eye-in-hand robotic
system is redundant, the Gradient Projection (GP) method
can be adopted instead of the pseudo-inverse minimum-
norm method when solving for the actuator motion [43].
The overall framework of the SRVS-GP algorithm is shown
in Figure 5(a).

As mentioned above, since the condition number can be
regarded as a valid measure of Jacobian singularity, mini-
mizing the condition number of the Jacobian matrix can be a

secondary task during the visual servoing process. The move-
ment of the actuators can then be calculated according to

1qk = J†k1xd − γ (I − J
†
k Jk )ḣk (19)

where I is the identity matrix and hk indicates the condition
number of Jk , which is defined as the ratio of its largest
singular value σmax(Jk ) to its smallest singular value σmin(Jk )
as shown in

hk =
σmax(Jk )
σmin(Jk )

. (20)

Thus, ḣk is a vector with the same dimension as the joint
space. In addition, the weight coefficient of the secondary
task is denoted as γ to tune the impact of the additional task
so that no overshoot in the end-effector is caused due to the
large value of γ , while sufficient effort is made to avoid the
singularity of the Jacobian.

In this way, the components of the gradient of hk are
selected in the null space of the Jacobian J by the projection
operator (I − J†k Jk ) so that the condition number of the
Jacobian is minimized, while the performance of the image
based position control is not affected. Meanwhile, the gra-
dient of the condition number in the secondary task can be
estimated from several linearly independent motions, based
on the Broyden’s updating formula in

ḣk+1 = ḣk +
(1condk − ḣk1qk )1qTk

1qTk1qk
(21)

where 1condk indicates the condition number change
between time k and k − 1. 1qk represents the actuated
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movement of each joint. ḣk+1 and ḣk are the updated gra-
dient of condition number at time k + 1, and the previously
estimated gradient at time k , respectively.
However, since the ultimate goal is to avoid singularity

rather than to have Jacobian with a low condition number,
the motion of the continuum tubular robot is controlled using
the GP method when the gradient of the condition number
is positive. Otherwise, the motion is controlled based on the
pseudo-inverse minimum-norm method.

C. SINGULARITY-RESISTANT JACOBIAN OPTIMIZATION
Although the SRVS-GP approach is likely to solve the
Jacobian singularity problem, its influence on the perfor-
mance of visual servoing is usually difficult to regulate.
Therefore, instead of modifying the motion control method,
a more reliable singularity-resistant visual servoing method
based on Jacobian Optimization (SRVS-JO) during the
Jacobian update process is proposed to better address the
singularity avoidance challenge. The flowchart of the pro-
posed SRVS-JO method is presented in Figure 5(b). The
optimization of the estimated Jacobian is achieved by tuning
the update rate in Eq. (18), rather than adopting it as a con-
stant value so that the Jacobian singularity is avoided while
updating the Jacobian matrix based on actual movements of
the marker on the image plane.

Optimization of the Jacobian matrix is achieved by
adopting the Particle Swarm Optimization (PSO) algorithm
because of its robustness and high computational efficiency.
The PSO technique is a population-based, stochastic opti-
mization algorithm inspired by the social behavior of flocking
birds or schooling fish [44]. The mechanism is used to search
for an appropriate value for the update rate κ so that the
property of the Jacobian matrix can be optimized.

Fifty random particle positions representing the candidate
values of the update rate are initially created, with each of
them being denoted as Ki. Moreover, fifty randomly gener-
ated velocities Vi are assigned to these particles correspond-
ingly. Based on the objective function, each particle location
is then evaluated to determine the best function value and
its corresponding location. Then the velocities and locations
of the particles are iteratively updated. The new velocities
V t+1
i are updated based on the current velocities V t

i , each
individual particle’s optimal results Pti , and the present global
optimal result Ptg as indicated in

V t+1
i = ωV t

i + c1R1(P
t
i − K

t
i )+ c2R2(P

t
g − K

t
i ) (22)

where ω indicates the inertia weight, c1, c2 are two constant
acceleration factors, and R1, R2 represent two random fac-
tors in the [0, 1] interval. The constants c1 and c2 represent
the weighting of the stochastic acceleration terms that pull
each particle toward the optimal positions. Low values allow
particles to roam far from the target regions before being
tugged back. On the other hand, high values result in an abrupt
movement toward or past target regions. According to [45],
the inertia weight and two constant acceleration factors are
set to 0.8, 2 and 2, respectively.

Based on the updated velocities, the particle positions are
subsequently updated using

K t+1
i = K t

i + V
t+1
i (23)

where K t+1
i and K t

i are the updated position and previous
position of each particle, respectively.
The iteration terminates when the specified maximum iter-

ation number is reached or the changes in global optimal
results from multiple iterations are minor. The maximum
number of iterations is set to 50 for the clinical trials. During
the experiments, the average iteration number is 23, with a
minimum value of 8 and a maximum value of 39.
As previously mentioned, the objective of the algorithm

is to avoid singularity of the Jacobian instead of acquiring
the Jacobian with the lowest condition number. Therefore,
an additional condition is to be satisfied before implementing
the Jacobian Optimization procedure. In the proposed algo-
rithm, the variation in the condition numbers between two
adjacently estimated Jacobian matrices is assessed. Only if
the increment exceeds a specific threshold will the optimiza-
tion process be executed.
In addition, the SRVS-JO algorithm can be divided into

two types based on the objective functions adopted during the
process of PSO. First, the condition number of the updated
Jacobian can be regarded as an object to be minimized,
as expressed in

minimize
κ

σmax(Jk )
σmin(Jk )

subject to Jk+1 = Jk + κ
(1xk − Jk1qk )1qTk

1qTk1qk
(24)

where σmax(Jk ) is the largest singular value of the Jacobian
matrix, and σmin(Jk ) is the smallest singular value.

Another possible objective function for optimization is
the absolute change between the condition numbers of two
consecutively estimated Jacobian matrices. The update rate
can be obtained through

minimize
κ

∣∣∣∣σmax(Jk+1)σmin(Jk+1)
−
σmax(Jk )
σmin(Jk )

∣∣∣∣
subject to Jk+1 = Jk + κ

(1xk − Jk1qk )1qTk
1qTk1qk

(25)

where σmax(Jk+1) and σmin(Jk+1) are the largest and smallest
singular values of the updated Jacobian Jk+1, respectively.
The rationale behind this objective function is that the ini-
tialized Jacobian matrix is usually in good condition while
the ill-condition happens during the subsequent estimation
process in the confined environment. Therefore, the singu-
larity can be avoided by assuring that the change in condition
numbers between adjacently estimated Jacobians is limited.

To differentiate the two Jacobian Optimization based
visual servoing methods, the algorithm that adopts the con-
dition number as the objective function is referred to as
SRVS-JO-CN in the following section of the paper, while the
method utilizing the absolute condition number difference as
the objective function is referred to as SRVS-JO-CND.
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VI. EXPERIMENT RESULTS
A. SIMULATION RESULTS
To demonstrate and compare the performance of the
model-free eye-in-hand visual servoing algorithms, simula-
tion experiments were first carried out with the setup shown
in Figure 1(b). The simulation follows the actual visual servo-
ing procedure introduced in Section III and IV. The parameter
settings are listed in Table 2. In addition, different degrees of
noises were added when detecting the target position during
the visual servoing process to mimic the unexpected situ-
ations in confined environments. There were four different
levels of noise added in total with the lowest noise being set
to eu, ev ∼ U(−5, 5)/pixel, and the highest noise being set to
eu, ev ∼ U(−20, 20)/pixel, where U() represented uniform
distribution.

TABLE 2. Parameters for simulation.

Since the noises were randomly generated, the simula-
tion with each noise level was executed 100 times for each
algorithm. The mean values and standard deviations of the
pixel distances between the actual and reference trajectories
resulting from implementing each algorithm are calculated
and presented in Figure 6. The mean values, as well as the
standard deviations of the average condition numbers of the

FIGURE 6. Mean values and standard deviations of the average pixel
distance between the actual and reference trajectories after
implementing each visual servoing algorithm under each level
of noise for 100 times.

FIGURE 7. Mean values and standard deviations of the average condition
number of the Jacobian matrices after implementing each visual servoing
algorithm under each level of noise for 100 times.

Jacobian matrices when implementing each visual servoing
algorithm are demonstrated in Figure 7.

As revealed in the two figures, the efficiency of the
visual servoing techniques was affected by the introduction
of noise. That is, the performance of all the investigated
algorithms became worse with increasing noise. More impor-
tantly, the superiority of the proposed SRVS-JO methods,
including both the SRVS-JO-CN and SRVS-JO-CND algo-
rithms, was obvious when compared with the other two
algorithms. The superiority previously mentioned was espe-
cially apparent when evaluating the condition number of the
Jacobian. Compared with average pixel distance between
actual and reference trajectories, average condition number is
considered a better criterion for assessing the algorithms. The
reason is that more strictly following the reference trajectory
is likely to lead to a less optimal performance in confined
environments, which results in a more complicated path and
in turn requires more steps. However, the condition number of
the Jacobian matrix is sensitive to singularity situations and
thus a smaller average condition number usually indicates a
more singularity-robust path.

B. CHALLENGING TASKS WITH SINGULARITY AVOIDANCE
To evaluate the image-guided CTRwith the singularity avoid-
ance for target reaching, we are investigating representative
tasks involving singularity avoidance as follows. When the
Jacobian matrix is not full-rank, the robotic system is said
to be in a singular configuration. Mathematically, the overall
visual-motor Jacobian from the image space to the actual
space, JI (q), can be further decomposed to JI (e), the image
Jacobian matrix mapping from end-effector or endoscope
space to Image space, and Je(q), the manipulator Jacobian
matrix mapping from actuator space to end-effector or endo-
scope space in Cartesian format, as given by,

JI (q) = JI (e) ∗ Je(q). (26)
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According to the theorem for the rank of the product of two
matrices, the overall Jacobian singular configuration, JI (q),
can be determined by its decomposed Jacobian matrices,

rank(JI (q)) ≤ min(rank(JI (e)), rank(Je(q))). (27)

Therefore, when either JI (e) or Je(q) loses rank, the rank
of overall JI (q) reduces accordingly. Utilizing this property,
we can identify representative singular configurations from
the rank-deficient cases of either the image Jacobian matrix
(JI (e)) or manipulator Jacobian matrix (Je(q)).

In confined surgical environments, the CTR singularity
configurations appear when: 1) the position of the target on
the image plane does not vary with the movement of at least
one actuator or 2) the movements of at least two different
actuators result in similar position change of the target in
the image coordinate. Specifically, we discuss the following
representative singular configurations.

1) SINGULAR CONFIGURATION 1
When the inner tube is hidden inside the outer tube, the entire
robot configuration is a straight line with only translational
motion, which forms a singular configuration in the manip-
ulator Jacobian, i.e., Je(q) has a rank loss. If simultaneously
the image feature points are co-linear with the optical axis,
this will form a singular configuration in the image Jacobian
matrix (JI (e)). When the robot starts moving, this configu-
ration is easy to escape by extending the inner tube from the
outer tube. Because of the elastic tube pre-curvature, the inner
tube will restore to the load-free mode and thus get away from
the singular configuration.

2) SINGULAR CONFIGURATION 2
A manipulator Jacobian, Je(q), is rank-deficient when the
simultaneous translation of the outer and inner tubes and
the translation of the inner tube cause the same tip motion.
This robotic singular configuration can be avoided by impos-
ing an additional constraint to the relative motion between
the outer and inner tubes, which has been discussed in our
earlier publication [32]. Due to the unique tubular motion
generation mechanism of a CTR by translating a pre-curved
elastic tube, this singular configuration is especially existing
in the concentric tube robot mechanism and is unlikely seen
in articulated rigid-body industrial arms nor in cable-driven
flexible manipulators [4]. Well-defined relative translations
of one outer tube and one inner tube can result-in 2-DOF
end-effector motion in Cartesian space, which has a full-rank
motor-manipulator Jacobian matrix.

3) SINGULAR CONFIGURATION 3
JI (e) is not full-rank if the feature point matrix is com-
posed by the image feature points such that they are
collinear, or belong to a cylinder containing the camera opti-
cal center [36]. Following the Section VI-A, we use the sim-
ilar simulation setup to evaluate the algorithm effectiveness
of singularity avoidance using the MFVS and SRVS-JO-CN
algorithms, as shown in Figure 8 and Figure 9. The target

FIGURE 8. The sample image-space trajectory and corresponding
condition number, feature error, and motor velocity of the MFVS in
Singular configuration 3. A red cross in the figure indicates the event of
the abrupt changes following its closeness to the singular configuration,
which is corresponding to a local peak condition number.
(a): The image-space trajectory. (b): The corresponding condition numbers
versus time steps. (c): Feature error. (d): motor velocity in rad per step.

FIGURE 9. The sample image-space trajectory (a) and corresponding
condition numbers (b), feature error (c), and motor velocity in rad per
step (d) of the SRVS-JO-CN in Singular configuration 3.

maker position is (320, 240) in the image coordinate, which
corresponds to the principal point in configuration. The target
image-space trajectory is configured to be a straight line at the
principal point. In such a configuration, the task corresponds
to a pure backward translational endoscope motion along the
optical axis, which moves the camera/endoscope at infinity
and leads to a singularity.

Using MFVS, the image-plane trajectory shows a high
level of instability toward the target point (principal point)
due to the singularity of the image Jacobian. The condition
number of the corresponding image Jacobian has several
sudden changes, as well as the feature error and the velocity.
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As indicated by the red crosses in the Figure 8, they show
quite abrupt changes in all four subfigures following the
attempts to converge to the singular configurations (jumps
in condition numbers as well), with the increase/decrease
slope nearly infinity. The biggest condition number is up
to 3.16 × 1016. The deteriorated changes in feature error
are close to 150 pixels. The direction of the velocity is
oscillating, accompanied by abrupt changes in the amplitude
between two adjacent steps. The peak condition numbers in
subfigure (b) appear a few steps before the abrupt changes
in the feature plot (c) and velocity plot (d), which indicate
the consequences of incapability of singularity-avoidance.
Using SRVS-JO-CN, the optimization algorithm has a better
inhibitory effect on the condition number toward the sin-
gularity position. It shows much smoother changes, with
higher trajectory quality, smaller condition number and con-
vergence steps. The condition number is less than 8 due
to the constraint of the Jacobian Optimization algorithm
and effectiveness of singularity avoidance. There are little
changes in feature error and velocity when converged to
the target position. Compared to MFVS, the SRVS-JO-CN
algorithm has a better singularity-avoidance performance,
exhibiting smaller condition numbers and higher trajectory
quality.

4) SINGULAR CONFIGURATION 4
Je(q) is rank-deficient when the robot is stuck due to its
contact with obstacles or its mechanical backlash, resulting
in no motion generation at the tip of the robot, despite the
movement of actuators.

Like the instantaneous motions described by an ellipsoid
in Cartesian space, we can further characterize how close it
is to a Jacobian singularity using an ellipsoid with its long
axis of the largest singular value, σmax(Jk ), and short axis of
the smallest singular value, σmin(Jk ). Hence, the shapes of the
Jacobian ellipses (named Manipulability Ellipsoid in robotic
kinematics) are closely associated with the condition number,
which is the ratio of the largest singular value (σmax(Jk )) and
the smallest singular value (σmin(Jk )). As shown in Figure 10,
the red arrow of the long axis indicates more freedom to
move (can move a lot) in that specific direction, and the

FIGURE 10. The instantaneous CTR visual-motor Jacobian can be
described by Jacobian ellipses in the free space (left) and confined
space (right). (a) Left sub-figure: The manipulator Jacobian (Je(q)) is
nonsingular in the free-space ellipsoid. (b) Right sub-figure: The robot
end-effector can be stuck with the obstacles and result in the situation
that the robot is experiencing a singularity represented by the anisotropic
ellipsis since the motor actuation cannot produce effective visual feature
changes.

FIGURE 11. The setup of the eye-in-hand system in a confined
environment. The internal unseen channel with respect to the Continuum
Tubular Robot (CTR) is labeled with dimensions (L: length = 32 mm,
W: width=16 mm, H: height=9 mm). The outer and inner diameters of the
outer tube are 3.00 mm and 2.20 mm respectively while those of the
inner tube are 2.30 mm and 1.75 mm respectively.

blue arrow of the short axis corresponds to less movable
direction.

In the confined space, the robot end-effector can be hin-
dered with the obstacles which can result in the situation
where the robot is experiencing a singularity, as shown in
the confined-space ellipsoid of Figure 10(b). In this case,
the motor actuation cannot produce effective visual feature
changes, even though themanipulator Jacobian (Je(q)) is non-
singular in the free-space ellipsoid as shown in Figure 10(a).
Therefore, it is critical to prevent the overall system Jacobian
from being further trapped into even more singular space
(meaning larger condition number). This prevention is closely
associated with the process of updating and optimizing over-
all Jacobian iterations.

Generally, we have focused on the singularity avoidance
in confined clinical environments using a model-free data-
driven visual servoing approach based on Jacobian estima-
tion. Modeling obstacles as constraints can be a separate
model-based motion planning problem and complementary
to our model-free approach (the focus of this paper). Our
earlier publication [46] provided an approximate model of
Jacobian matrix and kinematics. However, the model of a
continuum tubular robot is generally very complicated and
will be distorted when robot-tissue interaction happens in a
constrained environment. Therefore as a subsequent study,
this paper focuses on a model-free visual servoing approach
based on Jacobian estimation to control the motion of a
continuum tubular robot.

The next sections will experimentally focus on the last
scenario (Singular configuration 4) in confined mock-up
environments.
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FIGURE 12. The sample trajectory from implementing each visual servoing algorithm in the confined environment is on the left. On the
right shows the corresponding condition numbers and representative Jacobian ellipses of the estimated Jacobian matrices along the time
steps. The orange ellipses indicate the starting positions, and the red crosses specify the steps when the robot is halted due to its control
failure close to the singular configurations. The shapes of the Jacobian ellipses indicate the closeness to the singular configurations while
getting more anisotropic. (a) The trajectory and the condition number chart when adopting the SRVS-JO-CN algorithm. (b) The trajectory
and condition number chart when adopting the SRVS-JO-CND algorithm. (c) The trajectory and the condition number chart when adopting
the SRVS-GP algorithm. (d) The trajectory and condition number chart when adopting the MFVS algorithm.

C. SINGULARITY AVOIDANCE IN CONFINED
MOCK-UP ENVIRONMENTS
More comprehensive singularity-avoidance assessments of
the visual servoing techniques were further implemented
using the 3DOF continuum tubular robotic system introduced
in Figure 1. The outer and inner diameters of the outer tube
were 3.00 mm and 2.20 mm, respectively, while those of
the inner tube were 2.30 mm and 1.75 mm, respectively.
The endoscope attached at the tip of the robot was 4 mm
in diameter. A confined environment was constructed using
LEGO bricks as depicted in Figure 11 to mimic the con-
fined space inside the body cavities. A laser pointer was
used to generate a marker which specifies the target to be
moved to the desired region of the image plane. We eval-
uate the SRVS-JO-CN, SRVS-JO-CND, SRVS-JO-GP and
MFVS algorithms comprehensively in terms of effectiveness
of singularity-avoidance (by condition number and Jacobian
ellipses), trajectory quality and execution time. The target
region coordinates are (240, 320) in image space, as indicated
in Figure 12. Each algorithm is executed 8 times to get the
statistical measures and totally 32 tests were carried out for
evaluating the 4 algorithms.

1) SINGULARITY EVALUATION BY CONDITION
NUMBER AND JACOBIAN ELLIPSES
Each visual servoing algorithm was implemented eight
times and a sample trajectory on the image plane from

implementing each algorithm was demonstrated. The tra-
jectory generated by adopting the SRVS-JO-CN algorithm
is shown in Figure 12(a). The trajectory derived from
implementing the SRVS-JO-CND algorithm is depicted
in Figure 12(b). Similarly, the trajectories from execut-
ing the SRVS-GP and the MFVS algorithms are presented
in Figure 12(c) and Figure 12(d), respectively. The starting
points of the markers were indicated on the image planes and
the target regions were circled (black). In addition, the condi-
tion number of the estimated Jacobianmatrix of each step was
listed beside its corresponding trajectory. The representative
Jacobian ellipses are re-projected onto the trajectories in the
image spaces on the left and onto the plot of condition num-
bers on the right. The shapes of the Jacobian ellipses indicate
the closeness to the singular configurations while getting
more anisotropic. In each subfigure, the ellipsoids of the
same color and shape in the left-side u-v plot and right-side
condition-number plot are indicating the same robot action
step.

The target site was moved to the desired location in the
image coordinate system after implementing both proposed
algorithms (SRVS-JO-CN and SRVS-JO-CND). The task
was not completed when the other two methods (SRVS-GP
and MFVS) were adopted, and red crosses were used to
specify the steps where the motion of the robot was halted as
it was too close to a singular configuration and out of control.
It can be concluded that the condition number of the Jacobian
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dramatically increased when the singularity situation was
about to occur, which were indicated by the shapes of the
Jacobian ellipses.

As shown in Figure 12 (a)(b), when the proposed SRVS-
JO-CN and SRVS-JO-CND algorithms are driving the system
within the region of small condition numbers, the Jacobian
ellipses are more isotropic in configuration towards a circle,
which means a CTR has increasing manipulability in both
directions and is farther away from singular configurations.
On the contrary in Figure 12 (c)(d), the larger the condition
number, the thinner or more anisotropic the ellipsoid is, and
the closer to the singular configuration, where the Jacobian
determinant is zero and rank-deficient.

For all four visual servoing techniques, the mean val-
ues and standard deviations of the average and maximum
condition number, from each of the eight trials are stated
in Figure 13. The maximum condition number from the
MFVS algorithm was 1.71 times higher than that of the
SRVS-GP algorithm, and was 9.77 and 10.09 times higher
than those of the SRVS-JO-CND and the SRVS-JO-CN algo-
rithms, respectively. In addition, the average condition num-
ber of the MFVS algorithm was 1.38, 3.50 and 3.74 times
higher than those of the SRVS-GP, the SRVS-JO-CND and
the SRVS-JO-CN algorithms, respectively. Therefore, it can
be concluded that the two proposed SRVS-JO algorithms
significantly outperformed the other two approaches (SRVS-
GP and MFVS) in terms of the higher resistance to singu-
lar configurations. The SRVS-JO-CN algorithm generated
smoother image-space trajectories than the SRVS-JO-CND
method, meaning less prone to a local optimum.

2) TRAJECTORY QUALITY EVALUATION
In addition to condition number and Jacobian ellipses,
the quality of the produced trajectory was further evaluated
and regarded as another measure of the superiority of the
visual servoing methods. Generally, a more direct trajectory
is preferred and indicates a more efficient algorithm. Hence,
the trajectory quality θ is defined as

θ =
‖xt − xi‖∑N
k=11xk

(28)

where 1xk is the actual movement of the marker in the
k − th step, N is the total number of steps required to move
the marker to the center of image, while xt and xi are the
final and initial coordinates of the marker on the image,
respectively. Therefore, the trajectory quality ranges between
0 and 1, where a higher value indicates a trajectory with better
quality. The evaluation results of the eight sets of experiments
are summarized in Table 3, which contains the success rate,
average pixel distance between the actual and reference tra-
jectories, and the trajectory quality. Although the trajectory
quality was higher when executing the MFVS and SRVS-GP
algorithms, the marker was successfully moved to the desired
region once when the MFVS method was adopted and twice
when the SRVS-GP algorithm was implemented. Therefore,
likely the singularity situations were not critical or did not

TABLE 3. Evaluation summary of implementing the visual servoing
algorithms in the confined environment.

FIGURE 13. Mean values and standard deviations of the average
condition number of the Jacobian matrices after implementing each
visual servoing algorithm under the confined environment for eight times.

occur during those particular trials. In addition, it can be
deduced that the SRVS-JO-CN algorithm outperformed the
SRVS-JO-CND algorithm since it led to both smaller condi-
tion number and higher trajectory quality.

3) EXECUTION-TIME EVALUATION
The execution times for performing various tasks, includ-
ing robot control, image processing, and Jacobian update,
were calculated separately for all the introduced visual ser-
voing algorithms. The four staked column bars in Figure 14
indicate the average running times for implementing the
SRVS-JO-CN, SRVS-JO-CND, SRVS-JO-GP, and MFVS
algorithms. The error bars illustrate the slowest and fastest
execution times for each method. Based on the charts, it can
be concluded that the vast majority of time is spent manip-
ulating the robot (red bars). Due to the introduction of the
optimization, it took more time to update the Jacobian when
the proposed SRVS-JO algorithms were applied (blue bars),
which was anticipated. In addition, the execution times spent
on image processing were almost the same between different
algorithms (green bars). In general, the overall execution
time of different methods can be controlled within 2sec.
Although the SVRS-JO algorithms have a slightly longer
execution time than the MFVS approach because of the
greater computational burden from Jacobian Optimization.
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FIGURE 14. Timing charts depicting the execution times to perform
various tasks when adopting the four visual servoing methods.
(a) Execution times of SRVS-JO-CN. (b) Execution times of SRVS-JO-CND.
(c) Execution times of SRVS-GP. (d) Execution times of MFVS.

Considering the minor differences, the superiority in servoing
performance leads us to prioritize the proposed methods for
real applications.

D. SINGULARITY AVOIDANCE IN CADAVERIC STUDY
Cadaveric studies were further carried out on a human corpse
to test the singularity-avoidance effectiveness of the visual
servoing algorithms with practical applications. First, a tran-
soral procedure was carried out at the posterior pharyngeal
wall as shown in Figure 15. A mouth gag was used to
expose the oropharynx, and the entire posterior pharyngeal
wall was visualized. In addition, the continuum tubular robot
was angled in a more preferable position for the procedure.
A pointer was then marked onto the posterior wall at the level
of the velopharynx at 3 positions: midline, left paramedian
and right paramedian. Different from the previous experi-
ments, an optical fiber, instead of a laser pointer, was used
to generate the laser marker and to indicate the target for the
robot end-effector, because of its smaller size and flexibility.
The lights were projected to the tongue base region including

FIGURE 15. Setup for the transoral procedure carried out at the posterior
pharyngeal wall.

the epiglottis. It is important to note that reaching that area is
challenging and essential for subsequent clinical operations
such as a tracheostomy. Targeting control of the continuum
tubular robot was performed using the proposed system and
the ability of accurately pointing onto the targets was ascer-
tained. A series of 3 consecutive targeting experiments were
performed for validity assessment. Figure 16 and Figure 18(a)
demonstrate the targeting accuracy and singularity character-
istics of targeting the midline of the oropharynx.

FIGURE 16. Endoscopic image sequence acquired during the transoral
visual servoing process in the cadaveric study. Subfigure No.1 shows the
initial position of the endoscope, the following subfigures (No.2 and No.3)
demonstrate the servoing process until the final state is reached in No.4.

Due to limited access to the cadaver, only the visual ser-
voing algorithms with the best and worst performance were
evaluated to emphasize the significance of adopting Jaco-
bian Optimization. These methods were the SRVS-JO-CN
algorithm (best singularity-avoidance performance) and the
MFVS algorithm (worst singularity-avoidance performance).
Each algorithm was executed three times and the designed
scenario was to move the desired surgical site which was
indicated using the optical fiber to the center of the image
plane automatically based on the image feedback.

All three resultant trajectories for each method were shown
in Figure 18(a) with the starting position, stop-position, and
target region marked on the image plane. In addition, a red
cross was used to highlight the point of a task failure where
the robot was halted due to its control failure around a
singular configuration. Therefore, it can be seen that the
singularity-avoidance taskwas only completed oncewhen the
MFVS algorithmwas implemented, while it was successfully
completed all three times when applying the SRVS-JO-CN
method. A sample endoscopic-view visual servoing process
applying the SRVS-JO-CN algorithm is shown in Figure 16.
The endoscope projection position is indicated by the yellow
circle, and the black curve and red dot represent the contour
and center of the target surgical site highlighted by the optical
fiber, respectively. It can be observed that the end-effector
can be manipulated to align to the desired direction in the
confined space before moving deeper, as indicated by the
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yellow circle intersecting with the black curve. The optical
fiber appears in black in Figure 16, since the black tape has
been wrapped around the distal end of the optical fiber to
gather the light rays.

To quantitatively compare the different visual servoing
methods, the average pixel distances between the actual
and reference trajectories from executing the SRVS-JO-CN
and the MFVS algorithms were 12.64 pixels (approximately
0.93mm) and 15.95 pixels (approximately 1.17mm), respec-
tively. In addition, the trajectory quality arisen from employ-
ing the two methods were 0.82 and 0.37, respectively.
Therefore, the proposed SRVS-JO technique was superior
to the previous visual servoing algorithms in terms of both
singularity-avoidance capability and trajectory quality.

FIGURE 17. Setup for the transnasal procedure carried out at the
nasopharynx.

Besides transoral procedures, transnasal procedures were
carried out at the nasopharynx, where the workspace of the
robot was more constrained. The experiment setup of the
visual servoing process conducted inside the nasal cavity is
shown in Figure 17. Similar to the transoral procedures, three
experiments for each algorithm were carried out. The objec-
tive was to move the surgical site highlighted using an optical
fiber to the desired region on the image plane while avoiding
singular configurations. The main difference between the
two procedures is the access routes for pharyngeal surgery,
specifically, entering through the patient’smouth for transoral
access and the nostril for transnasal access. Transnasal access
is subject to stricter environmental constraints than transoral
due to narrower canals.

The resultant trajectories are depicted in Figure 18(b).
It can be noticed that all three trials failed when the MFVS
method was used due to the incapability of avoiding singular
configurations, shown as red crosses in the figure. However,
all three trials were successful when the SRVS-JO-CN algo-
rithm was implemented. The average pixel distances between
the actual and reference trajectories and the trajectory quality
were 21.18 pixels (approximately 1.55mm) and 0.44, respec-
tively. The visual servoing process was generally similar to

that of the transoral procedure. Based on the experimental
results obtained during the transnasal procedures, the supe-
riority of the proposed singularity-avoidance model-free eye-
in-hand visual servoing technique was further confirmed.

For both transoral and transnasal procedures, the prepara-
tion and setup time is approximately 20 minutes for the first
time, and the execution time for each trial of targeting is about
30 to 60 seconds.

VII. DISCUSSION AND LIMITATIONS
This manuscript focuses on motion control of target align-
ment using continuum tubular robots with image feedback,
which is the first important step for a successful robotic
nasal-pharyngeal surgery. After successful targeting align-
ment, other dedicated instruments such as biopsy forceps
can be navigated through the lumen of the inner tube for
subsequent procedures.

To summarize the methodologies mentioned in this
paper, four candidate image processing algorithms, namely
intensity-based,MR-based, BD-based and intensity-gradient-
based, have been presented and compared in this paper. Based
on the images collected during the cadaveric experiments,
the proposed intensity-gradient-based framework is identi-
fied as the best method and therefore has been adopted during
the visual servomechanism. In addition, four eye-in-hand
visual servoing algorithms SRVS-JO-CN, SRVS-JO-CND,
SRVS-GP, and MGVS have been thoroughly investigated
throughout the lab setup and cadaveric experiments. Accord-
ing to the simulation results in Table 3 and the servoing
trajectories in Figure 18, the proposed SRVS-JO-CN algo-
rithm is significantly superior to the other 3 methods while
performing the visual servoing in confined environments.

In addition, due to the robustness of the proposed
singularity-resistant algorithms for confined environments,
SRVS-JO-CN and SRVS-JO-CND require no additional
restrictions to the singularity problem. The optimal Jacobian
matrix, which can be continually updated through the PSO
technique, has been proposed to deal with the undefined
confined surgical environment. The adaptive tuning processes
expressed in Eq. (24) and Eq. (25) elude singularity while
updating the image Jacobianmatrix based on the actualmove-
ment and the computed optimal update rate.

Meanwhile, due to the dedicated applications in surgical
confined environments, the following discusses the limita-
tions and corresponding future potential solutions of the CTR
with singularity avoidance for target reaching.

A. LIMITATION IN DEPTH PERCEPTION AND POTENTIAL
DEPTH-AWARE SOLUTIONS
Monocular endoscopes of small-diameter are widely used
in minimally invasive surgeries due to the flexibility and
cost-effectiveness. However, with a monocular camera in
such a confined working environment where space is limited
for additional cameras or depth sensors, it is impractical
to build an accurate 3D depth model of the patient’s pha-
ryngeal. Two possible solutions can be proposed to address
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FIGURE 18. Recorded trajectories to evaluate singularity-avoidance effectiveness on the image plane during the visual servoing processes.
The start position of the surgical site is indicated and the desired region for the surgical site to be moved in is represented using a magenta
circle. An unsuccessful trial due to singularity is distinguished using a red cross. (a) Trajectories recorded during transoral procedures.
(b) Trajectories recorded during transnasal procedures. Only the figures on the left have red crosses, because the MFVS experiments were
unable to avoid singularity configurations.

this situation. The first one is to add a force sensor at the
back of the concentric tube to detect the contact force when
the end-effector engages the surface of the target tissue.

The approaching process will be terminated once the contact
force reaches a threshold value. However, if no contact is
allowed in this application, an image based depth estimation
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method can be applied as a substitute. After camera cal-
ibration, the target depth can be roughly estimated by a
pinhole model. In a pinhole model, the image region gets
larger in sight when the camera gets closer to target, and
gets smaller as the depth increases. Hence, following the
similar procedures provided in [47], the depth information
can be obtained by the CTR system. Moreover, our proposed
visual servoing algorithms SRVS-JO-CND and SRVS-JO-
CN can be used even if the robot is approaching the target,
due to their singularity-resistant properties. The sophisti-
cated motion planning regarding 3D configuration will be
addressed in our future works.

B. LIMITATION OF MULTI-CHANNEL VISUALIZATION
AND HYBRID VISUAL-MOTOR CONTROL
Before the cadaveric study, pre-operative computed tomog-
raphy (CT) images of the cadaver head was collected for
visualizing the structure of the respiratory tract and for sur-
gical planning. Intraoperatively, there was limited space for
multiple standalone channels of image feedback, so it was
difficult to provide a stereo-vision of the respiratory tract
during the cadaveric study. It would be beneficial if the respi-
ratory tract could be visualized together with the manipulator
end-effector within the same field-of-view intraoperatively,
which will be possible when the entire multi-channel sys-
tem is more miniaturized in the future. We have another
independent research project building up a tri-channel con-
centric tube robot for more comprehensive visualization and
bi-manual manipulation within confined spaces [48]. With
future multi-channel multi-angle image feedback, the sys-
tem will be depth-aware. More significantly, this will enable
hybrid eye-to-hand and eye-in-hand visual-motor control,
which can compensate with each other for better feature
tracking: the eye-to-hand configuration using standalone
endoscope camera for global coarse positioning to avoid
local minimum, and the eye-in-hand configuration as in
this manuscript using a hand-mounted endoscope for fine
targeting.

C. LIMITATIONS: IMAGE-SPACE SINGLE FEATURE
AND SQUARED PIXEL
Though multiple image processing approaches are devel-
oped to identify the marker points in image space (by the
laser pointer/fiber in our experiments), the proposed singu-
larly avoidance approach uses single image feature point to
update the Jacobian, which is sensitive to noisy environment
lights. Multiple image feature points or more comprehen-
sive features such as lines, regions or corners can make the
visual-motor mapping more resistant from a singular con-
figuration. As a result, this helps avoid projecting artificial
markers, which is occupying the limited space inside the
human body.

In addition, the proposed uncalibrated image-based visual-
motor mapping approach has the assumption that the image
space has isotropic squared pixel sizes. However, endoscopic
cameras are typically associated with large distortions and

small object distance, which may result in the distorted pro-
jection for the overall visual-motor Jacobian, especially when
images are around different view angles.

D. LIMITATIONS: LOCAL OPTIMUM AND SENSITIVE
TO INITIAL CTR-TARGET POSTURE
As seen in Figure 12(b), the SRVS-JO-CND visual-motor
control strategy can be trapped in a local optimal region.
In this case, we can finely tune the weights between
the primary targeting objective and secondary singularity-
avoidance, the objective in Eq. (19) or incorporate another
standalone camera as mentioned above. Though the
visual-motor Jacobian matrix is updated online iteratively
and less sensitive to Jacobian initialization, it is sensitive
to the initial CTR base positioning. This is because that the
curvature design of concentric tubes is dedicated to specific
procedures and workspace, where, for example, a transnasal
procedure expects the robots entering the workspace through
the specific nostril entry with a certain range of entering
orientation. If the CTR base is initially too far away from
the designed entry posture, the robot can drive to local
optimum or singular region.

E. LIMITATION IN PATIENT-SPECIFIC WORK-SPACE
Furthermore, according to our best knowledge, there is no
standard way to define the confined working space since
the dimensions of pharyngeal vary from one individual to
another. Though geometrical constraints could be acquired
from preoperative imaging modalities such as MRI or CT for
robot motion planning, this would be beyond our focus of
intraoperative motion control in this manuscript. In addition,
the complicated geometrical modeling process will increase
the preparation time and operation costs. In this manuscript,
we focus on an intraoperative motion control algorithm for
working in confined spaces in general, rather than for a
specific patient.

F. LIMITATION IN TASK-SPACE MOTION OPTIMIZATION
The overall Jacobian has differential kinematic mapping
directly from actuator space q to the image space (u, v), while
ignoring the posture trajectory optimization of end-effector
mounted on the endoscope. On the one hand, this gave us the
benefit and simplicity of direct visual-actuator mapping by
observing the overall Jacobianwith respect to the image space
without worrying about the Cartesian posture or velocity of
the endoscope. On the other hand, the trajectories produced
in the image space look smooth and well regulated (close
to a straight line in Figure 12(a)) from starting point to the
goal position and do not imply the smoothness or continuity
of the end-effector motion in the Cartesian space or motor
motion in the actuator space (Figure 8 and Figure 9). Instead,
the motion trajectory in terms of position and orientation of
the endoscope camera attached to the inner-tube end-effector
can be contorted.
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VIII. CONCLUSION
This paper demonstrated a novel singularity-avoidance
model-free eye-in-hand visual servoing technique for contin-
uum tubular robots to achieve safe and reliable control based
on image feedback in confined surgical environments. The
significance of the proposed algorithm is revealed through
high safety requirements during surgical procedures. More-
over, the proposed visual servoing algorithm requires no prior
knowledge of the kinematic model of the robot or hand-eye
calibration between robot and endoscope. Generally, the pro-
posed visual servoing algorithm adopts a model-free visual
servoing framework where the control of the robot and the
Jacobian estimation procedure are implemented iteratively
until the task is fulfilled. During the iterative process, the esti-
mated Jacobian is optimized when the change in condition
number exceeds a predefined threshold. The effectiveness
and superiority of the proposed singularity-avoidance model-
free visual servoing algorithm are confirmed by simulations
and experiments in confined mock-up environments and
cadaveric studies.

In the future, the execution time of the singularity-
avoidance model-free visual servoing algorithm will be
reduced by decreasing the response time of the robot. Mean-
while, considering the live surgical environment, where
the patient’s body cannot be perfectly immobilized, more
sophisticated techniques such as Kalman filtering or motion
predicted controller should be used to compensate for unde-
sirable disturbances. Additionally, stereo vision systems will
be developed to acquire depth information during the visual
servoing process so as to control the robot in a more accurate
and appropriate way.

APPENDIX
Stability analysis: Given xd is the desired position of the
marker, xk is the current position of the marker, the error is
defined as:

ex = xd − xk (29)

The change in error is:

ėx = ẋd − ẋk (30)

Then the Lyapunov function is defined as:

V (ex) =
1
2
eTx ex (31)

Its derivative is derived as:

V̇ (ex) = eTx ėx
= eTx (ẋd − ẋk )

= eTx ẋd − eTx ẋk (32)

Given a proportional gain closed-loop controller, the
desired displacement is described as:

1x = Kx(xr − x) (33)

where xr is the reference position, Kx is the positive propor-
tional gain.

Therefore,

V̇ (ex) = eTx ẋd − eTxKxex (34)

During position regulation, where ẋd = 0,

V̇ (ex) = −eTxKxex (35)

Then V̇ (ex) < 0 can be concluded for asymptotic stability.
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