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ABSTRACT Neural style transfer recently has become one of the most popular topics in academic research
and industrial application. The existing methods can generate synthetic images by transferring different
styles of some images to another given content images, but they mainly focus on learning low-level features
of images with losses of content and style, leading to greatly alter the salient information of content images in
the semantic level. In this paper, an improved scheme is proposed to keep the salient regions of the transferred
image the same with that of content image. By adding the region loss calculated from a localization network,
the synthetic image can almost keep the main salient regions consistent with that of original content image,
which helps for saliency-based tasks such as object localization and classification. In addition, the transferred
effect is more natural and attractive, avoiding simple texture overlay of the style image. Furthermore, our
scheme can also extend to remain other semantic information (such as shape, edge, and color) of the image
with the corresponding estimation networks.

INDEX TERMS Neural style transfer, image semantic, salient region, localization network, region loss.

I. INTRODUCTION
Image style transfer is the process of applying the style
of an image to another content image. By applying style
transfer techniques, an image can be re-drawn in a particular
style automatically without a well-trained artist. Thus, lots of
time also can be saved [1]. Many methods are proposed to
automatically turn images into synthetic artworks. The well-
developed Non-photorealistic Rendering (NPR) techniques,
belonging to computer art category, simulate artistic render-
ing style by designing algorithms and creating mathemat-
ical models with the help of computer techniques [2]–[6].
However, the NPR algorithms highly rely on some particu-
lar artistic styles (like ink painting, oil paintings, sketches,
animations and so on) they simulate, so that they cannot be
easily extended to generate stylized results for other artistic
styles [2].

To solve the limitations of the above traditional meth-
ods, Gatys et al. [7], [8] firstly apply Convolutional Neu-
ral Network (CNN) to transfer famous painting styles to
some natural images. Their algorithm works based on their

observation that the representations of image’s content and
style can be derived and separable from CNN simply. This
method successfully produces fantastic stylized images with
the appearance of a given artwork, but the transferred style
tends to simple texture overlay [8]. Several approaches are
proposed to improve or expand Gatys’s model. For example,
Johnson et al. [9] introduce a fast methods by training a
feed-forward CNN with perceptual loss functions, which is
orders of magnitude more efficient for stylizing input content
image.

Existing methods typically generate transferred images
based on pre-trained neural networks with style loss and
content loss directly. However, they neglect the semantics of
the content image, leading to altering the major informations
of salient regions, edges, color and so on. For example, when
we consider a good synthetic image, it should preserve its
saliency information almost the same with that of original
content image, but the salient region of synthetic images
generated by existing methods is greatly altered, which is
dissimilar to origin content images.
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Based on the above observation, an improved neural style
transfer scheme is proposed to preserve the salient regions
of the transferred image the same as the original content
image. By adding a region loss generated by a localization
network, the final transferred image can maintain most of
the salient region information consistent with that of content
image, and its paint effect seems to have more natural and
attractive. The proposed scheme can not only keep the content
avoiding simple texture overlay of the style image, but also
help for the saliency-based tasks of object localization and
classification. Furthermore, it can also be extended to main-
tain other detailed semantic information (like edge, shape,
color, depth) of content or style images by applying other
estimation networks in the process of image style transfer.

The following is organizedwith the rest paper. In Section 2,
we analyze related works about techniques of image style
transfer, and introduce the saliency-based applications.
In Section 3, we propose an improved neural style trans-
ferring system to generate synthetic images with preserving
the original salient regions. In Section 4, we present the
performance evaluation of our proposed scheme. Finally,
we conclude our research and point out the future works in
Section 5.

II. RELATED WORKS
A. IMAGE STYLE TRANSFER
Image style transfer has been an emerging technique during
the past decade, which is an important task for transferring the
style of a source image to anther target image. This technique
is useful for synthesizing or transferring the derivative works
of a particular artist, specific painting and photos [10]. There
are a lot of research to explore how to combine different
styles and contents of images for automatically generating
some new artworks [1]. We categorize existing methods into
traditional methods and deep learning-based methods, and
introduce them as follows [11].

1) TRADITIONAL METHODS
Image style transfer is to migrate a style from an image to
another, and is closely related to texture synthesis, which
belongs to the NPR techniques [12]. Generally, traditional
methods design particular algorithms and create mathe-
matical models with the help of the computer techniques,
according to the analyzing and obtaining suitable feature
representations of certain styles [11].

Efros and Leung [13] propose a non-parametric methods
for texture synthesis, which tries to preserve most of the
local structure. Portilla and Simoncelli [3] present a universal
statistical model for texture images in the context of an over-
complete complex wavelet transform.

However, traditional methods support only limited artistic
styles. For the new styles, plenty of time is needed to ana-
lyze their patterns with much human knowledge and experi-
ences [14]. The key limitation of these methods is that they
only use low-level features of images and may not be able to
capture content and style effectively [11].

2) DEEP LEARNING METHODS
Recently, CNNs are widely applied in plenty of fields due
to its strong ability of feature learning, such as computer
vision, speech recognition, text processing, medical, finance
and advertising [15]–[17]. By visualizing and analyzing the
CNN networks, Gatys et al. find that the representations of
image’s content and style can be separable from different
layers simply, and they firstly try to transfer famous painting
styles to natural images by obtaining the image representa-
tions derived from CNN [7]. Based on above observation,
they further propose a iteration-based neural style algorithm
to recombine the content of a given photograph and the style
of well-known artwork, which successfully generates fan-
tastic given artwork-stylized images [8]; but their algorithm
does not work in real-time, and tends to transfer repetitive
styles; furthermore, it often fails to transfer the complex
pattern [18].

To extend the approaches in [7] and [8], Johnson et al. [9]
train an equivalent feed-forward generator network for image
transformation tasks using perceptual loss functions. Com-
pared with the approach proposed by Gatys et al. [8], their
network gives similar qualitative results but is three orders
of magnitude faster. Chen et al. [12] propose a novel explicit
representation for style and content, which can be well decou-
pled by our network. The decoupling allows faster training
(for multiple styles, and new styles), and enables new inter-
esting style fusion effects, like linear and region-specific style
transfer. And they present a new interpretation to neutral style
transfer which may inspire other understandings for image
reconstruction and restoration.

The problem of multi-style transfer in real-time using a
single network has been addressed by Zhang et al. [19].
They tackle the technical difficulties of existing approaches
by introducing a novel Inspiration Layer, which explicitly
matches the target styles at run time. They demonstrate that
the Inspiration Layer embedded in the proposed Multi-style
Generative Network enables 20 styles transfer without losing
quality in real-time. However, dealing with unknown style is
still an unsolved problem for feed-forward approaches [19].

The existing methods can generate a synthetic image by
transferring different styles of images to a given original
content image, but they only focus on learning low-level
features of images with content and style losses, leading to
neglect the semantic detailed information of original content
image or style image, such as the salient location, depth space,
shape, edge, color and so on. Several recent works are trying
to preserve the missing semantic of content images.

Gatys et al. [20] and Yin [21] extend the existing method
proposed in [9]. Gatys et al. [20], [22] introduce control
over spatial location, color information and across spatial
scale; and they demonstrate that their method allows high-
resolution controlled stylization and helps to alleviate com-
mon failure cases such as applying ground textures to sky
regions. Yin [21] propose a content-aware algorithm to
achieve the goal of synthesizing a high resolution painting
in more realism.
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To address the problem that style representation in [8]
is invariant to the space configuration of the style image,
Nikulin and Novak [23] propose a new style representation
called spatial style, which captures less style details and
focuses on more spatial configuration. Then, they also pro-
pose several helpful modifications to improving the quality of
image stylization including activation shift, augmenting the
style representation and geometric weighting scheme [18].
Risser et al. [24] improve the generated images in stability
and quality by imposing histogram losses, which better con-
strains the dispersion of the texture statistics. The results show
improvements by automating the parameter tuning, and in
artistic controls.

Liu et al. [11] integrate depth preservation as additional
loss, preserving overall image layout while performing style
transfer based on the fast neural network proposed by
Johnson et al. [9]. Luan et al. [25] faithfully transfer style
from a reference image for a wide variety of image content
based on deep learning. They use the Matting Laplacian to
constrain the transformation from input to output to be locally
affine in color space. Semantic segmentation further drives
more meaningful style transfer yielding satisfying photoreal-
istic results in a broad variety of scenarios, including transfer
of the time of day, weather, season, and artistic edits.

Furthermore, Castillo et al. [10] consider targeted style
transfer, in which the style of a template image is used to
alter only part of a target image. For example, an artist may
wish to alter the style of only one particular object in a target
image without altering the object’s general morphology or
surroundings. They present a method for targeted style trans-
fer that simultaneously segments and stylizes single objects
selected by the user. This method uses a Markov random
field model to smooth and anti-alias outline pixels near object
boundaries, so that stylized objects naturally blend into their
surroundings.

B. VISUAL SALIENCY-BASED APPLICATIONS
Visual saliency analysis is about to detect salient regions,
which related to uniqueness, rarity and surprise of a scene,
characterized by primitive features like color, texture and
shape [26]. The salient regions are the areas (may be some
objects, pixes, persons and combination of them) that are the
most able to indicate the content of the scene and are the most
attractive to the human [27]. After Koch and Ullman [28]
firstly propose the concept of saliency map to point out the
visual dominant regions of images, a variety of saliency
maps-based methods are emerged in different applications
of computer vision, like object localization, classification,
segmentation, tracking and so on [29]–[31]. We introduce
them briefly as follows.

1) OBJECT LOCALIZATION
Object localization is an important task for the automatic
understanding of images. Simonyan et al. [32] compute
a specific-class saliency map of image, highlighting the
areas of the given image, discriminative with respect to the

given classes, and thus can be used for object localization.
Oquab et al. [33] apply global max pooling to localize a point
on objects. However, their localization is limited to a point
lying in the boundary of the object rather than determining
the full extent of the object. Zhou et al. [34] generate Class
Activation Maps (CAMs) for CNNs with global average
pooling (GAP), which enables classification-trained CNNs
to learn to perform object localization without using any
bounding box annotations. The generated CAMs visualize the
predicted class scores on any given image, highlighting the
discriminative object parts detected by the CNNs. As shown
in Fig. 1, their method localizes class-specific discriminative
image regions in a single forward-pass, such as the toothbrush
for brushing teeth and the chain-saw for cutting trees.

FIGURE 1. CAMs of GAP layer-based CNN [34].

2) RECOGNITION
Object recognition aims to find the existence of a certain
object in an image [35]. The idea of using saliency is that not
all parts of an image provide useful information, if we attend
only to the relevant parts, we can recognize the image more
quickly with less resources [29]. Kanan and Cottrell [36]
propose an approach based upon two facets of the visual
system: sparse visual features that capture the statistical regu-
larities in natural scenes and sequential fixation-based visual
attention. In particular, saliency maps are used as interest
point operators. Their approach works well since it employs
a non-parametric exemplar-based classifier. Ren et al. [37]
apply saliencymaps to better encode image features for object
recognition. Since the objects usually correspond to salient
regions, and these regions usually play more important roles
for object recognition than the background, they incorporate a
saliency map into sparse coding-based image representation.

3) SEGMENTATION
Scene segmentation is an important step towards full scene
understanding. The saliency is considered as a good cue for
salient object segmentation [29]. Simonyan et al. [32] use the
saliency map to initialize Graph Cut-based object segmen-
tation without the need to train dedicated segmentation or
detectionmodels. Cheng et al. use the computed saliencymap
to assist in automatic salient object segmentation. This imme-
diately enables automatic analysis of large internet image
repositories [38].
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FIGURE 2. A CAM of transferred images generated by different methods.

4) TRACKING
Themain ability of saliency analysis is to tackle different situ-
ations when an object appears in different forms and with dif-
ferent background [29]. Li and Ngan propose a facial saliency
map(FSM)-based three-stages method for human tracking.
At first, they generates a saliency map of the input video
frame by using face tracking as the initial step for face seg-
mentation in the subsequent frames. Next, a geometric model
and an eye-map built from chrominance components are
employed to localize the face region according to the saliency
map. The final stage involves the adaptive boundary correc-
tion and the final face contour extraction. The experimental
results show that their method is able to segment the face
area quite effectively [39]. Frintrop and Kessel [40] propose a
mobile platform-based cognitive approach for tracking visual
object. Based on a biologically motivated attention system,
this approach can detect regions of interest in images based on
concepts of the human visual system. Specially, the attention
system builds a top-down, target-related saliency map by
searching for the target features of subsequent images, which
enables to concentrate on the most relevant features with this
object without knowing anything about a particular object
model or scene in advance.

III. PROPOSED SCHEME
A. ANALYSIS OF EXISTING NEURAL STYLE TRANSFER
In the process for neural style transfer, a good synthetic image
should keep its saliency map almost consistent with that
of original content image. After stylization, it is acceptable
to weaken or enhance the saliency map of original images,
but its integrity should be retained. In this paper, we used
the CAM proposed by Zhou et al. [34] as saliency map to
highlight the class-specific salient regions of image.

According to our observation, the CAMs of synthetic
images are altered greatly as shown in Fig. 2 since most
of existing methods just combining the content and style
directly in the low-level features, without considering the
major saliency semantic of the content image intensively. The
last column shows the CAM of transferred image generated
by our scheme, the discriminative saliency map of content
image can still be preserved mostly .

FIGURE 3. Improved neural style transferring system.

B. PROPOSED SYSTEM
In order to preserve the salient regions of transferred image
the same as original content image, an improved neural style
transferring system is proposed by combining the fast neural
style model in [9] and the class activationmapping techniques
in [34]. As shown in Fig. 3, the system consists of two stages,
off-line training and on-line transferring.

In the off-line training stage, there are mainly an image
transfer network and a loss network. The style image Y needs
to be specified in advance, while the content image X is
constantly obtained from the image datasets for each itera-
tion, which enables the image transfer network to process
images with different contents and enhance the robustness
of the system. In each iteration, image transfer network is
trained for transferring the content image X to the synthetic
image X* with Y-style. And the loss network composed of a
perception network and a localization network; a perception
loss (containing content loss and style loss) is obtained by
the perception network, and a region loss (including CAM
loss and category loss) is computed by introducing the local-
ization network; then, according to the feedback of losses,
the image transfer network adjusts its weights and readies for
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the next iteration. Finally, a Y-style transfer network model is
generated.

In the on-line transferring stage, when image P needs
to integrate Y-style, P is pre-processed into suitable size
and input to the Y-style transfer network model, which can
quickly generate a transferred image P* with Y-style. The
details of our system will be described in below.

FIGURE 4. Image transfer network.

C. IMAGE TRANSFER NETWORK
The image transfer network is essentially a deep residual
neural network, which can be trained to quickly stylize the
content image with a specific image style. As shown in Fig. 4,
this network is mainly made up of three convolution layers,
five residual blocks [41], two nearest neighbor interpolation
layers and the last output layer. The last layer uses tanh
function to ensure that the output image has a range of
0 to 255 pixels, the related formula is shown in (1), X is the
output of tanh function ranging from−1 to 1, Y is the output
ranging from 0 to 255; while the other layers uses the Relu as
the activation function [9]. The training of this network is the
process of iterative optimization by calculating the gradient
of network continuously until the total loss tends to be stable
and convergent obviously.

Y = (X+ 1)× 255/2 (1)

D. PERCEPTION NETWORK
The perception network is implemented with VGG-16 model
proposed by Simonyan and Zisserman [42], which is a pre-
trained model using ImageNet [43] for object classification,
and its architecture is as shown in Fig. 5. Instead of accurately
computing each pixel value of image, this network calcu-
lates feature presentation of similar style and content, then
generates the losses by calculating the distance between the
corresponding features of target image and synthesize image.
Content loss is obtained from Relu3 3 layer, and the style
loss is got from Relu1 2, Relu2 2, Relu3 3 and Relu4 3 layers
of VGG-16.

1) CONTENT LOSS
The content loss is obtained by computing the L2 distance
between the feature maps in the VGG-16 of content image
and generated image. Here, the feature maps of input image

FIGURE 5. VGG-16 network.

are got from the Relu3 3 layer of VGG-16. Let the feature
maps in Relu3 3 layer of content image and transferred image
be ϕ3_3 (X) and ϕ3_3

(
X∗
)
respectively, and feature maps can

be expanded in N dimensional vector, then the definition of
content loss is (2).

losscont
(
X ,X∗

)
=

1
N

∥∥ϕ3_3 (X∗)− ϕ3_3 (X)∥∥22 (2)

2) STYLE LOSS
The style loss is obtained by calculating the distance of the
Gram matrices of feature maps in VGG-16 between the style
image and the transferred image. Here, the Gram matrix
can extract the style information of the original image such
as color, texture, edge and so on. Let ϕj (Y) be the feature
maps in j-th layer, then ϕj (Y) is transferred into a shape of
C × (H×W), C is the number of feature maps, H and W
are the height and width of each feature map. Then the Gram
matrix in j-th layer of VGG-16 for an input image is defined
as (3).

Gj (Y ) =
ϕj (Y) ∗ ϕj(Y)T

C × H ×W
(3)

In this paper, the feature maps in layers of Relu1 2,
Relu2 2, Relu3 3 and Relu4 3 are chosen to compute the
L2 distance of Gram matrices between style image and gen-
erated image. Let Gj (Y ) and Gj (X∗) as the Gram matrices
in jth layer of style image and transferred image respectively,
then the definition of style loss is (4).

lossstyle
(
Y ,X∗

)
=

∑
j

∥∥Gj
(
X∗
)
− Gj (Y )

∥∥2
2

j∈{Relu1_2,Relu2_2,Relu3_3,Relu4_3}

(4)

3) PERCEPTION LOSS
The final perception loss is obtained by combining content
loss with style loss together. And its formula as shown in (5),
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FIGURE 6. Network architecture of SqueezeNet.

FIGURE 7. The process of generating CAM by using SqueezeNet.

and µ1 and µ2 are corresponding factors, generally set into
suitable values on experience (default values:µ1 is 1 andµ2
is 20).

lossperc
(
X∗, (X,Y)

)
= µ1losscont

(
X ,X∗

)
+µ2lossstyle

(
Y ,X∗

)
(5)

E. LOCALIZATION NETWORK
The localization network is implemented using Squeeze-Net,
which is a lightweight image classification network. We fol-
low the work of Zhou et al. [34] to model the process to
produce the saliency map by utilizing global average pool-
ing (GAP) in our localization network. We sum the feature
maps of last convolutional layer with weights to generate the
saliency map for each image. SqueezeNet network is also a
pre-trained network for classifying object [44]. By introduc-
ing the Fire Module components, its classification accuracy
is comparable to AlexNet and the number of model param-
eters is 461 times less than AlexNet. The Fig. 6 shows its
network structure. The proposed CAM loss and category loss
are obtained by using the GAP layers and the classification
results of SqueezeNet.

1) CAM LOSS
We define a CAM loss for retaining the original salient
regions of transferred image. A class activation map (CAM)
of an image for a particular category indicates the salient
regions of images used by the CNN to identify that
category. According to the GAP technique proposed by
Zhou et al. [34], the common method for generating a CAM
map is to do simple modification on CNN by adding a GAP
layer, or to directly use some CNN networks already having
the GAP layer, such as SqueezeNet, ResNet18. Then let the
feature maps of the convolution layer which are most near the

GAP layer to do the weighted sum operation with a neuron’s
weights of Softmax layer. Thus, a CAM of input image can
be obtained. We can get a CAM image for each classified
result, which highlights the most salient regions, and reflects
the related semantic information with corresponding class.

The process for generating a CAM image by SqueezeNet is
shown in Fig. 7. When we input the content image X into the
SqueezeNet network, the feature maps of X in Conv2 layer is
ϕconv2 (X) with size C× (H×W), C is the channel number,
H and W is height and width of each feature map.

And we can get a C-dimension vector by inputting the
feature maps into GAP layer. Then we operate full connection
between the C-dimension vector and the neurons of Softmax
layer, the number of whole weights is C×N, N is the number
of classification categories. Here, we take Top-1 classifica-
tion category to generate the CAM of input image, which
can ensure the CAM of transferred images as accurately as
possible reflects the original content image. Let Wn be the
weights of the Top-1 classification category neuron, which
is a C-dimension vector, then the calculation of the CAM is
shown in formula (6).

M (X) = Wn ∗ ϕconv2 (X) (6)

Let CAMs of generated image and content images be
M (X∗) and M (X) respectively, we can define a CAM loss
as (7), H and W is the height and width of a CAM map.

losscam
(
X,X∗

)
=

1
HW

∥∥M (
X∗
)
−M (X)

∥∥2
2 (7)

2) CATEGORY LOSS
A Category Loss is defined for keeping the Top-1 classifi-
cation results of transferred images the same with that of
content image. The CAMs of given images are different

40032 VOLUME 7, 2019



Y. Liu et al.: Image Neural Style Transfer With Preserving the Salient Regions

FIGURE 8. Comparing the CAM losses of two schemes in training stage.

for the different classification categories, leading to having
diverse salient regions. In this paper, we generate the CAM
according to the Top-1 classification category. During the
training process, we observe that the Top-1 classification
category of transferred image changes largely and the CAM
loss is difficult to converge when we only use CAM loss
to operate the gradient calculation. Thus, the CAM of final
transferred images cannot correctly emphasize the salient
regions of the original content image.

To overcome the above problem, we introduce a category
loss to restrain the classification results of the transferred
images. After adding category loss, we not only can stabi-
lize the Top-1 classification category of transferred images
and make CAM loss tend to convergence, but also can
maintain the original salient semantic information of content
image.

For a transferred image, let L(X) be the Top-1 class of
the transferred image predicated by the SqueezeNet, and the
L(X*) be the Top-1 class of corresponding content image
classified by SqueezeNet; then, the category loss is defined
as formula (8), which is the cross entropy loss between the
predicted value L(X*) and true value L(X) of the transferred
image category. For a transferred image, the predicted value
is the Top-1 class when the transferred image send to the
SqueezeNet, and the true value is the Top-1 class when
correspond content image send to the SqueezeNet.

losscate
(
X ,X∗

)
= −L (X) lnL

(
X∗
)

− (1− L (X)) ln
(
1− L

(
X∗
))

(8)

3) REGION LOSS
The final region loss is obtained by multiplying category loss
with a weighted factor, and adding cam loss together. And its
formula as shown in (9), and ε generally is set into a suitable
value (default value: 40) on experience.

lossregion
(
X ,X∗

)
= losscam

(
X ,X∗

)
+ εlosscate

(
X ,X∗

)
(9)

F. DEFINITION OF TOTAL LOSS
The total loss function of our model is proposed as (10),
which combines following two parts of perception and region
losses into a linear function. X*, X and Y refer to the gen-
erated Image, content image, and style image respectively;
λ1 and λ2 are the weighted factors of every losses, which is

FIGURE 9. Performance of proposed scheme with different losses. (a) Stylized by painting of starry night. (b) Stylized by painting of
contemplative model.
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FIGURE 10. Performance evaluation of proposed scheme with other schemes.

set according to experience.

TL
(
X∗, (X,Y)

)
= λ1lossperc

(
X∗, (X,Y)

)
+ λ2lossregion

(
X ,X∗

)
(10)

According to the value of total loss, the image transfer
network will be optimized iteratively. Finally, the transferred
image generated by Y-style transfer network not only achieve
more natural and attractive visual effects, but also remain the
original salient regions of content image, which helps in the
tasks of object localization and classification.

IV. VERIFICATION
A. EXPERIMENTAL PLATFORM
The proposed scheme not only needs to compute a lot
of matrix operations, but also requires to process forward
and backward propagations on the image transfer network
and forward propagation on loss network iteratively, which
will consume large amounts of computing resources [31].

Thus, we use the NVIDIA P40 GPU memory with
24G DDR III for training our proposed model, and deep
learning framework is the PyTorch with Linux version of
Python 2.7.

B. DATASETS
In this paper, Microsoft COCO 2014 datasets [46] are used
for evaluating our proposed scheme. Since the image transfer
network belongs to unsupervised learning areas, it does not
need any label information. Wemainly use the original image
data of the COCO datasets as the input content images by
adjusting the original image into 224 × 224 pixels in the
training phase.

C. EVALUATING PROPOSED SCHEME
WITH DIFFERENT LOSSES
In this subsection, we evaluate our proposed schemes com-
bining with different losses, the CAM losses of two schemes
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TABLE 1. Comparison in transferring time and model size.

in the training stage are shown in Fig. 8, where the red line
and blue line stand for the CAM loss of proposed scheme 1
with CAM loss and the CAM loss of proposed scheme 2 with
CAM loss and category loss.

As shown in Fig. 9 (a) and (b), both of two schemes main-
tain image information of their original salient regions. The
first column is content image and its CAM image, the sec-
ond column is the effect of proposed scheme 1 with only
cam loss, the third column is the performance of proposed
scheme 2 with CAM and category losses. The CAMs of
images transferred by scheme 1 can keep consistent with that
of original content images, but their salient regions seem to
diverge. After combining category loss, the CAMs of images
transferred by scheme 2 reduce tend to converge, which
highlight that the key actions or areas of the image. Thus,
our experimental results show that after joined the cam and
category losses, the generated stylized images not only have
the natural blend of structure of content images and texture
of style image, but also can maintain the most of salient
regions and category information of original content images.
We choose the scheme 2 as our proposed scheme.

D. COMPARING WITH OTHER METHODS
In this subsection, we compare proposed scheme with other
existing methods. As shown in Fig. 10, the second col-
umn is the effects of scheme proposed by Gatys et al. [8],
the third column is the performance of scheme proposed by
Johnson et al. [9], the fourth column is the performance of
scheme proposed by Rosin et al. [11], and the last column
is performance of our proposed scheme. It is found that
our scheme can generate stylized images keeping the salient
regions of the image, which does not distort the focused
action or area of the content image, and maintains the original
semantic information is maintained. Furthermore, the styl-
ized images is nature and attractive, which avoiding the
tendency of simple texture overlay.

Structural similarity (SSIM) is used for measuring the
similarity between two images. The Fig. 11 shows the SSIMs
of CAMs between content images with stylized images gen-
erated by different schemes. In different cases of content
and style images, the SSIMs of CAMs are higher than the
other schemes. That is, the CAMs of stylized images gen-
erated by our scheme is most similar with that of original
content images, which can keep the semantic information,
which are help for the task of object localization and image
classification.

We also evaluate the computational efficiency of proposed
scheme by comparing with the existing methods in transfer-
ring time and memory size. The results are as following table.
The memory size are the trained model size. The transferring

FIGURE 11. SSIM of CAMs between content images with stylized images.

time of each model are the average time of 15 times’ style
transferring by inputting images of size 480×640 pixels into
each model. As shown in Table 1, the transferring time and
model size of [9] and [11] and our scheme are almost the
same since they all work based on the fast neural network
proposed by Johnson et al. [9], and the transferring time and
model size of [8] are relatively large as it works on pre-trained
VGG model and transfers image’s style to content images by
iterative computation.

Thus, by comparing with other existing methods, our
scheme shows some advantages. It focuses on analyzing the
salient regions of synthetic images. By adding the region
loss including two sub-losses of cam loss and category loss,
our scheme can not only maintaining the salient regions of
synthetic images alike to that of original content images,
meanwhile, but also can transfer style well and avoid the
effects of simply texture overlay, which provides more attrac-
tive visual effects since the salient regions are preserved. And
it can still work fast and its size is small since it performs
based on fast neural network. Furthermore, our scheme can
assist in the saliency-based tasks, such as classification and
localization, image compression and encoding, enhancement
of images’ edges and regions, object segmentation and so on.
The main limitations of our scheme is that it only focuses
on salient regions of synthetic images, neglecting the other
semantics such as edge, depth, and colors.

V. CONCLUSION
In the process of neural style transfer, the existing meth-
ods can obtain a certain stylized image with content and
style directly, but they also ignore some semantics of the
content images. For example, these methods greatly change
the salient regions or key action areas of transferred images,
which is not the same with content images. In order to solve
the above problem, this paper proposed region loss containing
CAM loss and category loss calculated from SqueezeNet
network. The generated image can not only preserve the key
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semantics of original salient regions, but also tend to more
attractive and natural, avoiding the effects of simply texture
overlay and helping for the tasks of saliency-based tasks of
generated images, such as object localization, classification,
segmentation, and image compression.

Our scheme still have some limitations. First, it only con-
siders one semantics (like edge, color), how to preserve mul-
tiple semantics is still a problem, which can be solved by
extending our proposed framework to retain other structural
or semantics of content or style images by using other corre-
sponding estimation networks and losses. Second, to achieve
controlling multi-styles (such as texture and color) while
maintaining semantics well is also needed for us to research,
which can make the content richer, the style more diverse and
stereo. Third, it is also important to study transferring differ-
ent styles to other paintings (such as comics, ink painting,
photos, etc.) and achieve a balance between semantics and
style. At last, since our scheme is based on the fast neural
network proposed by Johnson et al. [9], it is necessary to train
a specific model for each transferred style. Thus, we hope
to realize multi-stylization in a single model with preserving
main semantics of images in the future.
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