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ABSTRACT As a vital task in natural language processing, relation classification aims to identify relation
types between entities from texts. In this paper, we propose a novel Att-RCNN model to extract text
features and classify relations by combining recurrent neural network (RNN) and convolutional neural
network (CNN). This network structure utilizes RNN to extract higher level contextual representations of
words and CNN to obtain sentence features for the relation classification task. In addition to this network
structure, both word-level and sentence-level attentionmechanisms are employed in Att-RCNN to strengthen
critical words and features to promote the model performance. Moreover, we conduct experiments on four
distinct datasets: SemEval-2010 task 8, SemEval-2018 task 7 (two subtask datasets), and KBP37 dataset.
Compared with the previous public models, Att-RCNN has the overall best performance and achieves the
highest F1 score, especially on the KBP37 dataset.

INDEX TERMS Relation classification, neural network, attention mechanism.

I. INTRODUCTION
As an essential task in NLP, relation classification aims to
recognize the semantic relation between two entities in the
text based on the predefined class types. Taking the following
text as an instance:

The fifty [essays]e1 collected in this [volume]e2 tes-
tify tomost of the prominent themes fromProfessor
Quispel’s scholarly career.

Where subscripts e1 and e2 denote the first and the second
entities. The target of relation classification is to identify the
relation between ‘‘essay’’ and ‘‘volume’’, which in this text
is ‘‘Member-Collection’’.

The past few years have witnessed the validity of deep
learning methods, and they are increasingly applied to both
unsupervised problems [1], [2] and supervised problems,
which include hashing [3], object tracking [4], [5] and clas-
sification problems [6]. Especially, deep learning methods
looms in computer vision for action proposal [7], [8]. Coin-
cidentally, deep learning methods also attract researchers to
relation classification task.Methods dealingwith this task can
be generally divided into three categories: CNN-based, RNN-
based and combined NN-based methods.

On the one hand, a multitude of CNN-based methods
have been proposed. Zeng et al. [9] extracted sentence level
features using CNN and combined these features with hand-
crafted features to classify relation types. Without dealing
with the noisy ‘‘Other’’ type in SemEval-2010 task 8 dataset,
their model achieved a lower F1 score than the model pro-
posed by dos Santos et al. [10]. They replaced the cross
entry loss function with a well-designed pairwise ranking loss
function to reduce the impact of noise. As for two subtask
datasets fromSemEval-2018 task 7, Nooralahzadeh et al. [11]
employed the shortest dependency path (SDP) information in
CNN and obtained a relatively high performance. Neverthe-
less, by including additional features, such as part-of-speech
(POS) features andWordNet-based features, Pratap et al. [12]
achieved even better performance. On KBP37 dataset, Super-
vised Ranking CNN [13] with an active learning exten-
sion gained the state-of-the-art performance. Although these
CNN-based methods are effective because they leverage
either a large number of handcrafted features or some prior
knowledge, they may also introduce uncontrollable noise
from these sources.

On the other hand, approaches based on RNN architec-
ture have also been put forward. The most popular RNN
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is LSTM [14], which is capable of learning the long-term
dependencies. Typically, Xu et al. [15] proposed a model
using long short-term memory networks (LSTM) with SDP
information added to help discover vital text structures for
relation classification. Without treating SDP information as
a traditional feature, Cai et al. [16] also applied LSTM
with SDP encoding into neural networks, which made their
model outperform all previous models on SemEval-2010 task
8 dataset. Besides, Zhang and Wang [17] used a simple
RNN-based model and achieved a better performance than
CNN models on KBP37 dataset. Even though these methods
take advantages of automatic feature extracting of RNN, they
obtain limited performance because the information extracted
by RNN does not contain local features to some extent.

Apart from the methods mentioned above, some of the
other works are based on a combination of CNN and
RNN to do relation classification task. And some sen-
tence classification works [18] could also be learned from.
A comparatively representative approach was proposed by
Rotsztejn et al. [19], who presented a relation classification
system based on an ensemble of CNNs and RNNs. Besides,
there are works based on attention [20] which are also popu-
lar. Although their method achieves the best performance on
three out of four subtasks on SemEval-2018 task 7, methods
based on ensemble learning can bemore complicated andwill
occupy much more computing time and resources than single
models. Since the scale of a dataset is small, ensemble models
not only consume much more time to adjust parameters, but
also could be more easily overfitting. Ideally, our target is
to construct a deep learning based simple and single model
without training multiple models to efficiently and effectively
classify relation types.

In this paper, we propose a novel single model Att-RCNN
using a combination of CNN and RNN with gated recurrent
unit (GRU). Our chief contributions are as follows:

1) Att-RCNN utilizes a combination of both two kinds
of NN to capture features by embedding the relation
information in texts. In addition, Att-RCNN does not
adopt any handcrafted features and achieves better per-
formance in almost all datasets to avoid noise possibly
made by the human.

2) We employ multi-level-attention in Att-RCNN. One
attention is a word level attention dealing SDP infor-
mation. The other one is a sentence level attention
applying to max pooling procedure. For these two
attention mechanisms, we conduct some experiments
to reveal that they are complementary to each other and
lead to a remarkable improvement.

3) We find a new way to remove noisy text segments
in the dataset by introducing SDP information and
achieve the state-of-the-art F1 score of 61.83% on
KBP37 dataset. On subtask1.2 dataset of SemEval-
2018 task 7, Att-RCNN also outperforms all the single
models and achieves a F1 score of 86.42%, which
reaches an increase of 1.5% than the second-ranked
model.

The remainder of this paper is structured as follows.
Section II presents the materials and methods. Section III
provides the datasets and experimental results. Some analysts
are summarized and discussed in section IV.

II. MATERIALS AND METHODS
A. MODEL OVERVIEW
To simplify the relation classification task, we try to analyze
each text, filter noise and only save key components based
on SDP information. After that, we use bidirectional RNN
with gated recurrent units (GRU) cells to learn contextual
features of eachword by usingword embeddings as cell input.
The output of GRU cells contains information forward and
backward. Hence, we combine this kind of information with
original word embedding and regard the whole embedding as
a representation of a word or text in some way. We then apply
a word level attention mechanism and use CNN followed by a
sentence level attention to extract themost important and high
level features in the text. Eventually, these high level features
will be fed into a score computation layer, which includes a
class matrix and calculates text scores of every relation class.

FIGURE 1. Structure of Att-RCNN.

The overall model structure is shown in Fig. 1. And details
of Att-RCNN will be covered in following parts of this
section.

B. NOISE REMOVING BASED ON SDP INFORMATION
We will introduce our noise removing algorithm in this part.
As already stated previously , we need to extract the most
important part of texts. So we propose an algorithm to get rid
of noise which is harmful in relation classification task. For
a text, we firstly analyze semantic dependency tree. Taking
the text in section I for example, we only reveal part of the
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FIGURE 2. An example of dependency tree.

dependency tree of this text in Fig. 2 because the length of
example is too long.

As dependency tree showed in this figure, SDP between
e1=‘‘essays’’ and e2=‘‘volume’’ can be easily got, which is

‘‘essays→ collected → in→ volume’’.
SDP information contains almost all information of the rela-
tion between entities because (1) if entities are arguments of
the same predicate, SDP between them will pass through the
predicate; (2) if two entities belong to different predicate-
argument structures that share a common argument, SDP will
pass through this argument [16]. SDP of example text shows
that the predicate word ‘‘collected’’ is kept.

However, compared with the original text, SDP informa-
tion only contains separated and sometimes unrelated words
when two entities are far from each other, and will not effec-
tively represent the complete meaning of the text. Under this
situation, we will lose essential information that indicates
relation information between entities that helps to promote
model performance. Because of that, the continuous frag-
ments based on SDP of text are kept with noise removed. And
the final input for GRU cells is showed in Fig. 3.

FIGURE 3. An example of final fragment.

By this means, we get a continuous fragment of original
text based on SDP information. Although this method of
filtering noise and keeping key components turns to have
more words left, the average length of text is still shortened
by around 50%.

Given a final text fragment F = {w1,w2, . . . ,wL}, where
L is the sentence length. We first get one-hot vector represen-
tation vl of each word and then transform it into a real-valued
vector el by multiplying an embedding matrix Wembeddings ∈

Rdw×V , which is:

el = Wembeddings · vl . (1)

where dw is the dimension of embeddings, and V is the size
of our vocabulary. Furthermore, the matrixWembeddings needs
to be initialized by pre-trained embeddings and fine-tuned.

C. GRU CELLS
Then, we use bi-GRU [21] to get the context representation
of each word. GRU owns less parameters than LSTM, which

results in a higher speed in computing convergence. More-
over, based on experiments, GRU gains higher performance
than LSTM. We define the left context of word wl as c

left
l ,

and the right context as crightl . Both context vectors hold
the same dimension just as el . By replacing ‘‘direct’’ with
‘‘left’’ or ‘‘right’’, (2) shows the calculation of left or right
contextual representation of word wl .

rdirectl = σ (W direct
r · el + Udirect

r · cdirect(l−1) + b
direct
r )

zdirectl = σ (W direct
z · el + Udirect

z · cdirect(l−1) + b
direct
z )

cdirectl = (1− zdirectl ) ◦ cdirect(l−1)

+ zdirectl ◦ tanh(W direct
h · el

+ rdirectl ◦ (Udirect
h ◦ cdirect(l−1) )+ b

direct
h ) (2)

whereWr , Ur ,Wz, Uz,Wh, Uh are weight matrices, br , bz, bh
are biases and all of them are updated in the process of learn-
ing procedure. Operator ‘‘◦’’ donates the Hadamard product.
Then we can define the complete word representation of wl
as (3) shows.

wl = [(cleftl )T , (el)T , (c
right
l )T ]T (3)

where the dimension of cleftt and crightt is same with the
dimension of el , which means wl ∈ R3 dw .

D. WORD LEVEL ATTENTION
Considering the different importance of words in text,
we introduce a word level attention to modify the origi-
nal word contextual representation by multiplying different
weights. In detail, words in SDP (exactly in the path) are
assigned with a higher weight value and other words are
assigned with a lower weight value. And the modified word
vectors can be calculated by (4).

wmodifiedl =

{
αhigh × wl if l ∈ SSDP
αlow × wl if l /∈ SSDP

(4)

where SSDP represents words set based on SDP information
and αhigh, αlow denote the higher and lower weight values
respectively. We employ these two parameters to make our
model aware of the differences in words and assign higher
weights to words that are of great significance to relations.
With a slide window of size k , the complete word repre-
sentation goes through a CNN for extract the contextual
information of text. Specifically, we have:

R = [(wmodified1 )T , . . . , (wmodifiedT )T ]T

R∗ = tanh(WCNNR+ BCNN ). (5)
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where R ∈ R3 dw×T is the contextual representation of the
full text, and R∗ ∈ Rdc×T is the output of CNN. WCNN ∈

Rdc×k(3 dw) is a weight matrix with a channel size of dc.

E. SENTENCE LEVEL ATTENTION
Before applying max pooling to the output of CNN,
we introduce a sentence level attention mechanism to
strengthen important features in R∗ (modify methods by
Wang et al. [22]).

First of all, we compute a correlation matrix G between
each word representation and relation type. In order to
achieve that, we introduce auxiliary matrices U andW classes.
Learned by NNs, U is like a mapping function and converts
feature representations of words to relation representations.
For each relation y ∈ Y , we define that W classes

y describes
relation class y, which is updated in the training procedure
along with other parameters. Combining all these relation
class vectors, an embedding matrix W classes whose columns
represent different relation classes is what we need. In con-
clusion, the correlation matrix G is computed by (6).

G = R∗TUW classes (6)

Then a softmax function is applied to compute entries of
attention matrix P as

Pi,j =
exp(Gi,j)∑n

j∗=1 exp(Gi,j∗ )
(7)

where Pi,j is the (i, j)-th entry of P, Gi,j is the (i, j)-th entry
of G. Note that the dimension we apply softmax function is
different from Wang et al. [22]. This function can strengthen
more important features and weaken trivial ones. After that,
the attention matrix P is multiplied with the output of con-
volution layer R∗ and goes through a max pooling layer. The
i-th entry of output features is calculated as follows in (8).

outputi = max
j
(R∗P)i,j (8)

where outputi is the i-th entry of output vector and (R∗P)i,j is
the (i, j)-th entry of matrix (R∗P).

F. TRAINING OBJECTIVE FUNCTION
We design our loss function following the idea of CR-CNN
[10], which could reduce the impact of noisy data. Given
output as described above, we compute scores for all relation
class in set Y . For y ∈ Y , the score is computed by (9).

sθ (F, y) = outputT [W classes]y (9)

where θ denotes all parameters of Att-RCNN. Based on this
score function, a pairwise logistic loss function is designed to
train Att-RCNN:

L = log(1+ exp(γ (m+ − sθ (F, y+))))

+ log(1+ exp(γ (m− + sθ (F, y−))))+ β‖θ‖2. (10)

Given a text fragment F and its ground truth relation
class y+, sθ (F, y+) is the score for ground truth class, while
sθ (F, y−) is the score for a negative class, which is computed

by (11). m+ and m− are margins which determine thresholds
of both correct and incorrect classes. And γ is a factor,
which determines the difference between pairwise margins
and scores. In addition, L2 penalty with the regularization
coefficient β is added to prevent overfitting.

sθ (F, y−) = argmax
y∈Y,y6=y+

sθ (F, y) (11)

As it showed in (11), the highest score among the other
classes is regarded as the negative score. As the training
procedure goes, model increases text scores in ground truth
label. In the meanwhile, the score of negative class label will
decrease.

III. RESULTS
A. DATASETS
Benefiting from released public benchmark datasets, we can
evaluate the performance and robustness of Att-RCNN.
We choose four datasets, including SemEval-2010 task
8 dataset, SemEval-2018 task 7 (subtask 1.1 and subtask 1.2)
dataset and KBP37 dataset.

1) SEMEVAL-2010 TASK 8
The first dataset we use to evaluate Att-RCNN is
SemEval-2010 task 8 dataset. This dataset contains 8000 sen-
tences for training and 2717 sentences for testing. Frequency
of relations are listed in Table. 1.

TABLE 1. Frequency of relations in SemEval-2010 task 8 dataset.

The first nine relations are directed, and the last one type
‘‘Other’’ is undirected. Thus, there are 9×2+1 = 19 different
relations totally. Official macro-averaged F1-score script is
used to evaluate performance of all other models and ours
(excluding Other).

2) SEMEVAL-2018 TASK 7
This task published in 2018 contains two subtasks focusing
on relation classification. Compared with SemEval-2010 task
8, it deals with semantic relation extraction and classification
in scientific papers rather than in common fields. Subtask 1 is
released for relation classification, while subtask 2 is used
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for relation extraction and classification. Hence, we choose
subtask 1 to evaluate Att-RCNN.

The subtask 1 is also built up with two small tasks:
one (subtask 1.1) for relation classification on clean data,
the other (subtask 1.2) on noisy data. In other words, the enti-
ties and relations in subtask 1.1 are annotated by human,
while the entities from subtask1.2 are automatically gener-
ated by the method proposed by Gábor et al. [23]. And the
frequencies of relations are listed in Table. 2.

TABLE 2. Frequency of relations in SemEval-2018 task 7.

Table. 2 shows that there are total six relations and
the whole number of this dataset is much smaller than
SemEval-2010 task 8. It is a challenge for deep learning
methods including Att-RCNN, because overfitting would be
more easily. In order to handle this issue, we adopt a smaller
learning rate and a higher penalty to achieve a better perfor-
mance slightly.

3) THE KBP37 DATASET
This dataset is a revision of MIML-RE annotation
dataset [17]. In order to make the dataset more fitful to
relation classification task, they made several modifications
as follows:

1) First, they add direction to the relation names. That
is, each relation is split into two relations which are
opposite to each other except for ‘no_relation’.

2) Then, the low frequency relations are discarded.
Besides, in order to balance the dataset, 80%
‘no_relation’ are also discarded.

3) After that, the records in dataset are randomly shuffled
and divided into three parts: 70% for training, 10% for
validation and 20% for testing.

Eventually, eighteen directional relations and one non-
directional relation are maintained and the frequencies of
them are listed in Table. 3.

Table. 3 reflects that the scale of KBP37 dataset is much
larger than the formal two dataset. According to the work
of Zhang and Wang [17], this dataset contains more specific
entities and relations, which makes it complex and hard to
classify the relation types. Because most of the entities in
KBP37 are either names of persons, organizations or cities.
Besides, there are also some imprecise examples as the rela-
tion labels are annotated by human. Hence, these imprecise

TABLE 3. Frequency of relations in KBP37 dataset.

relation labels may be noise for training and testing and
influence the model performance.

B. SETTINGS
We use stochastic gradient descent (SGD) to update model
parameters for the first two datasets. To accelerate training
procedure, we use Adam [24] on KBP37 dataset. By training
skip-gram model [25] on Wikipedia, we get pre-trained word
embeddings (WE). Parameters are initialized using a method
proposed by Glorot and Bengio [26]. Furthermore, the hyper-
parameters are presented in Table. 4.

TABLE 4. Hyper-parameters.

‘‘2010’’ and ‘‘2018’’ represent SemEval-2010 task
8 dataset and SemEval-2018 task 7 dataset respectively. For
different datasets, we keep the dimension of word embed-
dings dw, CNN context window size k and loss function
factors γ , m+, m− constant, but change the size of CNN
output channel dc, normalization coefficient β and learning
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TABLE 5. Comparison with other models on SemEval-2010 task 8.

rate λ to adapt different sizes. And for SemEval-2018 task
7, we replace the ranking loss function with a simple cross
entropy function because there is no ‘‘Other’’ class as noisy
relation type according to 10.

There are some hyper-parameters we do not list in Table. 4,
which are also important, so we state them separately. First,
we apply a dropout to the embedding layer in Fig. 1. The
dropout rate is 0.5. Second, for the word level attention,
the value of αh and αl are assigned according to a proportion
of 2:1 on three SemEval-dataset and a proportion of 9:2 on
KBP37 dataset. Finally, we introduce learning rate decay λ∗

as to reduce initial learning rate λ by (12).

λ = λ∗ × λ (12)

where λ∗ can be regulated differently under distinct cir-
cumstances. Since model performance is highly sensitive to
these hyper-parameters, we need to adjust them to achieve
higher F1 scores. In order to determine values of these
hyper-parameters, we tune these hyper-parameters based on
test set for SemEval datasets, since they are small scale.
As for KBP37 dataset, which is large scale, we tune hyper-
parameters in the validation set.

C. EXPERIMENTS
Since the evaluation ofAtt-RCNN is on four different datasets
mentioned above, we choose models tested on these datasets
and bring them into comparison respectively. The following
parts of this section will discuss experiments we conduct on
these four datasets in detail.

1) RESULTS OF SEMEVAL-2010 TASK 8 DATASET
Experiment results on SemEval-2010 task 8 dataset are listed
in Table. 5. The first model [27] in Table. 5 is a feature-
based traditional model fedwith various handcrafted features,
which achieved the highest performance with F1 = 82.8%

among all traditional methods. Sorted by the public year,
the rest of models in Table. 5 are all based on neural networks
and all single models.

The experiments show that Att-RCNN outperforms the
previous CNN-based and RNN-based models. For example,
Att-RCNN achieves nearly 4% higher than CNN+softmax,
a CNN-based model and nearly 3% higher than SDP-LSTM,
a RNN-based model on F1 score. In other words, Att-RCNN
already exceeds the basic CNN or RNN based models on
performance. Furthermore, compared with the well-known
and representative CR-CNN model [10], although the objec-
tive functions of CR-CNN and Att-RCNN are similar to each
other, we improve F1 score by 2.5% as Att-RCNN takes
advantages of both CNN and RNN architecture.

In terms of CNN and RNN combining models, Att-RCNN
resembles BRCNN [16] closely. BRCNN makes use of three
types of handcrafted features, including POS, NER and
WordNet-based features, to introduce informative features
and improve model performance. However, Att-RCNN only
uses word embeddings to exploit features for relation clas-
sification task. Under the same conditions (using only word
embeddings), Att-RCNN obtains 1.2% higher than BRCNN
on F1 score. With other features added, we still gain 0.3%
higher on F1 score than the integrated BRCNN model.

2) RESULTS OF SEMEVAL-2018 TASK 7 DATASET
In Table. 6, the F1 scores we achieve in both subtask 1.1 and
subtask 1.2 are compared with other models. Because all
of these models are chosen from the CodaLab competition
results, we also keep their ranking information in Table. 6.

On subtask 1.1 dataset, we obtain an F1 score of 64.59%,
which is only higher than GU IRLAB. The main reason that
Att-RCNNoccupies just amediocre placemay lie in the small
scale of the dataset. Apart from easily overfitting, replacing
the objective function may be to blame.
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TABLE 6. Comparison with other models on SemEval-2018 task 7.

On subtask 1.2 dataset, which is mixed with imprecise
labeled data, Att-RCNN outperforms almost all these models
listed in Table. 6 and all the single models. The experiments
reveal that Att-RCNN can even surpass the performance of
ensemble learning based model such as Talla, which is a soft-
voting ensemble with multi-filter CNN combined. From the
point, Att-RCNN obtains over 1.5% higher than Talla in F1
score. However, the first rank model by ETH-DS3Lab uses
multi-combined RNN and CNN, which also introduced a vot-
ing strategies to choose the best model. It is not comparable
because we aim to construct a simple and single model. Thus,
we can conclude that Att-RCNN can effectively deal with
noisy data and outperform all the single model on subtask
1.2 dataset.

3) RESULTS OF KBP37 DATASET
In order to comprehensive compare the results achieved on
KBP37 dataset, we also evaluate Att-RCNN in view of F1
score including all relation types. The results are showed
in Table. 7.

TABLE 7. Comparison with other models on KBP37 dataset.

Where ‘‘PF’’ represents position features and ‘‘PI’’ stands
for position indicators. For KBP37 dataset, we achieve the
state-of-the-art result as F1 score equals 61.83%, which is
higher than all previous works. CNN+PF and CNN+PI are
simple CNN-based models, while RNN+PF and RNN+PI
are simple RNN-based models. Att-RCNN owns at least 3%
higher F1 score than these NN based models.
Besides, BiLSTM-CNN model combines RNN and CNN

just like Att-RCNN. But BiLSTM-CNN obtains over 1.7%
lower than Att-RCNN model because we reduce the effect
of noisy data and choose more valuable features via

attention mechanisms. The best result achieved lately by
Adilova et al. [13] is Supervised Ranking CNN model.
By introducing distant supervision and making use of an
active learning based extension, Supervised Ranking CNN
got rid of noise and obtained good performance on this com-
plex dataset. But it still suffered from noisy labeling of distant
supervision, thus was nearly 0.6% lower than Att-RCNN.

To make it more convincing, we also compare the results
of SemEval-2010 task 8 with other models. Since our score is
2.21% higher than the Supervised Ranking CNN [13], we can
conclude that Att-RCNN could achieve comparable perfor-
mance to the reference models and single model implement
of Att-RCNN is robust.

IV. DISCUSSION AND CONCLUSION
To prove the word level attention and sentence level attention
can result in better performance on datasets, we conduct
experiments to compare model Att-RCNN and two simpli-
fied models, one of which does not contain the word level
attention, while the other is only a combination of bi-RNN
and CNN. Results are showed in Table. 8.

TABLE 8. Comparison between the main model and simplified models.

The experiments show that,F1-score (model-1) is 85.4% in
SemEval-2010 task 8 dataset and 55.60% in KBP37 dataset
when we remove the word level attention mechanism. And
when we remove all attention mechanisms from origin
Att-RCNN model, F1-score (model-2) continues to decrease
on SemEval-2010 task 8 dataset. We observe that two level
attention mechanisms promote and interact with each other.
Because when we remove both level attentions for model-2,
F1 score is higher than model-1 on KBP37 dataset.

We proposed an Att-RCNN model combining bi-RNN
with GRU cells and CNN to improve the performance of
the relation classification task. The Att-RCNN model is a
single model containing only one layer of RNN with and
CNN respectively. Because of that, Att-RCNN could utilize
both advantages of RNN and CNN. In order to improve
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model performance, we apply two level attentionmechanisms
to capture more sensible, relevant and valuable features for
relation classification task. By evaluating and comparingwith
other models in the literature, Att-RCNN shows its robustness
and overall best performance on four mainstream datasets.
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