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ABSTRACT Due to the variety of background model in the real world, detecting changes in a video cannot be
addressed exhaustively by a simple background subtraction method, especially with several motion detection
challenges, such as dynamic background, camera jitter, intermittent object motion, and so on. In this paper,
we propose an efficient background subtraction method, namely locally statistical dual-mode (LSD), for
detecting moving objects in video-based surveillance systems. The method includes a local intensity pattern
comparison algorithm for foreground segmentation by analyzing the homogeneity of intensity patterns
of the input frame and the background model, in which the homogeneity is calculated by the mean and
standard deviation of pixel intensity. Besides that, a dual-mode scheme is developed to temporally update the
background model for the short- and long-term scenarios corresponding to sudden and gradual changes in the
background. The advantage of this scheme is the allowance of updating the model in both pixel- and frame-
wise manners simultaneously. The parameters used in both the local intensity pattern comparison algorithm
and the dual-mode background model updating scheme are estimated for every input frame consecutively
based on local and global statistical information of segmentation result. In experiments, the proposed LSD
method is extensively evaluated on the Wallflower and CDnet2014 datasets; and remarkable performance
demonstrates its preeminence to the many state-of-the-art background subtraction approaches in terms of
segmentation accuracy and computational complexity.

INDEX TERMS Motion detection, background subtraction, background modeling, moving object detection,

video segmentation, locally statistical dual-mode updating.

I. INTRODUCTION

Detecting moving object is a fundamental pre-processing
step in numerous image processing and computer vision
applications, e.g., object detection, human activity recog-
nition, abnormal detection, video analysis, and so on [1].
In order to detect and segment moving object in a scene,
background subtraction technique is widely used in real-time
systems thanks to its simplicity and low computational com-
plexity, wherein background initialization, foreground detec-
tion, and background maintenance play an important role in
the general framework of background subtraction [2]. How-
ever, the detection accuracy of existing background subtrac-
tion methods is almost unfavorable under different motion
detection challenges, such as dynamic background motion,
camera jitter, intermittent object motion, bad weather, and

mixture [3]. In other words, dealing with various realistic
scenarios cannot be addressed thoroughly by a simple back-
ground subtraction technique. Therefore, a vast amount of
studies have been taken to enhance the detection accuracy
by improving either the segmentation algorithm or the back-
ground model updating scheme while ensuring the capa-
bility of real-time processing [4]-[6]. Especially, since the
number of video-based surveillance applications increases
rapidly, an efficient background subtraction method, wherein
the foreground is segmented precisely with an adaptive back-
ground model updating scheme, is urgently required for the
time being.

To this end, we propose a novel background subtraction
method, namely Locally Statistical Dual-Mode (LSD), that
is able to carry out current motion detection challenges
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effectively. In this method, we develop a novel local intensity
pattern comparison algorithm for foreground detection and an
efficient dual-mode updating scheme for background model
estimation. In the beginning, a background model is initial-
ized as a buffer containing a certain number of input frames
with the size identified in advance. The buffer aims to collect
and accumulate the background information during moving
object detection process, hence it will be updated consecu-
tively for every input frame coming. In our proposed LSD
method, the moving objects (a.k.a. foreground) in a scene are
detected based on the comparison of pattern homogeneity
with the assumption that background pattern is essentially
more homogeneous than foreground pattern. In fact, a pixel
is classified into either foreground or background by analyz-
ing the local homogeneity of two pixel-surrounded patterns
extracted from the input frame and background model. The
local homogeneity is measured by the standard deviation
metric, however, for dealing with smooth texture objects,
the mean metric is further used as an additional criteria of
pattern comparison. The foreground is segmented following a
comparison rule with two decision thresholds corresponding
to the mean and standard deviation. It is noticed that there are
two detection processes, i.e. called roughness and refinement
detection, involved in our algorithm for improving segmenta-
tion accuracy and reduce computational complexity, respec-
tively. For adapting to sudden and gradual changes in a scene,
the background model is updated by a dual-mode scheme that
responds to short- and long-term motion detection scenarios.
With the short-term mode, the background model stored in
the buffer is updated following a pixel-wise manner while the
long-term mode update following a frame-wise manner. Two
updating modes are executed simultaneously to exhaustively
maintain the adaptation of the proposed model. The last
step of LSD is parameter estimation, where all parameters
in the local pattern comparison algorithm are estimated for
every input frame based on the local and global statistical
information of corresponding segmentation result. The values
of parameter are updated for the next frame processing.

Compared with state-of-the-art background subtraction
approaches, the proposed LSD method offers four benefits:

« Moving objects in a scene are segmented by analyzing
the homogeneity of local intensity pattern for accurate
detection.

o There are two detection processes, i.e. roughness and
refinement for performance improvement.

¢ A dual-mode background model updating scheme
robustly adapts to sudden and gradual changes normally
occurring in various motion detection challenges.

o Segmentation accuracy is improved with the decision
thresholds for each particular pixel classification using
local and global statistical information.

The remainder of this paper is organized as follows.
Section II summarizes state-of-the-art background sub-
traction approaches. Section III presents our proposed
LSD method including the background model initialization,
the intensity pattern comparison algorithm, the dual-model
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background model updating scheme, and the parameter esti-
mation. The experiment for performance evaluation is given
in Section IV, where the discussion and comparison with
other methods are comprehensively provided. The conclusion
and future work are offered in Section V.

Il. RELATED WORKS

Most of basic background subtraction methods classify a
pixel to be either the foreground class, denoted by 1-bit
pixel, or the background class, denote by 0-bit pixel, based on
extracting statistical information of pixel illumination. Due
to the principal importance, enormous background subtrac-
tion methods mostly contribute to background modeling for
performance enhancement.

The background is essentially modeled as a reference
image by following techniques of running average [7],
approximated median [8], and histogram over time [9],
in which the foreground is extracted by differentiating input
frame and background image. Despite the simplicity and
ease of implementation, basic models are sensitive to sudden
luminance changes. Pixel-based [10] and region-based [11]
statistical information of input frames were considered in
many background subtraction methods to handle the variation
of luminance. As a weakness, simple statistical approaches
usually fail in challenges of intermittent object motion chal-
lenge due to imbibing abandoned object to background. Sev-
eral advanced statistical background modeling techniques,
including Gaussian Mixture Model (GMM) [12] and its
improvement versions [13]-[21], have been developed for
multi-modal background scenario. Instead of modeling all
pixels by only one distribution, GMM studies a pixel value
by a mixture of Gaussian. A typical pixel-based improvement
of GMM is recommended in [13], wherein GMM parameters
are constantly learned by recursive equations to particularly
select an appropriate number of components for each pixel.
As an extension from the pixel-based, region-based mixture
of Gaussians (RMoG) [21] models a region of pixels as
a mixture distribution for the purpose of effectively han-
dling complex dynamic texture challenge. Lately, by taking
advantage of superpixel for enhancing spatial coherency,
a superpixel-based hierarchical architecture of GMMs [22],
denoted STSHBM, is constructed to handle repetitive and
sudden changes of pixel intensity in video segmentation.
Compared with other variants of GMM, STSHBM signif-
icantly improves the accuracy of foreground detection, but
nevertheless, the rapid increment of computational complex-
ity is currently its limitation. The disadvantage of GMM-
based approaches is the assumption that the background
region should be larger and more frequently visible than the
foreground region.

To deal with the parameter estimation issue of para-
metric models as above mentioned, some non-parametric
techniques have been introduced for background modeling,
such as codebook construction [23]-[26], Kernel Density
Estimation (KDE) [27]-[31]. In the most of codebook-
based approaches, the background pixel intensity values
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are clustered to corresponding codewords, and consequently,
a compressed background model has the potential of rep-
resenting several frames by a set of determined codewords
(a.k.a codebook). Different from GMM, KDE was proposed
by Elgammal et al. [27] to estimate the probability den-
sity function by a histogram for updating the background
model. To explicitly address multi-modal background sce-
nario, where there exist current moving objects, short- and
long-term stationary objects, Cuevas et al. [28] learned a
background modeling architecture constructed by three par-
allel KDE models with different absorption rates. In other
researches, this technique is extensively developed for other
tasks consisted of foreground extraction [29], [30] and con-
tour enhancement of segmentation result [31] besides back-
ground modeling. Although KDE-based approaches have the
significant potential against various motion detection chal-
lenges, they consume a great deal of memory for kernel
estimation due to the usage of a large number of historical
observations.

Several advanced background modeling techniques have
been introduced for learning multi-modal background
scenarios. Recently, Visual Background Extractor (ViBE)
[32], [33] initially builds a background model by accumu-
lating several observation samples at every pixel location
temporally and smoothly updates the model in decaying
lifespan by a random pixel selection policy. Another contri-
bution of ViBE is foreground detection algorithm, wherein
a pixel is classified into either foreground or background
based on randomly comparing to its surrounding neighbors.
In spite of the less computational cost, the segmentation
accuracy of foreground produced by ViBE is not impres-
sive. Inspired by ViBE, Pixel-Based Adaptive Segmenta-
tion (PBAS) [34] adaptively estimates a particular decision
threshold and learning parameter for each pixel based on
the analysis of motions in the background for pixel classi-
fication. Due to the lack of an efficient illumination-object
discrimination scheme, PBAS may riskily absorb motionless
objects into the background class. By taking advantages of an
artificial neural network, Self-Organizing Background Sub-
traction (SOBS) [35], [36] is capable of capturing structural
background variation from observed periodic-like motion.
SOBS is quite good with almost motion detection chal-
lenges, except intermittent object motion. Another advanced
pixel-wise background subtraction method is Neighbor-based
Intensity Correction (NIC) [37], which updates the back-
ground model, represented by a single image, over an inten-
sity updating rule. An improvement version of NIC was
presented in [38], in which foreground detection accuracy is
raised by a directional feature-based mask selection scheme
and a historical intensity pattern reference algorithm. Both
NIC and its improvement deliver competitive accuracy, but
they lack an efficient background model updating scheme.
In [39], merging two foreground masks which are detected
by an optical flow algorithm and GMM-based background
subtraction method, is done by the Graph Cut algorithm.
This method should be intensively improved due to its
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weakness against dynamic background motion and intermit-
tent object motion challenges. Recently, an intelligent back-
ground updating schemes [40] has been developed for the
PBAS-based background subtraction framework, in which
the updating schedule of neighbor pixels is maintained by a
counter to determine whether a pixel belonging to either an
object class or an illumination region.

lll. METHODOLOGY

This section presents our proposed background subtraction
method for detecting moving objects in a scene, of which
the overall workflow is illustrated in Fig. 1. Four main com-
ponents, including background model initialization, intensity
pattern comparison, dual-mode background model update,
and parameter estimation are exhaustively described as
follows.

FIGURE 1. The overall workflow of the proposed background subtraction
with dual-mode model updating scheme based in the locally statistical
information.

A. BACKGROUND MODEL INITIALIZATION

The background model is initialized by collecting a num-
ber of input frames segmented from a video and storing in
a buffer. For optimizing memory usage and computational
cost of processing, these frames are transformed from RGB
to gray-scale. The buffer is characterized by a size value
corresponding to the number stored frames. If the buffer
size is N, the method is able to detect the foreground from
(N + 1) frame till the end of a video. Obviously, the larger
the buffer size is, more memory and computational complex-
ity the method occupies. It should be noted that the buffer is
initialized at first and then consecutively updated during the
foreground detection progress through the dual-mode model
update scheme, where the short-term and long-term mode
included in the updating scheme allow the background model
to be updated at both pixel-wise and frame-wise levels to
adaptively respond the variation changes of the background.

B. INTENSITY PATTERN COMPARISON

In the intensity pattern comparison component, the moving
objects in a scene are automatically detected and segmented
to a binary image, a.k.a. foreground image, based on the

9771



IEEE Access

T. Huynh-The et al.: LSD Background Subtraction Approach

exploration of local pixel homogeneity. Concretely, by ana-
lyzing local pixel intensity patterns extracted from the input
frame and the background model, the method is potential to
assign a pixel to be either foreground or background class,
denoted by 1-bits or 0-bits respectively. With the assumption
that a local background region is generally more homoge-
neous than a local foreground region, and therefore it is
reasonable to identify a pixel of the input frame belonging to
the foreground class if its surrounding pattern gets a higher
homogeneity than those of the background model at the same
pixel coordinate. An example is visually illustrated in Fig. 2.
To measure the homogeneity, standard deviation metric is
used in this research due to its ability to represent the local
dispersion of a pixel value set.

0 -

Background image

Input frame

FIGURE 2. The visual illustration of local homogeneity analysis for a pixel
(marked by a solid line). According to pixel coordinate, two local intensity
patterns (marked by a dot line) are captured in encircling by a square
mask of size 3 from the background image and the input frame.

By comparing their intensity homogeneity impacts, the pixel in the input
frame is classified to the foreground group because the local intensity
homogeneity in the input frame is less than the homogeneity in the
background image.

As the first step of the intensity pattern comparison
algorithm, the difference between the input frame / and the
representative image J of background model is extracted
to expose arguable foreground pixels. The representative
image J is defined as the median image of m frames F that
are randomly selected from the N-sized buffer:

J (x,y) = median {F; (x,y) |i € rand (m,N)}, (1)

where (x,y) denotes the coordinate of a pixel. Identifica-
tion of arguable foreground pixels is done by comparing
the difference |/ (x,y) —J (x, y)| with a value, called rough
threshold 1, as follows

L &,y —Jxn =1
0; otherwise.

D(x,y) = { 2)
The binary image D is considered as a preliminary fore-
ground mask of the input frame. Since D might contain
the noise and outliers of dynamic background, camera jitter,
and other challenges, all 1-bit pixels referring to foreground
need to be refined with an intensity pattern comparison
algorithm. Concretely, at the foreground pixel (x, y) where
D (x,y) = 1, we extract two local intensity patterns, i.e., one
of the input frame 7, denoted ng,y) and another of the rep-
resentative image J, denoted P;X’y ), by a square mask sur-
rounding (x, y) as illustrated in Fig. 2. A more homogeneous
pattern is equivalent to a smaller value of standard deviation.
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However, simply considering standard deviation is not mean-
ingful enough to segment foreground precisely, even if two
patterns can be distinguished unambiguously. Therefore,
an additional mean metric is useful for detecting smooth tex-
ture objects, where the homogeneity of an object is sometimes
greater than those of background. Given a pattern P consisted
of n pixels {p1, p2, p3, - - ., pn}, the mean and standard devi-
ation are defined as follows

1 n
- > i 3)
n i=1

"

1 5
=Y pi— w2, )
ni:l

where n equals to the square mask’s size squared, for instance,
n = 9 corresponding to the mask size of 3 as the exam-
ple in Fig. 2. Corresponding to P;x’y ) and P;x’y ), the mean

values fo’y ) and ;Lix’y ) and the standard deviation values

ol(x’y ) and oj(x’y), respectively, are calculated and compared
together for foreground refinement. The refinement process

is performed by the following rule

1; Aff’y) >1, U Ac(,x’y) > Ty

0; otherwise,

O,y = { (%)
where O is the segmented foreground image. Two parameters
7, and 7, refer to as the decision thresholds of mean dif-
ference and standard deviation difference, respectively. The
difference of mean A,(f’y ) and standard deviation A((;x ) are
determined as follows

AL = Mm) _ uﬁ"’”(, ©)
AGY = ‘ o a}"’”’_ @

It is noted that the binary image O is the final foreground
mask achieved by refining all arguable pixels of the prelim-
inary foreground D using (5). The foreground segmentation,
involving rough and refinement detection, aims to improve
the accuracy of moving object detection. As aforementioned,
the preliminary foreground D achieved by the rough detection
may have noise and outliers. By the refinement process with
our proposed local pattern comparison algorithm, the noise
is essentially eliminated to produce a high-quality fore-
ground segmentation result. The binary foreground image O
sometimes comprises of disconnected edges caused by the
harsh changes of luminance in some background challenges.
Thus, the closing morphological operation is used as a post-
processing step to merge narrow disruption and long thin
hollows, eliminate small holes, and fill gaps in the contour.

C. DUAL-MODE BACKGROUND MODEL UPDATE

To adaptively respond the changes of scene background over
time, an efficient dual-mode updating scheme is proposed
to learn the background model for the short- and long-term
scenarios corresponding to the sudden and gradual changes
of intensity, respectively.
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In practical environments, the sudden intensity changes of
background usually occur locally due to several challenges,
such as background oscillation, camera jitter, and etc. For
example, some such sturdy background motions as the wav-
ing of leaves and the sparkle water can be misclassified to
the foreground class. Without the knowledge of background
scenarios, completely addressing these difficulties is nearly
impossible due to the variety of appearance, however, their
effectiveness on the segmented foreground can be miti-
gated by updating the background model to be more robust.
Basically, sudden intensity changes can be detected based on
the difference between two consecutive frames. According
to the determined locations, we can update the background
model stored in the buffer by a representative background
image which is identified as the median image formerly.
This pixel-wise background updating progress, called the
short-term mode, is successively executed to quickly adapt
the intensity changes of background. Insides the short-term
mode, the pixel intensity of several random frames in the
buffer is selectively updated. The pixel values of some
samples F in the buffer will be replaced by those of the
representative image J at the corresponding locations of
motion pixels which is given by the difference between two
consecutive input frames of I;_; and I; at the time stamp ¢.
The short-term mode is accomplished for every input frame

Fi(x,y)|i e rand (m,N) =J (x,y);
VE,»IDxy) =1, (8

where the difference mask D of two consecutive input frames
is defined as follows

Lo xy) —L—1 (x50 21
0; otherwise.

Dx.y) = : &)

Following (9), the background model is updated by the
intensity values of J for only movement pixels, wherein
D (x,y) = 1. While remaining pixels, wherein D (x, y) = 0,
are unchanged of intensity, that means, there is no updating
for them. It is noticed that only m frames in the buffer are ran-
domly selected for the short-term mode to improve the robust-
ness of background model. For the next input, the foreground
is segmented more accurately based on the new representative
image which is computed on the updated background model.

Besides locally sudden changes of background, foreground
detection has to face with such several other challenges as
the gradual change of illumination and intermittent object
motion. Some moving objects are abandoned for a while in
a scene and abruptly moved again. They can be incorporated
into the background class, that conducts some misclassifica-
tion, known as “‘ghosting” artifact (i.e., a foreground object
cannot be detected during the abandonment time while a void
area appears in background henceforward). In other cases,
some non-stationary objects learned to the background model
initially, known as “‘bootstrapping’’, will induce faulty detec-
tion in the foreground (that means, although the movement
of these objects is detected, their non-stationary regions will
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appear hereafter). Essentially, these background scenarios are
potentially discovered based on the correlation of motion
pixels (known as the difference between two consecutive
frames) and foreground pixels. For instance, there is no any
motion detected in a scene while the abandoned object is
still segmented in the foreground. To alleviate the influ-
ence of above challenges, the background model should be
updated with the adaptive frequency which is estimated over
the ratio of the number of motion pixels to the number of
foreground pixels. This progress, called the long-term mode,
updates the buffer following a frame-wise manner, i.e., some
certain frames in the buffer are substituted by the current
input frame I,. In general, updating buffer is usually con-
trolled by a factor, called the buffer sampling rate (frame
per second - fps), which indicates the number of samples
replaced in one second. Different from existing approaches,
where the buffer sampling rate is set by a constant value, our
scheme updates the buffer with an adaptive rate 8 (fps), which
is defined by the following function

1
=—, 10
P = Tar] (10)
where « is the frame rate (fps) of a video (e.g., 30 fps for
common video recording) and r referring to as the ratio of the
number of motion pixels (i.e., D (x, y) = 1) to the number of
foreground pixels (i.e., O (x, y) = 1) is calculated as follows

;= ND(x,y):l

- . (11
NO(x,y):l

The sampling rate 8 should be an integer number and con-
strained in the range [0, N]. In order to avoid null result,
the value of r is constrained in the range (0, 1]. It should be
noted that the buffer will be updated every second, therefore,
Np and Ny are summarized as the number of motion pixels
and foreground pixels in one second. As an example with the
frame rate « = K (fps), the ratio r is calculated by (10)
after accumulating enough K difference masks and also K
foreground images. After every K input frames, 8 samples
in the buffer will be replaced by a corresponding number
of input frames randomly. The proposed background model
updating scheme is depicted in Fig. 3.

D. PARAMETER ESTIMATION
Three parameters t,, 7,, and 7, that are introduced in
the intensity pattern comparison process for moving objects
detection and the dual-mode background model updating
scheme should be tuned carefully due to their effectiveness
on the detection accuracy and model quality as well. Instead
of treating them as global thresholds like most of the existing
works, these values are particularly assigned to each individ-
ual pixel. These thresholds are automatically calculated for
adapting to the luminance variation of gradual and sudden
changes, and to be robust against various motion detection
challenges.

Generally, all three thresholds are calculated over an
intermediate parameter, denoted 7, which represents the
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FIGURE 3. The illustration of dual-model background model updating
scheme, wherein the pixel- and frame-wise update processes are for
short- and long-term scenarios, respectively.

variability of a scene. In details, 1 is updated for processing
the next input frame as follows

mr Geyy = i (L0 71 (6. 3) +8): By (x,) = ho
e max (0.1, n;—1 (x,y) —8); otherwise,
(12)
where § = ﬁ is the step size and hg is the threshold of

normalized intensity variation. The calculation of normalized
intensity variation 4 for all pixels is formulated as follows

El ()C, )’) = 9 (13)
where

ht—l (x’ )’) + 11
hi—1(x,y) +0;

Dy, =20 (x,y) =1

h (x,y) =
£ (.7) otherwise,

(14)

where the intensity variation 4 is initialized to zero (i.e.,
hi—o = 0) and only calculated for the case of objects
detected in a scene (i.e., ignore this parameter calculation
for stationary frame without moving objects detected). The
rough threshold 7, for processing the next frame is defined for
each particular pixel based on the result of current foreground
segmentation by the following function

Tp (e, ¥) = n (%, Y) Alocar + Aglubalv (15)

where Agjopq is the average of difference between the input
frame I and the representative image J for all pixels, while
Ajocal 18 the average of difference between the input frame /
and the representative image J for only foreground pixels

Z |I(x,)’)_‘](x»y)|
Y(x,y)
Aglobal = —= i : (16)

> Il (x,y) —J (x, )
V(x,») |0, y)=1
Alocal = U s (17)
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where U is the total number of image pixels and U refers to as
the number of foreground pixels only, wherein O (x, y) = 1.
It should be noticed that the rough threshold 7, is estimated
not only for segmenting the foreground but also for updating
the background model following the short-term mode. The
step size 6 is associated with the buffer size N over the thresh-
old 7, (i.e., for a larger buffer, a smaller step size will conduct
a smaller rough threshold, that leads to more pixels updated
in the buffer; on the contrary, less pixels will be updated
for a smaller buffer). Therefore, the step size § should be
computed based on the buffer size N to maintain the updating
speed of background model appropriately. Two thresholds
7, and 7, for making decision of mean and standard deviation
are estimated as follows

(x,y)
T, 1, A <T
T ey = 4 e T =
Ty 2; otherwise,
(x,y)
s 15 A < T
Ty =1 - o =t (18)
15 2; otherwise,
where 7,0 = max(z,_1.n (x,y)A,) and 7, » =

max ('Ca_l, N (x,) AU), in which A, and A, are the aver-
age of difference margin values that are greater than the
lower thresholds 7, 1= 20 and 7,_j= 20 corresponding to
the mean and standard deviation. In particular, A, and A,
are computed as follows

1
D= DOAE AN >,

Ho(xy)

_ 1 7

Bo = DOAFYIASY =1, (19)
7 (x,y)

where np , is the numbers of pixels that satisfies the condition
of ASY > 1, | and na, stands for the number of pixels that
meets the condition of Ag"’” > T 1.
The details of our proposed Locally Statistical Dual-Mode
background subtraction method is presented in Fig. 4 and
summarized in the following steps:
1) Initialize the background model with a N-sized buffer.
2) Extract the segmented foreground by a local intensity
pattern comparison algorithm.
« Calculate the representative image J by (1).
o Extract the preliminary foreground image D with
the threshold 7, in (2).
« For each arguable foreground pixel in D, capture
two local intensity patterns P; and Pj.
o According to (3) and (4), the mean u and standard
deviation o are retrieved.
o Obtain the difference of mean A, and standard
deviation A, by (6) and (7), respectively.
o Perform the refinement process with two decision
threshold 7, and 7, by the mean of (5).
« Finalize the foreground O with post-processing.
o Output is the segmentation image O.
3) Update the background model with a dual-mode
scheme.
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FIGURE 4. The detail workflow of Locally Statistical Dual-Mode background subtraction method.

o For the short-term mode, extract the difference
mask D via (9) to identify motion pixels.

« Update intensity of samples in the buffer by inten-
sity of the representative image at corresponding
pixels over (8).

« For the long-term mode, the buffer sampling rate 8
is determined by (10).

« Update the buffer by replacing some samples with
appropriate input images.

4) Estimate parameters used in foreground detection.

o From (13), the normalized intensity variation h for
all pixels is calculated via (14).

« Supported by (12), the scene variability factor 1 is
determined.

o Retrieve the rough threshold 7, (15) with
Agiobai and Agjopg estimated by (16) and (17),
respectively.

 Based on (19), two decision thresholds of mean 7,
and standard deviation 7, are figured out over (18).

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we evaluate the proposed background sub-
traction method and further compare with state-of-the-art
approaches in terms of foreground detection accuracy and
computational complexity on several videos representing var-
ious realistic challenges.

A. EXPERIMENTAL SETUP

Our proposed Locally Statistical Dual-Mode (LSD) method
is evaluated on the Wallflower dataset [41] and the
ChangeDetection 2014 (CDnet2014) dataset [42]. There
are seven image sequences in the Wallflower dataset for
performance evaluation.

o Camouflage: This sequence presents the challenge of
which moving objects are consolidated to the back-
ground by color or intensity.

o Bootstrapping: This sample is recorded in the indoor
environment, where moving objects are appeared at
beginning.

o TimeOfDay: The gradual change of illumination in the
background is shown in this video.
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o LightSwitch: This sequence depicts the sudden change
of global illumination.

o WavingTrees: This video illustrates an dynamic back-
ground motion, where a man walks across swaying trees.

o ForegroundAperture: This sample represents for a
motionless object which cannot distinguished from a
background.

e MovedObject: This sequence illustrates for background
displacement, where the location of a static object is
changed.

In the ChangeDetection 2014 dataset, totally 12 videos
selected from five challenging categories (e.g., Baseline,
Dynamic Background, Camera lJitter, Intermittent Object
Motion, Bad Weather) are used for detailed analysis through
visual and numerical results. The remaining samples in other
challenging categories (e.g., Low Framerate, Night Videos,
PTZ, Shadow, Thermal, and Turbulence) are reported in over-
all performance evaluation.

o Baseline: All sequences in this category including
highway, office, pedestrians, and PETS2006 present a
mixture of background motion, camera vibration, inter-
mittent object motion, and shadow at a middle-level
challenge. These videos are mainly used for evaluating
background subtraction approaches as reference.

o Dynamic Background: Two sequences canoe and over-
pass are chosen to benchmark the method against the
effect of strong background motions, such as boats on
sparkle water and trees shaken by the wind.

o Camera Jitter: This category consists of videos cap-
tured by vibrational cameras in outdoor environment
with varying jitter magnitude. Two videos badminton
and traffic are selected for benchmark.

o Intermittent Object Motion: This category presents
a common realistic scenario, known for ‘““ghosting”
artifact in motion detection, that means, some objects
move, then stop for a while, and suddenly move again.
Sometimes objects are abandoned for a long time. Two
sequences sofa and parking are typical samples for such
kind of challenge.

« Bad Weather: The poor winter weather condition with
thick fog and snow storm is presented in blizzard and
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TABLE 1. The information summarization of videos in CDnet2014 dataset
used for performance evaluation.

Category/Dataset Samples No. frames Img. resolution
camouflage 293 160 x 120
Bootstrapping 3054 160 x 120
Wallflower TimeOfDay 5889 160 x 120
LightSwitch 2714 160 x 120
WavingTrees 286 160 x 120
MovedObject 1745 160 x 120
Fore.Aperture 2113 160 x 120
highway 1700 320 x 240
Baseline office . 2050 360 x 240
pedestrians 1099 360 x 240
PETS2006 120 720 x 576
. canoe 1189 320 x 240
Dynamic Background overpass 3000 320 x 240
Camera Jitter ba@r}linton 1150 720 x 480
traffic 1570 320 x 240
Intermit. Object Motion f)(;iiing ;;5)8 ggg i 338
blizzard 7000 720 x 480
Bad Weather skating 3900 540 x 360

skating sequences. This category is suitable to verify the
noise reduction ability of the proposed LSD.

The information of all videos with the number of
frames and image resolution is summarized in Table 1.
Totally, seven common quantitative metrics, i.e. Recall (Re),
Specificity (Sp), False Positive Rate (FPR), False Negative
Rate (FNR), Percentage of Wrong Classifications (PWC),
F-Measure (F1), and Precision (Pre) [43] are used to bench-
mark the foreground detection performance, of which corre-
sponding formulations are given as below

Re = TP /(TP + FN) (20)
Sp = TN /(TN + FP) 21)
FPR = FP/(TN + FP) (22)
FNR = FN /(TP + FN) (23)
FN + FP
PWC = 100 x (24)
(TP + FN + FP +TN)

Pre = TP /(TP + FP) (25)
F1 = (2 x Re x Pre)/(Re + Pre) (26)

where TP, TN, FP, and FN refer to as the numbers of true
positives, true negatives, false positives, and false negatives,
respectively. Four metrics Re, Sp, Pre, and F1 should be
higher while remaining metrics are required to be smaller
for a better performance. In our proposed LSD approach,
the default values of hyper-parameters are set with N = 50,
m = 20 in the background model initialization, and hy =
0.15, 7,1 = 20, 75_1 = 20 in the parameter estimation.

Two experiments are performed in this section to bench-
mark the performance of the proposed LSD method and fur-
ther to compare with state-of-the-art background subtraction
approaches as follows

o In the first experiment, we evaluate and discuss the
influence of hyper-parameters on the foreground seg-
mentation performance.
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« Secondly, we benchmark the proposed background sub-
traction method on seven Wallflower and 12 CDnet2014
sequences, in which the visual result and segmenta-
tion accuracy are presented with detailed analysis and
discussion.

« Finally, the proposed method is compared with existing
background subtraction approaches, where the overall
performance of the whole dataset is reported. Addition-
ally, computational complexity is assessed in overall.

B. RESULTS AND DISCUSSION

The first experiment evaluate the influence of hyper-
parameters on the foreground detection accuracy. The overall
F-measure scores of 12 CDnet2014 videos are graphically
plotted in Fig. 5. In the background model initialization,
there are the buffer size N and the number of randomly
selected frames m that should be analyzed. Particularly,
we vary N and m values in the range of [10, 300] and [5, 50],
respectively. When increasing the size of buffer from 10 to
30, the overall accuracy is improved significantly. However,
the increment is tiny for the buffer size larger than 50 while
the memory is still in growing. Compared with the buffer
size N, the accuracy improvement when increasing m value
is less impressive. It can be seen that the utilization of more
frames from a large buffer is capable of estimating a more
clean background and reducing challenges of intermittent
object motion. According to the overall F-measure scores,
30 < N <75and 10 < m < 50 are recommended for good
trade-off performance. Due to the close relation of two lower
thresholds of mean 7, | and standard deviation 7, j used in
parameter estimation, we investigate their effect with a same
value in the range [5, 100]. Smaller or larger thresholds yield
worse results of foreground segmentation (i.e., more back-
ground pixels are misclassified to the foreground class in the
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FIGURE 5. The overall F-measure scores of CDnet2014 videos for the
influence evaluation of hyper-parameters: buffer size (top-left), number
of randomly selected frame (top-right), lower thresholds of mean and
standard deviation (bottom-left), and threshold of normalized intensity
variation (bottom-right).
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TABLE 2. Foreground detection accuracy of the proposed LSD method on the Wallflower and CDnet20014 datasets.

Sequences Abbr. Re Sp FPR FNR PWC Pre F1
Wallflower

Camouflage CAM 0.8984 0.9891 0.0109 0.1016 6.0052 0.9898 0.9419
Bootstrapping BOT 0.8133 0.9565 0.0435 0.1867 6.4271 0.7603 0.7859
TimeOfDay TOD 0.7768 0.9968 0.0032 0.2232 1.9688 0.9514 0.8553
LightSwitch LSW 0.9732 0.9811 0.0189 0.0268 2.0208 0.9106 0.9409
WavingTrees WTE 0.9755 0.9559 0.0441 0.0245 3.8073 0.9071 0.9401
ForegroundAperture FAP 0.7203 0.9600 0.0400 0.2797 10.1771 0.8621 0.7848
MovedObject MOB ND 1.0000 0.0000 ND 0.0000 ND ND

Average 0.8596 0.9732 0.0268 0.1404 5.0677 0.8969 0.8748

CDnet2014

highway HIG 0.9396 0.9997 0.0003 0.0604 0.0882 0.9697 0.9544
office OFF 0.9490 0.9984 0.0016 0.0510 0.4992 0.9780 0.9633
pedestrians PED 0.9020 0.9997 0.0003 0.0980 0.1283 0.9653 0.9325
PETS2006 PET 0.8378 0.9979 0.0021 0.1622 0.4132 0.8432 0.8405
canoe CAN 0.7786 0.9988 0.0012 0.2214 0.8972 0.9606 0.8601
overpass OVE 0.8206 0.9986 0.0014 0.1794 0.3763 0.8900 0.8539
badminton BAD 0.6639 0.9923 0.0077 0.3361 1.8981 0.7533 0.7057
traffic TRA 0.7235 0.9800 0.0200 0.2765 3.5990 0.7057 0.7145
sofa SOF 0.7360 0.9964 0.0036 0.2640 1.4950 0.9038 0.8113
parking PAR 0.7963 0.9737 0.0263 0.2037 4.0000 0.7175 0.7548
blizzard BLI 0.7514 0.9998 0.0002 0.2486 0.3132 0.9740 0.8483
skating SKA 0.8757 0.9991 0.0009 0.1243 0.5781 0.9764 0.9233
Average 0.8145 0.9945 0.0055 0.1855 1.1905 0.8865 0.8469

case of small lower thresholds and more moving object pixels
are undetected if lower thresholds are set too large). From
the result in Fig. 5, our method achieves the best accuracy
at 7, 1 = 20 and 7,_1 = 20. Compare with 7, | and 7, _1,
the threshold of normalized intensity variation is less impor-
tant, that means, the overall accuracy changes insignificantly
when varying the hg value from 0.1 to 0.5. However, due to
used for estimating the rough threshold t,, a large value of
hop may conduct a poor preliminary foreground mask which
is then refined by an intensity pattern comparison algorithm.
Consequently, the reasonable range of sp is 0.1 < N < 0.5.
In the second experiment, the quantitative results of the
Wallflower and CDnet2014 datasets are reported in Table 2
for detailed analysis. For the Wallflower dataset, the proposed
method segments the foregrounds of Camouflage, TimeOf-
Day, and WavingTrees accurately with F1 results over 0.94.
Besides including moving objects in a scene at the begin-
ning of a sequence, Bootstrapping also represents a more
complicated mixture of shadows and light reflection, that
conducts foreground misclassification (i.e., more background
pixels are faultily classified to the foreground class). In the
case of globally gradual change of illumination depicted in
TimeOfDay, our LSD method successfully detects a moving
object, however, the homogeneity of color and illumination
between the object and the background causes faulty seg-
mentation in the foreground (that means, some pixels of the
moving object are falsely segmented to the background class,
that leads to high FNR metric). The visual segmentation
results of Wallflower samples are presented in Fig. 6. For
the CDnet2014 dataset, the proposed LSD precisely detects
moving objects in middle-level challenging videos, including
highway, office, and pedestrians of Baseline with average
F1 over 0.95. Due to a quite complicated indoor environ-
ment with shadows, luminance refection, abandoned objects,
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and low brightness of PETS2006, unsuccessful object detec-
tion conducts high FNR metric. With the strongly unstable
background represented in canoe and overpass, the method
segments foreground fairly well by the local intensity pat-
tern comparison algorithm in foreground refinement process.
Detecting moving objects in a vibration scenario is really
challenging, especially with various difference magnitude
of camera jitter. From the numerical result, it can be seen
that a considerable amount of pixels is incorrectly classified
in badminton and traffic, e.g., background pixels are seg-
mented as foreground pixels in traffic of high FPR metric
and vice versa in badminton of high FNR metric. Intermittent
object motion is one of the most popular and challenging
scenarios in realistic condition because abandoned objects
staying for a while can be absorbed as a part of background.
Therefore, foreground segmentation sometimes fails without
an adaptive updating scheme for background model. The
LSD method with a dual-mode updating scheme is profi-
cient against the intermittent object motion challenge by a
quite impressive accuracy of both sofa and parking. Despite
strongly influenced by incessantly falling snow, the fore-
ground detection performance of blizzard and skating is truly
remarkable. This result proves the effectiveness of combining
rough detection and refinement process. Some visual seg-
mentation results of CDnet2014 sequences performed by our
proposed LSD method are shown in Fig. 7 (the last column).
Additionally, the average Re, Pre, and F1 results of our
proposed LSD method on several challenge categories of the
CDnet2014 dataset are reported in Table 3. Besides Baseline,
Bad Weather, and Dynamic Background categories, LSD seg-
ments moving objects in a scene quite precisely with Shadow,
Thermal and Turbulence samples. With other specific back-
ground scenarios, LSD can successfully detects moving
objects, however, the pixel-wise accuracy is unremarkable.
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FIGURE 6. The visual segmentation results of the proposed LSD method
and state-of-the-art approaches on the Wallflower dataset.

TABLE 3. Overall performance with the average of Re, Pre, and F1 metrics
on several challenge categories the CDnet2014 dataset.

Category Re Pre F1

Bad Weather 0.7652 0.8256 0.8004
Baseline 0.9071 0.9391 0.9226
Camera Jitter 0.6482 0.5852 0.5892
Dynamic Background 0.7890 0.7287 0.7293
Intermittent Object Motion 0.5412 0.6652 0.5748
Low Framerate 0.4026 0.7162 0.4932
Night Videos 0.8266 0.4128 0.5294
PTZ 0.5128 0.4772 0.4708
Shadow 0.8296 0.8068 0.7936
Thermal 0.7072 0.8514 0.7384
Turbulence 0.6884 0.7372 0.6846

In the last experiment, we compare our proposed LSD
background subtraction method with several state-of-the-
art approaches on the Wallflower dataset (i.e., Gaussian
Mixture Model (GMM) [12], texture-contained Gaussian
Mixture Model (TGMM) [15], Gaussian mixture shadow
model (GMSM) [17], memorizing GMM (MGMM) [18],
piecewise memorizing GMM (P-MGMM) [20], Lightness-
Red-Green-Blue (BF-LRGB) [44]) and on the CDnet2014
dataset (i.e., Gaussian Mixture Model (GMM) [12], improved
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Gaussian Mixture Model (EGMM) [13], Region-based Mix-
ture of Gaussian (RMoG) [21], Kernel Density Estimation
(KDE) [27], Visual Background Subtractor (ViBE) [32],
Spatially Coherent Self-Organizing Background Subtraction
(SC_SOBS) [36], and Graph Cut algorithm (GraphCut) [39]).

The F-Measure-based performance comparison on the
Wallflower dataset is reported in Table 4, in which the pro-
posed method outperforms others in the most of background
scenarios. In the challenges of globally sudden and grad-
ual changes of illumination illustrated in TimeOfDay and
LightSwitch, our LSD method reports the highest segmenta-
tion accuracy based on the proposed dual-mode background
model updating scheme. Besides the pixel-wise strategy in
the short-term mode, the long-term mode, which can update
the background model quickly following the frame-wise
scheme, seems to be efficient against some kinds of challenge
shown in the LightSwitch video. For three samples Camou-
flage, WavingTrees, and ForegroundAperture, BF-LRGB is
better than LSD, but the higher accuracy is insignificantly.
Compared with GMM and its improvements, both BF-LRGB
and LSD are considerably better in all of background
challenging experiments, especially with bootstrapping,
dynamic background motion, sudden and gradual illumina-
tion changes. When the global illumination of a scene (e.g.,
indoor environment) is changed immediately, GMM-based
approaches almost get the failure of moving object detection.

TABLE 4. F-Measure comparison of the proposed LSD method and the
state-of-the-art approaches on Wallflower videos.

Methods CAM BOT TOD LSW WTE  FAP
GMM [12] 0.8033 0.4915 0.5600 0.2558 0.7086 0.3788

TGMM [15] 0.8033 0.5129 0.4998 0.2560 0.7047 0.3788
GMSM [17] 0.8465 0.6092 0.1962 0.2233 0.8225 0.3245
MGMM [18] 0.7366 0.4844 0.4185 0.2640 0.7436 0.3047

P-MGMM [20] 0.8413 0.4924 0.6749 0.6992 0.6515 0.6018
BF-LRGB [44] 0.9750 0.7755 0.8090 0.8398 0.9758 0.8303
LSD 0.9419 0.7859 0.8553 0.9409 0.9401 0.7848

We provide the F-Measure results of several methods
benchmarked on CDnet2014 sequences in Table 5 for the
performance comparison. Besides that, the visual compar-
ison of foreground image is further given in Fig. 7. From
the numerical results in Table 5, most of methods segment
foreground of highway and pedestrians in Baseline master-
fully with F1 score greater than 0.90. However, some meth-
ods get false detection of office and PETS2006 due to the
lack of an adaptive background model updating mechanism,
e.g., GraphCut is much more fragile with intermittent object
motion challenge of office. GMM and its improved versions,
such as EGMM and RMoG, outperform GraphCut, but their
accuracy cannot compete with the others. According to the
running average based background model update scheme,
SC_SOBS delivers superior performance over the remain-
ing methods for the Baseline scenario, however, compared
with LSD, the improvement of SC_SOBS is insignificant.
In parallel, the Baseline segmentation results of SC_SOBS
and LSD in Fig. 7 also approve their preeminence compared
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FIGURE 7. The visual segmentation results of the proposed LSD method and state-of-the-art approaches on the CDnet2014 dataset.

TABLE 5. F-Measure comparison of the proposed LSD method and the state-of-the-art approaches on the CDnet2014 dataset.

Methods HIG OFF PED PET CAN OVE BAD TRA SOF PAR BLI SKA

GraphCut [39] 09033 03513  0.9259 0.6784 0.1194 0.8352 0.6418 0.3005 0.5578 0.2077 0.8621 0.9218
GMM [12] 0.9240 0.5919 09536 0.8286 0.8817 0.8719 0.6912 0.6636 0.6449  0.7494 0.7383  0.8778
KDE [27] 0.9353 09355 09572 0.8089 0.8822 0.8250 0.7233  0.5846 0.6466 0.3731  0.7720  0.9081
EGMM [13] 0.9038  0.6564 0.9598 0.8327 0.8851 0.8673 0.6669 0.6137 0.6524 0.7179 0.7585 0.8644
SC_SOBS [36] 09455 0.9703 09492 0.8684 0.9525 0.8838 0.8818 0.7062 0.6403 0.4034 0.5997 0.8956
ViBE [32] 0.8546  0.8170  0.8077 0.7065 0.7794 0.7464 0.6442 0.7384 0.5461 0.3877 0.7185 0.7616
RMoG [21] 0.8650 0.5864 0.9374 0.7505 0.9357 0.9011 0.7907 0.7482 0.5459 0.4585 0.5814 0.7921
LSD 0.9544 0.9633 09325 0.8405 0.8601 0.8539 0.7057 0.7145 0.8113 0.7548 0.8483  0.9233

with others. For the dynamic background motion challenge,
both SC_SOBS and RMoG are the leading methods with out-
standing accuracy. GraphCut conducts a poor performance
with canoe, wherein the water surface is recognized as the
foreground due to light reflection. It can be seen that the
F1-based results of remaining methods and LSD are almost
equivalent. For the sequences in Camera Jitter scenario,
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by modeling background as a flat neuronal map wherein
neurons are constrained by spatial weights, SC_SOBS has
the potential of dealing with vibration issue. As mentioned
before, due to not being an expert in handling vibration issue,
our LSD presents moderate results of badminton and traffic,
at which it reaches the third place behind SC_SOBS and
RMoG. However, LSD is more efficient than other meth-

9779



IEEE Access

T. Huynh-The et al.: LSD Background Subtraction Approach

ods of eliminating noise caused by camera jitter since the
foreground images of LSD are cleaner than those of com-
petitors in Fig. 7. With respect to the intermittent object
motion challenge, LSD significantly outperforms the others
based on the advantage of dual-mode background updating
scheme. For more explanations, the buffer is updated follow-
ing the long-term mode for the scenario of abandoned objects
in sofa and parking. Remaining methods usually assimilate
abandoned objects to the background through their updating
progress, therefore, most of them cannot detect or segment
those things precisely. Indeed, after abandoned objects are
absorbed to the background, there are two scenarios: (i) the
abandoned objects cannot be segmented to the foreground
during its stay in a scene and (ii) the abandoned objects
are still detected as the foreground after moving out of a
scene. Notably, the second scenario is commonly known
as the “ghosting” artifact in motion detection. For the last
challenge, where moving object detection is strongly affected
by bad weather conditions, concretely, dense fog and snow
storm in both benchmark videos. GraphCut and LSD share
the leading position of F1-based performance competition of
blizzard and skating, respectively. The remarkable accuracy
of GraphCut and LSD is further evidenced by the foreground
images in Fig. 7. Compared to GraphCut and LSD, SC_SOBS
and RMoG produce inferior performance drastically with
F1 of approximately 0.6 of blizzard. With skating, the most of
experimental methods accomplish the segmentation task well
with F1 scores over than 0.86, except ViBE and RMoG.

The overall averaged results of Recall, Precision, and
F-Measure of the whole Wallflower and CDnet2014 datasets
are reported in Table 6. In general, the proposed LSD method
is remarkably better than other methods on the experiments
of Wallflower sequences (e.g., higher than GMM-based
approaches by 0.16, 0.39, and 0.34 of Re, Pre, and F1 metrics,
respectively). Compared with BF-LRGB, a very recently
state-of-the-art foreground detection approach, LSD yields
the higher performance of Re and F1, but worse result of
Pre with a minor margin. For the CDnet2014 dataset, ViBE
shows the worst overall performance. In spite of the fact that
ViBE is better than KDE, GMM-based for the Pre metric,
it cannot be competitive in terms of F1 metric due to its
lowest Re score (i.e., high FN indicates that a large number
of background pixels are misclassified to the foreground
class). Despite achieving the high overall Re of 0.74, KDE
finalizes the experiment with medium Pre and F1 results.
Three methods consisted of GraphCut, GMM, EGMM, and
RMoG segment foreground equally well, but not impressive.
SC_SOBS shows the robustness against some challenges
based on results reported in Table 5 with the best overall Re
score of 0.76, however, the overall performance of F1 is just
acceptable due to its fragility with such some challenges as
the intermittent object motion and bad weather (particularly,
detection failure sometimes occurs if a moving object stops
for a while, and then is absorbed to the background). Our
LSD proposed method, which involves the local intensity pat-
tern comparison algorithm for detecting foreground and the
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TABLE 6. Overall performance comparison with the average of Re, Pre,
and F1 metrics on the CDnet2014 dataset.

Methods Re Pre F1
Wallflower
GMM [12] 0.7911 0.4338 0.5330
TGMM [15] 0.8044 0.4197 0.5259
GMSM [17] 0.6110 0.4623 0.5037
MGMM [18] 0.7176 0.4226 0.4920
P-MGMM [20] 0.5965 0.7690 0.6602
BF-LRGB [44] 0.8484 0.9026 0.8676
LSD 0.8596 0.8969 0.8748
CDnet2014
GraphCut [39] 0.6297 0.6666 0.5684
GMM [12] 0.6846 0.6025 0.5707
KDE [27] 0.7375 0.5811 0.5688
EGMM [13] 0.6604 0.5973 0.5566
SC_SOBS [36] 0.7621 0.6091 0.5961
ViBE [32] 0.3072 0.6322 0.4134
RMoG [21] 0.5940 0.6965 0.5735
LSD 0.6925 0.7041 0.6660

TABLE 7. Overall processing speed comparison on the
CDnet2014 dataset.

Methods Environment Processing time
GraphCut [39] C++ ~71fps for 320 x 240
GMM [12] C++ ~21fps for 720 x 480
KDE [27] C++ ~9tps for 720 x 480
EGMM [13] C++ ~49fps for 720 x 480
SC_SOBS [36] C ~4fps for 720 x 576
ViBE [32] C++ ~391ps for 720 x 480
RMoG [21] N/A N/A

LSD C++ ~31fps for 720 x 480

dual-mode scheme for updating background model, achieves
the best performance with greatest overall Pre and F1 scores.
Additionally, it can be recognized that LSD is more stable
than other benchmark approaches, that means, the method
durably produces results in leading portion of such accuracy
competition.

Finally, evaluating and measuring the computational com-
plexity of a background subtraction method in terms of pro-
cessing time metric is important for real-time video-based
surveillance systems. In this experiment, we summarize the
processing speed results of all comparing methods (only
evaluated on the CDnet2014 dataset) in Table 7. With a
notebook equipped with Core i7 2.7GHz and 8GB RAM,
the processing speed of our proposed LSD method reaches
~31fps for 720 x 480 video in C++ environment. It should
be noted that other methods are benchmarked on different
machine configurations, for example, EGMM achieves 49fps
with Core i7 3.4Ghz. However, it can be observed that the
proposed LSD is pretty competitive with the state-of-the-
art background subtraction approaches in terms of computa-
tional complexity.

V. CONCLUSION

In this research, we have proposed a novel background
subtraction method called LSD for detecting moving objects
precisely in video-based surveillance systems. The method
consists of background model initialization, intensity pattern
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comparison based foreground detection, dual-mode back-
ground update, and parameter estimation stage. Regarding
foreground detection, besides a rough process, we principally
recommend an efficient algorithm for a refinement process
based on analyzing the homogeneity of local intensity pat-
terns of the input frame and the background model to classify
a pixel into either foreground or background class. From
these two detection processes, the foreground is segmented
more precisely with low cost of computation. We have also
proposed a dual-mode background model updating scheme
for short- and long-term motion detection scenarios. The
short-term mode is operated following a pixel-wise updating
manner while the long-term mode updates the model in a
frame-wise manner. The dual-mode updating scheme profits
the background model to be more robust against many fore-
ground detection challenges, especially intermittent object
motion. Parameters used for foreground detection of the
next frame is estimated based on the locally and globally
statistical information of segmented foreground. Different
from existing approaches where there is only one global
threshold for all pixels classification, our proposed LSD
calculates local thresholds for every particular pixel which
subsequently yields higher classification accuracy.

In the experiment, the proposed LSD method is bench-
marked on several practical motion detection challenges of
the Wallflower and CDnet2014 datasets. Outstanding exper-
imental results have demonstrated that LSD outperforms
several other existing background subtraction approaches
(i.e., GMM, KDE, EGMM, ViBE, SC_SOBS, GraphCut,
RMoG, and BF-LRGB) in terms of segmentation accuracy.
Thanks to maintaining a reasonable processing speed over
31fps, our method is practically suitable to indoor and out-
door video-based surveillance systems as CCTV for many
realistic applications, such as intelligent traffic monitoring,
abnormal event detection, human activity analysis, and etc.
In future, we would like to update the rough and refine-
ment detection processes for the proficiency of eliminating
dynamic background motions.
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