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ABSTRACT Energy efficiency and sustainability are important factors to address in the context of smart
cities. In this sense, smart metering and nonintrusive load monitoring play a crucial role in fighting energy
thefts and for optimizing the energy consumption of the home, building, city, and so forth. The estimated
number of smart meters will exceed 800 million by 2020. By providing near real-time data about power
consumption, smart meters can be used to analyze electricity usage trends and to point out anomalies guar-
anteeing companies’ safety and avoiding energy wastes. In literature, there are many proposals approaching
the problem of anomaly detection. Most of them are limited because they lack context and time awareness and
the false positive rate is affected by the change in consumer habits. This research work focuses on the need to
define anomaly detection method capable of facing the concept drift, for instance, family structure changes; a
house becomes a second residence, and so forth. The proposed methodology adopts long short term memory
network in order to profile and forecast the consumers’ behavior based on their recent past consumptions.
The continuous monitoring of the consumption prediction errors allows us to distinguish between possible
anomalies and changes (drifts) in normal behavior that correspond to different error motifs. The experimental
results demonstrate the suitability of the proposed framework by pointing out an anomaly in a near real-time

after a training period of one week.

INDEX TERMS Anomaly detection, concept drift, machine learning, smart grid, time series analysis.

I. INTRODUCTION

A. CONTEXT

Recent studies in the area of smart grids highlight important
issues. The Northeast Group, LLC by studying 125 countries
around the world, realizes that utility companies lose about
$96 billion every year due to non-technical losses also known
as NTLs (i.e., electricity theft, fraud, billing errors, and other
lost revenue) [1]. It is also estimated that the global energy
consumption will increase really much for 2040 ! impacting
the economy and the planet.

Moving toward the smart cities and the smart energy [2],
energy efficiency and sustainability are important factors to
address. In this sense, smart metering and nonintrusive load
monitoring play a crucial role for fighting energy thefts and
for optimizing the energy consumption of home, building,
city, and so forth. The estimated number of smart meters
will exceed 800 million by 2020. By providing near real-
time data about power consumption, smart meters can be used

'IEA. World energy outlook 2017 executive summary.

to analyze electricity usage trends and to point out anoma-
lies guaranteeing companies’ safety and avoiding energy
wastes. In order to address these challenges, it is required to
apply emerging results in the area of Artificial Intelligence
for enabling advanced monitoring capabilities. Among oth-
ers, anomaly detection [3] is an important issue to address
companies’ revenues and safety by implementing continu-
ous monitoring of consumers’ activities. On the other hand,
by recognizing, for instance abnormal energy consumption
growth for a specific consumer, it should be considered as a
way for an early alerting that induces a reduction of energy
waste in buildings. The outcome will be the smoothing of the
impact of the energy consumption growth on the economy
and the planet. This paper introduces a novel method for iden-
tifying anomalies by collecting and analyzing data coming
from these smart meters. The research stresses the importance
of profiling electricity consumptions in order to estimate
nearly real-time eventually fraud, concept-drift or anoma-
lies in energy consumption. The proposed approach uses
machine learning in order to forecast changes in energy
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consumption and consequently alerting the expert about
anomalies or changes of habits. In this sense, the research
contribution can actually address the challenge of energy
efficiency and sustainability that are important issues in the
context of smart cities. Indeed, the proposed methodology
relies on (i) a clustering analysis applied to historical time
series for identifying energy consumption profiles, (ii) an
LSTM model trained on the curves of the clustering cen-
troids in order to forecast future individual consumptions with
respect to the most common profiles, and (iii) the analysis of
the forecasting error motif for identifying potential anoma-
lies. The idea is applying Machine Learning techniques in
order to model consumers’ behavior based on their con-
sumptions along the time, and identify possible anomalies in
such behaviors. However, for real world time series what is
defined as a ‘“‘normal behavior”can change along the time
making start to the concept drift. In fact, when we talk about
stream processing, we must consider the evolution of the data
along the time, and due to the non-stationary characteristics
of streaming data, it is important to continuously adapt the
decision model to concept drifts. In the energy environment,
a concept drift could be represented by events such as the fol-
lowing: (i) a family decrease (e.g., it passes from 5 members
to 3 members because one son gets married and another one
goes to study outside); (ii) sometimes the family moves out
to another house (e.g., a cottage or a beach house); (iii) one
person retires; etc. Despite to the existing approaches, this
framework also considers concept drift as the possibility to
both avoiding false positives and recognizing new behaviors
in a focused re-train of the neural network.

B. PROBLEM DEFINITION

The problem consists in identifying anomalies in con-
sumers’ behaviors through data stream analysis, considering
circumstances in which hypothetical anomaly is due to a
changing into costumer profile (i.e., concept drift) rather than
fraud, theft, or losses. In Machine Learning, concept drift
refers to an unexpected changing in the statistical properties
of the predicted variable [4] that could cause a substantial
decrease in the prediction performances.

C. PROPOSED SOLUTION

Since the literature reports very high performance by regres-
sion algorithms for prediction of energy consumption, and
with the availability for the advanced meters of more online
data, the objective of this paper is to define a noise tolerant
concept drift and time-aware system able to distinguish an
anomaly from a user profile’s change. The idea consists of
training a Long Short Term Memory (LSTM) network by
means of some different consumers’ profiles extracted by
applying a clustering algorithm on their consuming (i.e.,
4 clusters experimentally obtained). The obtained model is
exploited for predicting next consumption at each instant.
Successively, by comparing the prediction against the real
consumption we calculate a prediction error which is com-
pared with the errors did during the last week. More precisely,
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we consider the standard deviation (o) of the prediction errors
made in the last week and fix —20 and 20 as a lower and
upper bound, respectively. So, if the standard deviation of the
last 24 hours is not in this range, an anomaly is pointed out.

D. CONTRIBUTIONS
The main contributions of the proposed research are:

e A concept drift aware method able to distinguish
between normal and anomalous consuming profiles that
also discriminates between profile changes (i.e., concept
drift) and real anomalies, with a near real-time anomaly
detection.

« A context-aware system for the anomaly detection: the
regression model makes prediction considering both the
last 24 hours consumptions and context information
such as the month of the year, the day of the week and
SO on.

o Pre-processing dataset by means of a clustering allows
to extract the most representative profiles to use during
the model training, and training a unique neural network
makes the framework more efficient.

« Concept drift recognizing capacity avoids the need to re-
train the model after behavior changes because the sys-
tem automatically recognize them. As opposite, using of
the system by a human expert helps to establish when a
new model training is needed (e.g., it is emerging a new
profile never seen before).

o Training the model by cluster centroids makes the
anomaly detection heuristics independent from the
model and its predictive performances.

E. EXPERIMENTAL RESULTS

The proposed framework has been tested on the Electric-
ityLoadDiagrams20112014 > dataset. Outcomes confirm the
suitability of the combination between the LSTM neural
network and the proposed anomaly detection algorithm with
promising results evaluated in terms of Precision and Recall
performed on the number of corrected detected anomalies.

F. OUTLINES

The paper is structured as follows: Section II analyzes the
state of the art in terms of anomaly detection and concept
drift aware systems. Section III and IV present, respectively,
the proposed framework and its evaluation. Finally, Section V
concludes the paper.

Il. RELATED WORKS

In the last few years, the interest about anomaly detec-
tion in the area of energy consumption has attracted much
interest, and the proposed solutions are numerous. In [5],
it is presented a methodology for non-technical loss (NTL)
detection that exploits smart meter data together with aux-
iliary databases with contextual information. Chen et al. [6]

2https ://archive.ics.uci.edu/ml/datasets/ElectricityLoadDiagrams
20112014
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propose the use of fractional-order self-synchronization
error-based Fuzzy Petri nets (FPNs) to detect nontechni-
cal losses and outage events in micro-distribution systems.
A rough set based approach is presented in [7]. Ford et al. [8]
demonstrate the effectiveness of an artificial neural network
as a technique for the modeling of consumers’ energy uti-
lization and the identification of anomalies. In [9], two linear
regression-based algorithms aiming to (i) model consumers’
energy consumption, and (ii) evaluate potential energy theft
caused by meter tampering, are presented. The work in [10]
presents a theft detector based on the combination between
meter audit logs of physical and cyber events with consump-
tion data. Another approach based on the combination of text
mining, neural networks, and statistical techniques for the
detection of NTLs is presented in [11]. Finally, some other
approaches aiming to reduce NTLs, propose lower level solu-
tions such as a GSM-based Energy Recharge system [12], or
a state estimation based approach for distribution transformer
load estimation [13].

Concerning concept drift, in the literature, its applica-
tions regard different types of task: monitoring and control,
information management, and diagnostics. Together with dif-
ferent target applications, concept drift can be applied to dif-
ferent data types: sensor streams, time-stamped documents,
relational data tables and so on [14]. Ogundele et al. [15]
described the importance of capturing time drifting patterns
in user preferences. They presented two leading recom-
mender techniques: factor modeling and item-item neighbor-
hood modeling. The time feature is considered crucial also
in POI [16] and service [17] recommendation through the
evaluation of a time-aware user similarity; and in mining cus-
tomer preference in physical stores [18]. Sun and Dong [19]
adopt clustering and time impact factor matrix to predict user
interest drifts through a linear regression.

In terms of combination between two presented issues (i.e.,
anomaly detection and concept drift), a very recent work [20]
presents a time series anomaly detection system based on a
Recurrent Neural Networks (RNNs) which is updated from
time to time after an anomaly detection. Since the approach
is not thought for the energy domain, it does not fit our goal
because of the risk that a fraud seen as an anomaly becomes
a network parameter and influences negatively subsequent
predictions. So, what emerges is the lack of systems able to
recognize anomalies without the influencing of concept drift
events.

Ill. CONCEPT DRIFT AWARE ANOMALY DETECTION
FRAMEWORK

The proposed solution consists of a classification technique
based on a regression model exploiting sensor data coming
from the smart grid. This model aims to help an expert in the
identification of anomalies in energy consumptions through
the monitoring of the differences between the predicted and
real consumptions. In particular, the framework consists of
two main stages: (i) a regression model preparation phase,
and (ii) an anomaly detection phase. Following, we will
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FIGURE 1. LSTM memory block [23].

define theoretical background about the proposed methodol-
ogy and, then, detail it.

A. K-MEANS CLUSTERING

The K-means algorithm [21] is considered the most popular
and simplest clustering algorithm. Starting from a given num-
ber of clusters K, it arranges the input objects in K clusters
based on their attributes through a set of iterations. At each
iteration, the algorithm chooses a centroid for each cluster and
links each object to the nearest centroid after the evaluation
of a distance between them. The algorithm ends when the last
iteration does not make any change into the location of the
centroids.

More formally, let X = {xi, ..., x,} be the set of obser-
vations to be clustered into a set of K clusters, C =
{Cy, ..., Ck} whose centroids are {cy, ..., ct}. The algo-
rithm aims to minimize the sum of the squared distances of
each object (x;) with respect to its centroid (c):

K
min Y [l — e |l M

k=1 x;€Cy

where in eq Il Xi —ck [|? is the Euclidean distance between
the centroid and all observations in Cy. Each centroid is
evaluated as:

Zx,-eck Xi

o = =G )
Ng

where ny is the number of observations belonging to the
cluster Cy.
The algorithm works as follows:

9647



IEEE Access

G. Fenza et al.: Drift-Aware Methodology for Anomaly Detection in Smart Grid

Historical Energy
Consymption

Sy

Clusters

= '......
-]

By A 4

A

LN

Data Preprocessing

Profiles Extraction

Regression Model
Construction

Malformed rows
removal

Time information extraction

A
E K-Means clustering
Training set preparation

Recurrent Neural
Network training

FIGURE 2. Process of LSTM model training for energy consumption forecasting.

1) Select K observations as the initial set of centroids
(generally in a random fashion or by heuristics).

2) Assign each observation to the cluster having the clos-
est centroid.

3) Recalculate the centroids when all observations are
arranged.

4) Repeat Step 2 and 3 until centroids do not change.

B. LONG SHORT TERM MEMORY NETWORK

Long Short Term Memory [22] is a particular type of Recur-
rent Neural Networks (RNN). These last have been designed
in order to understand the sequential nature of the data by
using past history. Technically, this is achieved The architec-
ture of LSTM consists of one input layer, one hidden (i.e.
LSTM) layer, one output layer, and some memory blocks.
Each memory block has multiple cells which have recurrent
connections among them, an input gate (i), a forget gate (f)
and an output gate (0). The input gate learns information
to store in the memory. The forget gate learns the length of
stored information, and the output gate learns when the stored
information should be used. An example of single memory
block is shown in Fig. 1.

The purpose of a LSTM network consists of identifying a
correlation between an input sequence x = (xi, ..., x7) and
an output sequence y = (y1,...,yr). It is done by calcu-
lating the network unit activations by processing following
equations iteratively [24]:

ir = o(Wixxy + Wimmi—1 + Wicer—1 + bi) 3
fi = o(Wpxy + Wypmy—1 + Wepcr—1 + by) “4)
cr =ft Oc—1 +ir © gWexxs + Wemme—1 +be)  (5)
0r = 0 (Woxxs + Wommy—1 + Woecr + bo) (6)
m; = o; O h(cy) @)
Yr = ¢(Wymmt + by) (8)

where the W terms denote weight matrices (e.g. W, is the
matrix of weights from the input gate to the input), the b
terms denote bias vectors, o is the logistic Sigmoid function,
m is the cell output activation vector which have the same size
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of i, f, 0, and c (the cell activation vectors). © is the element-
wise product of the vectors, g and h are the cell output
and input activations that use hyperbolic tangent activation
functions, ¢ is the softmax output activation function.

C. REGRESSION MODEL PREPARATION

The regression model has been implemented by means of a
deep neural network. In particular, we have chosen a Long
Short Term Memory (LSTM) network due to its capacity
to learn long-term dependencies. Its preparation mostly con-
sists of the design and training of the neural network whose
process is depicted in Fig. 2. Starting from a dataset of
historical time series about energy consumptions, we make
a data pre-processing in order to remove malformed rows,
and extract needed additional information (e.g., timeslice,
previous average consumption, etc.). Cleaned data becomes
input for a clustering operation which aims to aggregate
similar consumption profiles and to guide the creation of a
training set. Finally, the network is trained by means of cluster
centroids.

The structure of the network consists in a first visible
layer with 1 input, a hidden layer with 80 LSTM neurons,
and an output layer that makes a single value prediction.
The number of lag observations for each input is relative to
the last 24 hours (i.e., 96, considering an observation every
15 minutes). The default sigmoid activation function is used
for the LSTM blocks, and the training of the network is done
for 90 epochs.

The deep neural network gives as input features infor-
mation as the energy consumption, and the time aspects.
In particular, the input vector for training is composed
by:

« the day of the week;

« the day of the month;

« the month of the year;

« the timeslice (extracted through a partition of the day in 6
slices);

« an average consumption about the previous hour;

« an average consumption about the last but one hour;

VOLUME 7, 2019
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FIGURE 3. Process of anomaly detection through LSTM model usage.

1. Training the network until instant ¢;
2. Take the real consumption at t+1:
CRit1;

3. Forecast the next value: CPu;;

4. Evaluate the prediction error:
Si41 = (CRy11 — CPiyq)?;

5. Evaluate o(Ar) Ag = {041, 0, 00—1, .
6. Check if: o(Ag) € (—20,20).

o 0oa )

Listing 1. Anomaly Detection Algorithm.

and the real consumption value as a label, which becomes the
prediction value in the test phase.

The extracted LSTM model is unique for all consumption
behaviors.

D. ANOMALY DETECTION

The core of the framework is the anomaly detection process
depicted in Fig. 3. It analyzes the prediction errors achieved
by the neural network trained in the previous phase in order
to distinguish between normal or anomalous behaviors. The
general idea is evaluating the error trend along the time by
means of its standard deviation. Unlike the most of works
at the state of the art, we do not limit the analysis to the
estimation of the absolute error between predicted and real
consumption at a specific time instant, but analyzing its trend.
We define a range between —20 and 20, where o is the
standard deviation of the prediction errors made in the week
precedes the actual instant. A value of standard deviation of
the error prediction at the actual instant that does not lay
in such range, is an indication of possible anomaly. Con-
sidering values about the last week allow us to distinguish
anomaly from customers profile changing. The idea is that
the assumption of anomaly must be verified by a continuous
abnormal activity that does not reflect any of the profiles
identified during the learning phase. Summing up, given the
range (—20, 20), at each timestamp ¢, the proposed anomaly
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FIGURE 4. Anomaly Detection Algorithm.

detection algorithm makes the process exposed in the List-
ing 1 and in the flowchart in Fig. 4.

More formally, at each instant ¢, letbe S = {s1, 52, ..., 57}
the set of standard deviations evaluated on 24 hours for each
day of the week that precedes 7, we define the anomaly as
follows:

VseSst>2stVseSs,<—2xs )
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where s; is the standard deviation evaluated in the 24 hours
that immediately precede ¢.

The choose to set the range basing on the standard devia-
tion was inspired by the empirical rule of normal distribution
from which the 95% of values lie within roughly in range
(=20, 20), and most influenced from [25] and [26].

IV. EXPERIMENTATION
The proposed framework consists of Python scripts that:

1) Generating clusters of data in order to determine the
most representative profiles to use during the subse-
quent training. The adopted clustering algorithm was
the K-means, it was applied by means of Scikit-learn
library,? after an outliers removal.

2) Constructing and training a LSTM neural network by
means of Keras library.* The regression model creation
was made after a clustering of values of consumption of
all the users in one year, in order to extract a significant
sample of consuming.

3) Identifying anomalies in the test series.

For identifying the number of the clusters in order to exe-
cute K-means algorithm, we adopted two different heuristics:
the Elbow Method and the Silhouette Coefficient [27]. The
first one, starting with K = 2, and keep increasing it in each
step by 1, evaluates the clustering and its goodness by means
of the sum of squares distance inside each cluster. More pre-
cisely, if we plot the average sum of squares distance inside of
each cluster (i.e., Wy), and the number of the clusters, we can
see that the first clusters will add much information (explain a
lot of variance), and for certain K the graph begins to flatten
significantly. This point is named ‘“‘elbow”’and is the value
we are looking for (see Fig.5). Wy is calculated as follows:

k
1
Wi = —D 10
= s (10)
r=1
where k is the number of the clusters, n, is the number of
points in cluster r and D, is the sum of distances between all

3http://scikit—learn.org/stable:/
4https://keras.io/
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FIGURE 6. Silhouette Coefficient for optimal k.

TABLE 1. Performance about LSTM model trained with different number
of centroids.

K Precision Recall
2 71% 82.5%
3 75% 86%
4 78% 88%
5 7% 86%
points in a cluster, evaluated as follows:
ny—1 n,
Dr=2 .2 |di—df an
i=1 j=i

The second method, the Silhouette Coefficient, measures
the difference between the within-cluster tightness and sepa-
ration from the rest. In particular, the silhouette width s(o) for
object o € O is defined as:

s(0) = M (12)

max(a(o), b(o))

where a(o) is the average distance between o and all other
objects of the cluster to which o belongs, and b(o) is the
minimum of the average distances between o and all the
objects in each other cluster. Values of silhouette width range
between —1 and 1. If all the silhouette width values are close
to 1, it means that the set O is well clustered. A clustering
can be characterized by the average silhouette width S of
individual objects. The largest average silhouette width, over
different K, indicates the best number of clusters. In our case,
obtained results for k = 2. .. 10 are in Fig. 6.

Since the returned values of Elbow method and Silhouette
Coefficient seem not to correspond, we also applied a hier-
archical agglomerative clustering (with Euclidean distance)
that does not require number of clusters as input. Hierarchical
clustering extracts 3 clusters for representing the overall set of
consumers. So, we decided to execute the k-means clustering
by varying K in the range [2, 5], and trained our LSTM
model with resulting centroids in four different experimen-
tations. Thus, we evaluated the performance as described in
Section IV-B for each resulting model. As shown in Table 1,
the best performance are obtained with K = 4
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FIGURE 8. Example of standard deviation trend of prediction errors for a normal behavior.

A. DATASET

The dataset used for the validation of the proposed framework
is ElectricityLoadDiagrams20112014° publically available
on UCI repository. It is composed by the consumptions about
370 users from 2011 to 2014 with an observation every
15 minutes. Involved users are clients with different economic
activities such as offices, factories, hotels, restaurants, and so
on.® A further dataset description is available in [28].

A pre-processing of data removed empty rows, and
extracted needed additional information (e.g., timeslice, pre-
vious average consumption, etc.).

After an extraction of 4 clusters of users’ consumptions
during the year 2014, the training of the model was conducted
on the extracted centroids in the period between January and

5 http://archive.ics.uci.edu/ml/datasets/ElectricitylL.oadDiagrams
20112014

OThis justifies very high consumption values shown into the following
diagrams.
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November. The evaluation of the model was conducted on
the consumptions of the same consumers in December of the
same year. The test set, instead, consisted of a set of 300 users.
Concerning the anomaly detection, we selecting, inside the
dataset some anomalous profiles (i.e., time series which
presents some irregularities) for a total of 14% of the overall
test set, and create some profile changes (i.e. concept drifts)
by combining consumptions belonging to multiple clusters
for a total of 13% of the overall test set. In this case, we are
assuming the hypothesis in which a customer change his
tendencies passing from a cluster to another (e.g., a hotel
launches services of an health center).

B. EVALUATION

The evaluation of the system consists of two main phases:
(i) performances analysis about predictions made by the
LSTM model; (ii) algorithm’s capability to anomaly and
concept drift detection. For the first stage, we adopt the

9651



IEEE Access

G. Fenza et al.: Drift-Aware Methodology for Anomaly Detection in Smart Grid

004 — predicted
— real

3500 4 === profile changing

3000 4

2500 -
2 2000

150

=

ol

22!06:"2014 29!06}2014

FIGURE 9. Prediction example during a concept drift.

UGFD?:”EUlﬂ B."D?;’Eﬂlﬂ 20!’0?:”2014

09 A

08 A

0.7 4

06

0.5 4

04+

034

Standard deviation of prediction error

0.2 4

01 A

=== profile changing

22/06/2014 29/06/2014

06/07/2014 13/07/2014 20/07/2014
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Root Mean Squared Error (RMSE) metrics, a widely used
statistical method to calculate the difference between real and
forecasted values, and defined as follows:

n /N2
RMSE = 1/M+m (13)

where y; is the prediction value, y, is the real consumption
value in the test set, and 7 is the number of instances.

The validation phase carried out a max RMSE of 0.15 kW
and a minimum RMSE of 0.001 kW. However, objectives
of present work are beyond the validity proof of an LSTM
model (and, more generally, recurrent neural networks) for
time series prediction. It is already considered a fact as shown
in a variety of works also in the smart grid domain [29]
and [22]. The main goal of this paper is demonstrating the
feasibility of an LSTM-based system in recognizing anoma-
lies in the time series and distinguish them from concept drift
events. Furthermore, we are demonstrating that the proposed
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heuristics is independent from the model and its precision. So,
we adopt the classical pattern recognition metrics Precision
and Recall. They are defined as following:

|Agold ﬂ Avet |

Precision = ——— (14)
|Aret|
A A

Recalt = e NAr] (15)
|Agold|

where Agold = {agoldl s Agoldys « + + » agoldm} and Ay =
{a1, az, ..., a,} are, respectively, the gold set of anomalies
existing in the test set, and the result set of anomalies retrieved
by the system.

The test set execution carried out values of Precision and
Recall equal to 78% and 88%, respectively.

C. RESULTS
In this section, we will present some example of execution
about the anomaly detection algorithm. Fig. 7 shows an
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example of prediction about a normal consumption. It is
evident that, beyond instant error values, the predictions fol-
low the real trend of the series. This is also evident in the
graph about the standard deviation of the prediction error
in Fig. 8.

Fig. 9 shows a profile that changes along the time by
illustrating real and predicted curves, that is an example of
concept drift. In addition, in Fig. 9 the dashed vertical line
points out when the change starts. Fig. 10 shows the standard
deviation at intervals of 24 hours of the difference between
real and predicted time series shown in Fig. 9. In particular,
Fig. 10 points out that the error trend evaluated when the
profile change happens is almost normal, and after a first
period also the predictions will be re-adapted to the novel con-
sumer’s behavior. This allows us to not raise any anomaly and
happens because we trained the LSTM model for recognizing
the most representative behaviors altogether.

VOLUME 7, 2019

Fig. 11 and Fig. 13 show the predicted time series against
the real consumption series about two anomalous curves,
in Fig. 12 and Fig. 14, respective standard deviation of pre-
diction errors are depicted. It is evident that the system recog-
nizes anomalies some hours later the start of them. It happens
that the model tries to predict the consumptions as in the past
predictions, since it is guided from acquired knowledge and
actual context. So, while the real consumptions grow, the pre-
dicted ones remain the same and consequently, the prediction
error increases. In this case, the standard deviation of the error
in the last 24 hours exceeds the 2o threshold and the anomaly
is pointed out.

In order to verify the real efficacy of the proposed algo-
rithm, we made additional tests on other anomaly types.
In particular, while the anomalies shown previously consist
of unexpected increases of the consumptions, the anomalies
shown in Fig. 15 and Fig. 17 consist of new different trends
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FIGURE 14. Standard deviation trend of anomalous consumption recognized by the system.
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FIGURE 15. Prediction example of an anomalous event.
in the consumption time series. In all the cases, as also visible of few tens of observations corresponding to few hours. This
in Fig. 16, and Fig. 18 the delay of the anomaly detection is delay may be reduced by using more curves in the training.
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FIGURE 16. Standard deviation trend of anomalous consumption recognized by the system.
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FIGURE 17. Prediction example of an anomalous event.

As shown in all the previous examples, the choice of train-
ing a unique model by means of centroids resulting from the
clustering application, make the system more robust in terms
of pattern recognition when such patterns have been known
during the training itself. In this sense, with the purpose of
demonstrating the ability of the model to distinguish known
patterns, concept drifts, and anomalies, we have collected
some consumptions in different periods of time for a specific
consumer. In particular, in Fig. 19 we show the consumptions
about the first user labeled as anomaly (see Fig. 11) in the
six month that precede the anomalous period while, in the
Fig. 20, we show consumption about the same period but in
the previous year (i.e., 2013).” This suggests that the model
is able to keep trace about the consumption motifs for all the
users. However, what could happen is that after an unknown

7Let us note that consumptions about the year 2013 are not included in
our test-set.
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30/11/2014

03/12/2014  06/12/2014  09/12/2014 12122014  15/12/2014

period of time, the LSTM model becomes obsolete and needs
to be retrained with updated information.

D. DISCUSSION

An emerged limitation of the proposed framework regards
the inability of recognizing anomalies in the first week of
the system execution. In fact, as expressed in Section III-D,
the anomaly detection algorithm compares the actual predic-
tion error trend with previous one needing observations about
a whole week to understand the consumer profile. In fact,
the anomaly is highlighted when the actual standard deviation
(i.e., of the last 24 hours) about the prediction error double
exceeds the standard deviation of all day of the previous week
or, analogously, is lower than its half. So, the prerequisite is
one week of observation. Furthermore, the practical realiza-
tion of this type of system is conditioned to the availability
of streaming data about different user’s profiles, constraints
about privacy, and computational capabilities.
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FIGURE 18. Standard deviation trend of anomalous consumption recognized by the system.
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FIGURE 19. Consumptions six months before the anomaly detection
shown in Fig.11.
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FIGURE 20. Consumptions one year before the anomaly detection shown
in Fig.11.

V. CONCLUSION AND FUTURE WORKS

This work consists of a framework based on a Recurrent Neu-
ral Network trained in order to forecast energy consumption
in a smart grid. Starting from the prediction error carried out
by the network, the framework tries to recognize anomalies
in the consumptions distinguishing them from concept drifts
(i.e., changes in the customers’ practices). The experimen-
tation demonstrates that training a unique model for differ-
ent profiles allows to recognize known trends although the

9656

consumption changes and highlighting possible anomalies.
So, it confirms the suitability of the LSTM model for the
proposed aim.

The future of the proposed method will move in two
directions, that are: 1) studying the motif of the prediction
errors will allow us to classify the habits change enabling
other kinds of services in terms of consumption management
and anomalous consumptions detection; 2) improving the
performance of the proposed approach by reducing the delay
between the anomaly and its detection, at the moment it is
of few hours (corresponding to few tens of observations, that
happens one each 15 mins).
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