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ABSTRACT Recommender system (RS) clustering is an important issue, both for the improvement of the
collaborative filtering (CF) accuracy and to obtain analytical information from their high sparse datasets.
RS items and users usually share features belonging to different clusters, e.g., a musical-comedy movie.
Soft clustering, therefore, is the CF clustering’s most natural approach. In this paper, we propose a new
prediction approach for probabilistic soft clustering methods. In addition, we put to test a not traditional
scientific documentation CF dataset: SD4AI, and we compare results with the MovieLens baseline. Not
traditional CF datasets have challenging features, such as not regular rating frequency distributions, broad
range of rating values, and a particularly high sparsity. The results show the suitability of using soft-clustering
approaches, where their probabilistic overlapping parameters find optimum values when balanced hard/soft
clustering is used. This paper opens some promising lines of research, such as RSs’ use in the scientific
documentation field, the Internet of Things-based datasets processing, and design of new model-based soft
clustering methods.

INDEX TERMS Soft clustering, scientific documentation, collaborative filtering, recommender systems.

I. INTRODUCTION

Recommender Systems (RS) [1], [2] are part of the artifi-
cial intelligence current set of tools to face the information
overload problem. RS users can cast explicit ratings showing
their preferences related to an extensive set of items, such as:
movies [3], music [4], books [5], etc. There are also RS that
record user’s preferences based on their interaction with the
System (mouse clicks, visited items, consumed items, etc.).
RS can be mainly classified as content, demographic, social,
context aware and collaborative. Commercial RS usually
implement a hybrid approach of several of the mentioned
types. Modern RS are based on the Collaborative Filter-
ing (CF) [1], [6] approach.

CF RS make recommendation to users based on their
preferences from the complete set of ratings. The traditional
approach was the memory-based one; it is usually imple-
mented using the KNN algorithm [7]. Memory-based meth-
ods make recommendations directly based on ratings. Current
CF approaches are model-based [8]: first a model is created
from the data; and then, recommendations are made from the

model. Matrix Factorization (MF) methods [9]-[11] are the
most used model-based ones; they are simple, efficient and
accurate.

There is a big amount of publications referring to the
prediction and recommendation processes in CF RS; These
papers make use of traditional datasets, usually: Movielens,
Filmtrust, Jester, Netflix, etc. There is also a variety of pub-
lications that are based on the hard clustering of CF RS,
especially carrying out the recommendation process after the
clustering phase [12], [13]. There are several publications
of soft clustering methods using the Fuzzy C Means algo-
rithm (FCM). Bezdek et al. [14] provide a Fuzzy C-Means
implementation. It aggregates subsets using a generalized
least-squares objective function. Bezdek [15] focuses on the
Fuzzy C-Means clustering applied to the pattern recogni-
tion field. The convergence of these types of algorithms
is also deeply described. Wu and Yang [16] show a lim-
itation of FCM in RS with high dimensionality datasets.
Zahra et al. [12] improve the quality of FCM with respect
to the traditional FCM by means of initialization variants
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of centroids. Its prediction approach is that the user-item
ratings matrix is clustered in K clusters, then predictions
and recommendations are provided based on the ratings of
similar centroids. The similarity between the active user
and all K centroids is calculated using Pearson correlation
coefficient. A better recommendation results compared to
other clustering methods is achivied in [17] by combining
Center of Gravity defuzzified Fuzzy Clustering and Pear-
son correlation coefficient get better recommendation results
compared to other clustering methods. Its approach executes
the recommendation analyzing only the group to which the
user belongs, this means that the predictions and recommen-
dations are provided based on the ratings of similar users of
the cluster to which the active user belongs using Pearson
correlation coefficient as a measure of similarity. They show
that the best accuracy and precision results are achieved with
a low K configuration (3 clusters), while that performing
greater cluster number will lead to lower accuracy and preci-
sion. A low K does not provide enough knowledge to perform
data analytics. References [12], [14], [15], and [17] have a
promising route to improve the prediction quality results.

Therefore, existing research in CF RS clustering focuses
on the use of traditional datasets and, hard and soft clustering
methods. However, in this paper an innovative research is
carried out in three aspects:

1) Design of a new prediction approach for probabilistic
soft clustering methods.

2) Use of a not traditional dataset: SD4AI [18], which
contains information on scientific documentation. The
most relevant differences between this dataset and the
traditional ones are: a) A much wider range of ratings;
640 possible values, as opposed to the usual ones: 1,
2, 3, 4, 5 or like, dislike, b) A non-regular frequency
distribution of the ratings, c) A higher level of sparsity
than traditional datasets of its size.

3) Use of soft-clustering techniques, which allow to estab-
lish different degrees of overlapping (probabilistic
assignment of each element to several classes).

The main hypothesis of the paper is that the use of soft-
clustering with our prediction approach is adequate to deal
with recommendation and clustering in not traditional CF RS
datasets, such as those containing scientific documentation.
The secondary hypothesis leads us to predict that there will
be optimal overlapping values that provide a balance between
quality of clustering and quality of recommendation. Our
hypothesis is motivated in two aspects:

1) In the scientific documentation datasets, each item
can be classified naturally into several categories,
which justifies the use of soft-clustering; e.g.:
“machine learning” is a topic that may appear, to a
greater or lesser extent, in very different fields, such as:
natural language processing, artificial vision, speech
processing, recommender systems, etc.

2) The scientific documentation datasets contain less
regular and more complex information than their
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equivalent traditional datasets: mainly their non-regular
frequency distributions and their wide range of car-
dinalities (ratings), which motivates the use of soft-
clustering techniques because they provide greater
flexibility and parametric adaptability than hard-
clustering techniques.

Based on the explained motivations and the established
hypothesis, the main objectives of this paper are:

1) To provide a new prediction approach for probabilistic
soft clustering methods.

2) To perform experiments [6] that allow to compare:
a) Results obtained using SD4AIl and another tra-
ditional CF dataset of similar size, and b) Results
obtained using our approach in two soft clustering
methods: the memory-based FCM [19], [20] and the
model-based BNMF [10].

3) To find overlapping values that provide an optimal
balance between quality of clustering and quality of
recommendation.

4) To determine the quality with which the recommenda-
tion and the clustering of not traditional datasets, such
as SD4Al, can be addressed.

Once the motivation, hypothesis and objectives of the paper
have been established, we turn to show the state of the art in
the research fields directly related to our proposal. The use
of RS clustering [19], [21], [22] information can be innova-
tive and very useful; traditionally, this information has been
used to pursue the usual goal: improving RS accuracy [1].
However, recently, two important RS aims have arisen in
which this information is adequate: 1) Recommendations
explanation [23], and 2) RS visualization [24]. There is an
innovative use, of increasing importance, whose approach can
be considered paradigmatic: data analytics. We can consider
clustering analysis as the next step of two previous traditional
fields in CF RS: 1) Items recommendation to each user [25],
and 2) Items recommendation to groups of users (e.g. friends
who go, together, to the cinema) [26], [27]. Using data
analytics approach, instead of making recommendations to
users (about existing products), recommendations are made
to the companies (about not existing products). In this way,
companies will know which product types are more suitable
to the different client profiles of their RS. This new CF
tool will serve both users and companies: 1) Increasing the
offered products adequacy, 2) Providing strategic information
to companies, 3) Improving economic benefits.

In recent years, more and more publications have emerged
covering beyond accuracy objectives [28]. We want to accom-
plish an important beyond accuracy goal: obtaining RS clus-
ters with the best possible quality, taking into account the
restrictions of the CF datasets. CF datasets nature is highly
sparse, particularly those based on explicit ratings; users can
only vote for a small proportion of the large number of
available items. The highly sparse nature of the datasets [29],
[30] causes three important consequences in the clustering
process: 1) Traditional clustering methods are not accurate,
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2) The best metrics to measure elements distance are not the
usual ones, and 3) MF methods are suitable machine learning
candidates for clustering, due to their accuracy in the RS
prediction and recommendation.

It is possible to formulate clustering as a matrix decom-
position problem [11], [29]. According to [31] and [32] MF
has important advantages when used as a clustering method:
1) It can model widely varying data distributions due to the
flexibility of matrix factorization [33], [34]; 2) It is able
to perform simultaneous clustering of the rows (users) and
the columns (items) of the input data matrix; and 3) It can
simultaneously achieve both hard and soft clustering.

The following are some representative papers in the field of
CF clustering: Birtolo and Ronca [20] propose two clustering-
based CF algorithms: Item-based fuzzy clustering and trust-
aware clustering; they obtain an increased value of coverage
without affecting recommendation quality. Zhang et al. [35]
optimize the standard MF by integrating the user clustering
regularization term; they report improvements in the rec-
ommendation accuracy, compared with standard algorithms.
To dimension the number of clusters (K) is a process that
requires experience, knowledge of the data and a trial and
error mechanism to choose the most appropriate values. The
correct choice of this parameter determines the quality of the
resulting clusters, as well as the predictions and recommenda-
tions made; [36] dynamically sets the parameter: with more
data coming in, the incremental clustering algorithm deter-
mines whether to increase the number of clusters or merging
the existing clusters. Authors report encouraging prediction
accuracy. Wu et al. [37] use a co-clustering method to divide
the raw rating matrix into clusters, and then it employs NMF
to make improved predictions of unknown ratings.

NMF [38] can model widely varying data distributions
due to the flexibility of MF as compared to the rigid spher-
ical clusters that the K-means clustering objective function
attempts to capture. When the data distribution is far from
a spherical clustering, NMF may have advantages. NMF
scalability can be effectively addressed through different
schemes: Shrinking, partitioning [39], incremental [40] and
parallel [41], making it possible to perform clustering of big
data CF matrices.

The RS datasets nature leads us towards a soft cluster-
ing approach [42]-[44]: On the one hand, RS users can be
interested in various types of items (e.g. gadgets, sports and
fashion products). Items can be simultaneously framed in
several types of features (e.g. science-fiction and horror film);
in this way, it is not appropriate to classify RS users and items
in a hard clustering rigid manner. It is preferable to provide
the soft clustering approaches flexibility degree, where each
user and each item are probabilistically defined according
to several hidden characteristics (e.g. movie: 0.0 humor,
0.7 action, 0.7 horror, 0.9 science fiction, 0.0 musical ...).

As the proposed method, we have designed a new pre-
diction approach for probabilistic soft clustering algorithms.
As soft clustering methods, we have selected BNMF [9]
and FCM [12], [14], [15], [17], [19], [20]. BNMF [10] is
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a recently published Bayesian Non-Negative Matrix Factor-
ization [45]—-[49]. This method provides a parameter, alpha,
which allows to probabilistically vary the dispersion of the
hidden factors of each user or item, and therefore the mem-
bership degree of each user or item to each cluster. It is based
on factorizing the ratings matrix into two non-negative matri-
ces whose components have an understandable probabilistic
meaning.

Current soft clustering relevant papers are: [42], where
authors propose a new fuzzy hierarchical clustering algo-
rithm, applied to CF; they claim accuracy improvements and
user-product joint groups detection. Siminski [50] presents a
fuzzy clustering algorithm designed to filter low importance
datasets attributes. Vidhya and Geetha [43] review clustering
based on rough set theory. Deng et al. [44] provide a sur-
vey on soft subspace clustering, where clusters are based
in association with subspaces of high-dimensional spaces.
Hai-Peng et al. [19] address the problem of automatically
find the optimal number of clusters. Koohi and Kiani [17]
show the superiority of fuzzy clustering approaches, com-
pared to the traditional ones when applied to RS.

To measure the validity of each soft clustering is impor-
tant [51]. We can compare the proposed method results
and the baseline ones by using several clustering qual-
ity measures. Within-cluster (compactness) and between-
cluster (separation) are popular and intuitive quality mea-
sures; Muranishi et al. [52] present a fuzzy validity crite-
rion which identifies compact and separate fuzzy partitions.
Xie and Beni [53] and Grekousis and Thomas [54] cluster
validity index evaluates FCM clustering quality considering
geometrical features of clusters; cluster compactness and
separateness are measured by using intra-cluster deviations
and inter-cluster distance. The high sparsity [30] levels pre-
sented by the CF RS datasets make it much more complex
to obtain accurate clustering; we can not ignore that we are
working in a field where predictions and recommendations
are a fundamental objective. In this way, it is appropriate to
incorporate some prediction accuracy [1], [55] measure to the
clustering quality measures set.

The rest of the paper is structured as follows: Section II
formalizes the proposed method and summarizes the algo-
rithms soft clustering BNMF y FCM, section III introduces
the experiments designed for the paper, section IV explains
the obtained results. Finally, section V summarizes the con-
clusions of the paper and it proposes promising future works.

Il. PROPOSED METHOD

The proposed method named Soft Predict (SP) combines
the information of the user’s membership matrix with the
information of the centroids of each cluster. The main idea
of the method is that it executes the recommendation to an
active user by analyzing the information with respect to all
the groups and not only to the group to which it most likely
belongs. The equation 6 formalizes this approach.

o The membership matrix contains the probability of
belonging to each group to each cluster.
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TABLE 1. Parameters and measures.

Name Descriptions
T User (or paper)
n #£x in dataset
Y Neighbor user (or paper) of
7 Item (or topic)
Overlapping parameter BNMFE, @ € (0, 1]
« a =~ 0, the lower degree of overlapping.
« = 1, the upper degree of overlapping.
Parameter of control of evidence so that an item like a
group (or topic exists in a group) in BNMF, 5 > 1
B > 1, the algorithm requires more evidence to assign
x to a cluster
Variable BNMF that represents the probability that
Aei,j users x in cluster j like the item %
(or probability that papers x in cluster j contains the topic 7)
Yz, j Auxiliary variable BNMF
e/ 6, | Auxiliary variables BNMF
Overlapping parameter FCM, m > 1
m m ~ 1, the lower degree of overlapping.
m > 1, the upper degree of overlapping.
T Rating (or cardinality) of x to ¢
Ty.i Rating (or cardinality) of y to ¢
M (rg,;) Ratings (or cardinalities) matrix
M (r; 1) Ratings (or cardinalities) normalized matrix
K F£clusters (#factors in BNMF)
K* Optimum number of clusters
ag j Membership matrix. Probability that x belongs to cluster j
Fi Cluster index (factor index in BNMF)
C; Centroid of cluster j
F; ##x in cluster j
45 ##neighbors in cluster 7
Py Predicction of x to @
Tz Rating (or cardinality) average of x
Ty Rating (or cardinality) average of y

« A centroid contains the preferences (or cardinalities) of
a cluster on each item (or topic).

We present the table of parameters and measures (Table 1)
used in the formalizations of our proposed method made in
the paper.

Algorithms 1 and 2 summarize our original version of the
soft clustering methods BNMF and FCM. For details about
BNMEF and FCM clustering phase see [10], [14] respectively.
We have incorporated our Soft Predict (SP) approach to
probabilistic soft clustering methods. In BNMF our approach
corresponds to step 16, while in FCM it corresponds to
step 9. Originally BNMF [10] does not generate the output of
centroids, it just provides the membership matrix. We have
incorporated the calculation of centroids into BNMF in order
to carry out our prediction approach. The calculation of a
centroid is done by the weighted aggregation of the r, prefer-
ences of the users of cluster j. The weights are the belonging
probabilities of the users to said cluster ay ;.

Additionally, we propose a soft clustering strategy (algo-
rithm 3) to collaborative filtering recommender systems. This
strategy determines the best soft parameter values based on
the quality of clustering (minimization of XB). In an iterative
way, MAE and XB are measured as the number of clusters
increases. The algorithm finishes when any cluster does not
contain users (or papers); this is an indicator that no more
clusters are required. The algorithm generates, as output,
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Algorithm 1 BNMF
Input: M, K, «, B, iterations
Output: a, j, C; and Py ;

1: Initialize randomly y; j, efj and €j

2: iter =0

3. repeat

4 foreach x:

5: foreach i rated by (or exists in) x:

6 foreach factor j: update Ay ; ; (eq. 9)

7 foreach x:

8 foreach factor j: update yy ; (eq. 1)

9 foreach i rated by (or exists in) x:

10: foreach factor j: e,+] (eq. 2)

11: foreach factor j: e,_l (eq. 3)

12:  iter = iter + 1

13: until changes are not significant OR iter = iterations

14: compute membership matrix ay ; (eq. 4)

15: for each cluster j: compute the updated cluster center C;
(eq.5)

16: compute Soft Predict Py ; (eq. 6)

17: return a, j, Cj and Py ;

Algorithm 2 FCM
Input: M, K, m, iterations
Output: a, ;, C; and Py ;

1: C=Centroid initialization randomly
2: iter =0
3: repeat
4 foreach user (or paper) x
5: compute membership function ay ; (eq. 7)
6: compute the updated cluster center C; (eq. 8)
7 iter = iter + 1
8: until changes are not significant OR iter = iterations
9: compute Soft Predict Py ; (eq. 6)
10: return a, j, Cj and Py ;

the Overlapping parameter and the number of clusters K with
which the lowest XB has been obtained.

Ill. EXPERIMENTS DESIGN

This section explains the experiments design: chosen
datasets, soft clustering tested methods, quality mea-
sures, parameter values, etc. Experiments are performed
using cross-validation. We compared recently published
approaches to FCM [12], [14], [15], [17], [19], [20] with
our prediction approach FCM-SP. Our approach applied to
BNMF [10] yields similar quality results, since this model
does not admit significant improvements.

The chosen datasets are the public Movielens IM [3]
and the SD4AI [18] ones. The soft clustering methods are
BNMF [10] and our proposed method FCM. Finally, we test
diverse clustering quality measures (F-Partition, cohesion,
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TABLE 2. Datasets size and composition.

SD4AT Movielens IM
# papers 14,143 | # users 6,240
# topics 18,502 | # movies 3,952
# cardinalities 1,389,094 | # ratings 1,000,209
sparsity 99.47% | sparsity 95.94%
range [1..160] step 0.25 range {1,2,3,4,5}

separation and Xie and Beni index), and the MAE prediction
quality measure.

To run the designed experiments, we have chosen two
open datasets: Movielens IM and SD4AIl. These two RS
collaborative filtering datasets are very different, and this
circumstance will help us to compare the performance of the
clustering methods: BNMF and FCM. Movielens is a clas-
sical collaborative filtering dataset, containing votes casted
by users to movies. SD4AI is a scientific documentation
datamined dataset containing cardinalities of topics from
each paper. Table 2 shows the main parameter values of both
datasets: they have a similar number of ratings, but SD4Al
holds much more papers and topics than Movielens users
and movies does; consequently, SD4AI is sparser than Movie-
lens. On the other hand, the ranges of votes/cardinalities of
the tested datasets are radically different: to obtain accurate
SD4AI predictions will be more difficult than getting it using
Movielens.

Vej =+ Y Aeij (1)
{ilre. o)

€ =B+ Z Avij Th @)
{xlrx,i#’}

=B+ Y hwijcre 3)
xlrv.ite)

Vx.j
yj=—"T" " “4)
i Vx,1 + oo + Vi Kk

_ D=l (ax,j) Tx
pI (“x,j)

where: C; is the centroid of cluster j and r, are the ratings (or
cardinalities) of x

|re,i # o} &)

Py ;= Z acj-Cii (6)

j=1..K

1
ayj = (N

_c2\ 20m—1
Yo (axg)" re
p I (aw‘)m
Figure 2 shows the frequency distribution of the Movielens
IM dataset ratings (left graph) and the frequency distribu-

tion of the SD4AI dataset cardinalities (right graph). We can
observe that both datasets provide very different distributions:

G = ®
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Algorithm 3 Soft Clustering Strategy
Input: M(ry ),
Output: K*, Overlapping

1: select RS_soft-clustering algorithm (algorithm 1 or algo-

rithm 2)
2: K=2,XB*~inf, K* =1
3: repeat
4:  determinate Overlapping parameter (m in FCM, « in
BNMF)
5. run RS_soft_clustering algorithm
6:  compute XB
7. compute MAE
8: if XB < XB* then
9: XB* = XB
10: K*=K
11:  endif
122 K=K+1

13: until F; = 0 in any cluster j
14: return K*, Overlappingparameter

TABLE 3. Cross-validation values used in the experiments.

General parameters

Testing-Items% 20%
Testing-Users% 20%
Training-Items% 80%
Training-Users% 80%

Movielens: {2, 5, 10, 15, 20}

SD4AL: {2, 5, 10, 20, 30, 40, 50, 60}
Movielens: {1.01, 1.03, 1.07, 1.1, 1.25}
SD4AI: {1.1, 1.25, 1.5, 1.75, 2}
[0,1..1] step 0.1

#clusters (K)

FCM m soft parameter

BNMF « soft parameter

whereas Movielens shows a normal-like distribution, SD4AI
does not. The broad range of cardinalities in SD4Al and
their distribution makes prediction a challenging task when
we use this dataset. Experiments have been run using cross-
validation, and each experiment set of parameter values has
been tailored to the size and the nature of each dataset. The
soft methods overlapping values (m in FCM and « in BNMF)
have been chosen to comprise the whole hard to soft operating
modes of FCM and BNMF. Table 3 contains the set of cross
validation and parameters values.
The quality measures we use in the experiments are:

o F-Fartition coefficient: this parameter measures the
amount of overlap between clusters. If F is 1 there is
no membership sharing (extreme hard clustering). If F
is O there is a total membership sharing between clusters
(extreme soft clustering). Most real situations require a
balance in the membership sharing between clusters.

o Soft compactness (soft cohesion): it measures the dis-
tances from each item j (X;) to each cluster 7 (V;). Since
we are using soft clustering methods, we weight each
distance by using p; ;: the probability of item j to belong
to the cluster i. The soft compactness can be formalized
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MOVIELENS 1M MOVIELENS 1M
FCM[12]  —e— FCM[14,15,17] FCM[19,20] —m—Proposed FC-5P —e—FCM[14,15,17] FCM[19,20] —m—Proposed FCML-SP
16 0.9
15 0.88
14 0.86
13 0.84
12 0.82
g 11 E 0.8
1 0.78
02 0.76
08 0.74
07 —= = - " 012
06 0.7
2 5 10 15 20 50 100 200 2 1 10 15 20 50 100 200
K K

FIGURE 1. Mean Absolute Error (MAE) results using several state of the art baselines FCM methods and the proposed FCM-SP method. The Movielens
dataset is applied. y-axis: MAE results; x-axis: number of clusters (K). Lower values are the better ones.

as: where r,; is the user u rating to the item i. p,; is the
Zq Zr_L MZ- I Vi—X; ”2 prediction of r, ;, and {r, ;|r,,; 7 e} is the set of casted
compactness = =l =17 7 T ratings. Low MAE values are better, since it means that

n

prediction errors are lower.
where 7 is the number of items, and c¢ is the number of
clusters. Low soft compactness values are better, since it

means that items belonging to each cluster are near. IV. RESULTS

o Soft separation: it measures the minimal distance The results’ subsection is split in 6 figures and their expla-
between any pair of the cluster centroids. The soft sepa- nations. Each figure shows a quality result. Figure 1 (left
ration can be formalized as: side) shows the best quality of predictions obtained when

different FCM clustering experiments [12], [14], [15], [17],
[19], [20] are run (best results are obtained by using m=1.1).

where i and j are any pair of cluster centroids. High soft FCM [12] presents the worst MAE results because its pre-

separation values are better, since it means that clusters diction approach based on the K more similar centroids
are more separated. tends to generate general prediction values for each group.

o Xie and Beni index (XB): it just makes the compactness The results of MAE in the FCM [14], [15], [17]baselines
divided by separation. XB provides a unified value for ~ get worse as the value of K increases, similarly happens in
the above clustering quality measures. Its drawback is ~ FCM baselines [19], [20]. Note that our proposed FCM-SP
that it loses the details of both compactness and separa- method has better results in terms of MAE with respect to
tion values. the state of the art FCM methods. The Figure 1 (right side)

« Mean Absolute Error (MAE): this is not a clustering shows the results without FCM baseline [12] to appreciate the
quality measure; it is a collaborative filtering prediction ~ difference among the other baselines FCM and our proposed

Apin = mingj || Vi = V; ||

quality measure. The MAE can be formalized as: method. This improvement is more significant with a high K.

Therefore, our FCM-SP method has been selected for the rest

MAE = ; Z Z \Pui — ruil of experiments. From here on, our method will be named only
Wruilru: # O} o as FCM.

Meig = exp (W) +rf Wief) + 1o, Wie) — R W(eh + 7))

)‘;,i,j

Y Y ©
x,i,1 +..+ x,i,K

where:
o W is the digamma function defined as the logarithmic derivative of the gamma function: ¥(x) = (InT'(x)) = T-/((j))
e R =max (ry;) - interval_rating_range (or interval_cardinality_range)
+ _ R *
o Iy = Pxi= R- Ty
. r;izR—,oX,izR-(l—r;"i)
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FIGURE 3. F-partition coefficient results using BNMF (left graphs) and FCM (right graphs) methods. The Movielens (top graphs) and SD4Al (bottom
graphs) datasets are applied. y-axis: F partition results; x-axis: number of clusters (K). Cross validation values stated in Table 3. Low F values means
soft clustering behavior, whereas high F values means hard clustering behavior.

The next figures show results obtained from the baseline
Movielens and the tested SD4AI datasets. Both BNMF and
FCM methods are applied to the above datasets. The quality
results are: F-Partition, compactness, separation, MAE and
XB versus MAE.

7528

Figure 3 shows the F-partition coefficient. It let us to make
a fine tuning of the soft clustering parameters for both BNMF
and FCM methods. As an example, when we use the FCM
clustering method on the Movielens dataset (top-right graph
in Figure 3), the m = 1.01 value provides us an extreme
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FIGURE 4. Compactness (cohesion) results using BNMF (left graphs) and FCM (right graphs) methods. The Movielens (top graphs) and SD4Al
(bottom graphs) datasets are applied. y-axis: soft compactness results; x-axis: number of clusters (K). Cross validation values stated in Table 3.

Lower values are the better ones.

hard clustering behavior, and the m = 1.25 provides us an
extreme soft clustering behavior on K values bigger than
15. This means that experiments can be delimited to this
range of m values. When the SD4AI is used (bottom-right
graph in Figure 3), the FCM m parameter needs to get a 2.0
value to reach a high soft clustering behavior; this is due to
the particularly high sparsity of this dataset and to its wide
range of cardinality values (rating values). From Figure 3
(left graphs) we can observe a uniform behavior relating
the BNMF parameter values and the obtained F-Partition
coefficient results; this means that we should use the complete
o (0..1] range to test BNMF results, both in Movielens and
SDA4AL.

Figure 4 shows the compactness clustering quality mea-
sure results. As we explained in section III, the soft version
is tested. Clustering is better when the items belong-
ing to each cluster are near, so the lower the compact-
ness value the better the clustering quality. Results show
absolute values; for this reason, it is not adequate to com-
pare SD4AI and Movielens ranges, but it is very interest-
ing to analyze the different graph evolutions. As expected,
the greater the value of K the better the clustering,
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and therefore the better (lower) compactness results are
achieved.

From Figure 4 we can state that the FCM method provides
better clustering results than the BNMF one, but this is true
when we select their soft behavior (the highest o and m
values). This observation is consistent with the hypothesis of
the paper. Additionally, we can see that the Movielens dataset
is more sensitive to the soft/hard clustering variations of the
algorithms: compactness results are more homogeneous in
the SD4AI dataset.

Figure 5 shows the complementary quality measure to the
Figure 4 one (compactness): Figure 5 shows the existing soft
separation from the set of K clusters. It is adequate that
clusters are separated as much as possible to minimize the
number of cases in which it is risky to assign an item to one
cluster or another. In this way, high separation values are
better. From graphs in Figure 5 we can state the following
regards:

o As expected, compactness and separation quality mea-
sures are opposed to each other: the bigger the
value of K, the better the compactness results and
the worse the separation values: if the number of
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datasets are applied. y-axis: soft separation results; x-axis: number of clusters (K). Cross validation values stated in Table 3. Higher values are the

better ones.

clusters increases the separation between them tends to
decrease.

« While the soft values of the FCM and BNMF methods
improve the clustering compactness, those same soft
values worsen the separation results. This is a very
important aspect, because it leads us to the choice
of a balanced operating mode between soft and
hard clustering. In Figure 7 we will unify compact-
ness and separation quality measures, using XB (see
section III).

Since we are testing recommender systems collaborative
filtering datasets, it is rational to use some collaborative
filtering quality measure. We have chosen the classical mean
prediction error one: MAE. Figure 6 shows the quality of pre-
dictions obtained when different clustering experiments are
run. Note that the absolute MAE values vary between SD4Al
and Movielens, because these datasets have very different
rating ranges. The main observations that are derived from
the graphs contained in Figure 6 are:

o The balanced hard/soft clustering parameter values are
those that provide better predictions (lower errors). This
choice of soft clustering equilibrium is compatible with
that obtained with compactness & separation measures.

o As expected, the optimal K is lower in Movielens than
in SD4AI, due to the very nature of each dataset: there
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is less variety in the preferences of the films than in the
research topics and their relationships.

o BNMF provides better prediction values when applied to
the Movielens dataset; conversely, FCM provides better
prediction values when applied to the SD4Al dataset.
An explanation for this behavior is the design of BNMF,
which assumes a limited range of observation values;
Movielens fulfills this premise, while SD4AI does not.
This is an important aspect to keep in mind when the
clustering process is intended to be used in obtaining
recommendations.

Figure 7 is particularly interesting, since it shows both a
mix of the preceding figures and a balance between clustering
quality and prediction quality. Figure 7 shows graphs where
clustering quality is condensed (XB quality measure) and
where prediction quality is displayed. Both clustering quality
and prediction quality values are normalized in order to be
compared in the same range [0..1]. Movielens experiments
are made using the fixed number of clusters K = 15, whereas
SD4AI experiments are run using a K = 30 value; both values
are taking from Figure 6, selecting the K values where results
are better (lower). The graphs’ x axis shows the « BNMF and
the m FCM overlapping values (soft/hard balance parame-
ters). Both the MAE and the XB quality measures provide
their better results when values are low. From Figure 7 we
can state:
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the better ones.

o There are intersection points between the curves; they
represent adequate balances for clustering quality and
prediction quality. These intersection points provide us
the optimum overlapping values for both FCM and
BNMF methods; e.g.: « = 0.36 in the BNMF method
applied to the SD4AI dataset, or the m = 1.5 in the FCM
method applied to the SD4AI dataset.

o Optimum overlapping values are balanced: they provide
a balanced soft/hard clustering behavior; e.g.: BNMF
o =0.36 & o = 0.55 in the [0..1] range. FCM m = 1.5
in the [1,1..2] range & m = 1.1 in the [1..1,25] range.

o FCM provides better performance than BNMF for both
datasets (their y-axis values are lower).

e Movielens provides better performance than SD4AI for
both soft clustering methods (their y-axis values are
lower). This is the expected behavior due to the SD4AI
higher sparsity and wider cardinality (rating) range.

V. CONCLUSIONS

The most relevant conclusion obtained from the experiment
results is the confirmation of the paper’s hypothesis: our
proposed approach improves the prediction quality results
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compared to other recently published FCM soft clustering
methods, soft-clustering methods are suitable for processing
not traditional CF RS datasets, such as SD4AI. In addition,
it is verified that quality of recommendation and quality of
clustering are opposing objectives, and that we can find over-
lapping values that optimize both objectives. Intermediate
overlapping values (between soft and hard clustering) offer
balanced recommendation and clustering quality results. This
confirms our secondary hypothesis: the convenience of using
probabilistic clustering methods. By using soft-clustering
methods we can fine-tune their parameters to find optimal
values.

The scientific documentation datasets represent a chal-
lenge in the CF RS field, due to their especially complex
characteristics: irregular frequency distributions, broad range
of rating values and high sparsity. The use of soft-clustering
methods has proven to be an effective tool to obtain adequate
results under these extreme conditions.

Results of this paper open some promising future works:
a) Creation of new not traditional CF datasets, based on
data mining, b) Introduction of the recommender systems
area in the scientific documentation field, c) Design of new
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model-based soft-clustering algorithms and d) Future rec-
ommender systems applications where the size and distribu-
tion of the ratings are more challenging than in the current
datasets; these applications will be fed, in many cases, by IoT
data.
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