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ABSTRACT Cardiovascular diseases currently pose the highest threat to human health around the world.
Proper investigation of the abnormalities in heart sounds is known to provide vital clinical information that
can assist in the diagnosis and management of cardiac conditions. However, despite significant advances
in the development of algorithms for automated classification and analysis of heart sounds, the validity
of different approaches has not been systematically reviewed. This paper provides an in-depth systematic
review and critical analysis of all the existing approaches for automatic identification and classification of the
heart sounds. All statements on the Preferred Reporting Items for Systematic Reviews and Meta-Analyses
2009 Checklist were followed and addressed thoroughly to maintain the quality of the accounted systematic
review. Out of 1347 research articles available in the academic databases from 1963 to 2018, 117 peer-
reviewed articles were found to fall under the search and selection criteria of this paper. Amongst them:
53 articles are focused on segmentation, 72 of the studies are related to the feature extraction approaches and
88 to classification, and 56 reported on the databases and heart sounds acquisition. From this review, it is clear
that, although a lot of research has been done in the field of automated analysis, there is still some work to
be done to develop robust methods for identification and classification of various events in the cardiac cycle
so that this could be effectively used to improve the diagnosis and management of cardiovascular diseases
in combination with the wearable mobile technologies.

INDEX TERMS Segmentation, feature extraction, classification, heart sounds databases, wearable cardiac
monitoring, heart sounds analysis.

I. INTRODUCTION
Cardiovascular diseases (CVDs) are the leading cause of
mortality worldwide resulting in over 17.7 million deaths
each year [1]. This number is predicted to increase to approx-
imately 23 million per year by 2030 [2]. Apart from the
personal consequences, the high prevalence and cost of car-
diovascular diseases constitute a serious social and financial
burden. As an illustration, 85 million Americans suffer from
cardiovascular diseases resulting in an approximate health-
care cost of $320 billion annually, with a projected increase
to nearly $1 trillion by 2030 [3]. While the estimated num-
ber of cardiac patients and health care costs are too high,
an important thing to consider is that most cardiovascular
diseases are preventable and curable. However, this requires

early-stage diagnosis and proper disease management [4].
Consequently, there is an urgent need to improve technologies
to intensively monitor and analyze physiological parameters
related to cardiac function in a timely and cost-effective man-
ner. With recent evolution of mobile technologies, there is a
growing, justified, interest on finding ways to continuously
track the cardiovascular system for long periods of time, as a
potentially more effective way to both diagnose and manage
cardiac conditions.

In literature, both invasive and non-invasive approaches
for monitoring the cardiovascular system using different
sensing schemes have been investigated. However, some of
these approaches are not suitable for long-term continu-
ous real time monitoring of cardiac signals in unsupervised
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environments, which would, however, be the optimumway of
monitoring/managing some cardiac conditions. An example
is atrial fibrillation, in which events do happen scattered in
time and hence might not be caught in short monitoring
sessions [5].

Recent advancements in computing together with the ever-
shrinking size of electronic devices have enabled the design
of wearable devices loaded with sensors that can perform the
task of long-term continuous monitoring and have the poten-
tial of facilitating timely medical interventions for treatment
and care. Wearables have the advantage of usability. Thus,
wearables can allow self-health monitoring and save the time
required for clinical appointments. This is why wearables
have attracted a lot of attention from scientists in this field.
Though, potentially, available cardiac wearables can assist
in real time monitoring, it is challenging to obtain a high
degree of accuracy, especially under varying environmental
conditions. Furthermore, in some cases, algorithms for signal
interpretation have been validated with a limited database and
hence their clinical reliability and diagnostic accuracy cannot
be extrapolated for real clinical applications.

The sensing modality, and hence the measured physiolog-
ical signal, used by different kind of wearables varies and
which one to choose depends on a number of tradeoffs that
need to be made considering the particular clinical applica-
tion, usability aspects and accuracy, amongst others. In the
case of wearables for cardiac applications, one of the phys-
iological signals that can potentially provide a lot of infor-
mation is the sounds generated by the heart. Heart sounds
auscultation is a simple, convenient, cheap and non-invasive
approach that has been used for over a century by physicians.
More recently human-only stethoscope based interpretation
is being complemented by computer-aided heart sounds. This
has a potential advantage that the interpretation of heart
sounds is not as subjectively dependent on factors such as
ear sensitivity, skills, and the experience of the individual
physicians [6], [7]. Furthermore, a wearable automated sys-
tem capable of processing cardiac sounds could potentially
be used for the early cost-effective screening of cardiovas-
cular diseases, as well as to manage the progression of the
condition. However, in order for this to practically happen,
algorithms are required that can shift the signal interpretation
load from the clinician to the technology, since otherwise
the amount of information generated would be unmanageable
in practice. This is a reason why automated analysis and
interpretation of heart sounds is a prolific area of research,
with an also rapidly increasing interest. Though computerized
analysis of heart sounds has been the focus of increasing
number of studies recently, a consistent approach to ana-
lyze various heart sounds signals has not been established
and a comprehensive critical review of available approaches
together with performance comparison has not been car-
ried out. Previous reviews [8]–[12] present a well-organized
discussion of the origins of heart sounds, sensing systems,
and recent developments in heart sounds analysis. However,
the validity of the different approaches and performance

FIGURE 1. PRISMA 2009 flow diagram for this systematic review.

comparison of algorithms for segmentation, feature extrac-
tion and classification of heart sounds in different applica-
tions have never been systematically reviewed.

This paper goes beyond previously published reviews by:
1) Evaluating different methods reported for automated

heart sounds analysis, specifically for detection and
classification of cardiac abnormalities, and analyzing
the different performance metrics reported.

2) Synthesizing the heart sounds’ detection and classi-
fication approaches accuracy evidence from existing
research works.

3) Comprehensively reviewing all features relevant to
pathological sounds detection as well as heart sounds
databases.

The rest of the paper is organized as follows: Section II
describes the methods used in this systematic review.
A description of the pathophysiology of normal and abnormal
heart sounds is presented in Section III. Approaches for seg-
mentation, feature extraction and classification are reviewed
in Section IV. The evidence collected from different research
works is synthesized in Section V and findings are discussed
in Section VI. Finally, the study limitations and concluding
remarks are covered in Sections VII and VIII, respectively.

II. MATERIALS AND METHODS
This systematic review adopts the guidelines published by the
Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) consortium reported in the PRISMA
2009 Checklist [13]. All preferred reporting items on the
PRISMA statement were addressed thoroughly and has been
provided as an evidence in Appendix file. Furthermore,
Fig. 1 establishes the PRISMA flow diagram for this system-
atic review. The main objective of this study is to present a
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detailed discussion of the state-of-the-art algorithms for heart
sounds analysis and classification, and to highlight existing
limitations.

A. LITERATURE SEARCH
Based on the primary search strategy, a systematic search
of the literature was carried out in the following databases:
IEEE Xplore, Scopus, PubMed, Web of Sciences (Web
of Knowledge), ScienceDirect, Google Scholar, EMBASE,
and ACM Digital Library. Publications were extracted from
these databases using key search terms and their possible
combination using logical operators ‘and/or’. Key search
terms included ‘heart sounds’ or ‘heart sounds analysis algo-
rithms’ or ‘heart sounds classification’ or ‘identification of
heart sounds’ or ‘phonocardiography’ or ‘continuous mon-
itoring of cardiovascular diseases’ and/or ‘wearable cardiac
monitoring devices’. A non-automatic search of references
listed in the relevant publications was also performed to
discover additional studies. Articles with algorithms for heart
sounds detection, classification, and analysis were the focus.
Articles with uncertainty regarding the eligibility were fully
evaluated before taking a decision for their inclusion in the
study.

B. EXCLUSION CRITERIA FOR THE SYSTEMATIC REVIEW
Specific eligibility criteria were followed to shortlist the
research articles to be included in this systematic review.
Studies found within the searched databases were screened
after the initial search. Initial removal of duplicates and suit-
ability check of articles were performed after examining the
title and abstract first, and then through the full text. Only
articles in which the methodology for data acquisition, analy-
sis, and processing of heart sounds were reported with a clear
demonstration of the approaches, met the eligibility criteria.
All papers found were included in the review apart from the
following: (1) papers which did not include quantification of
results; (2) papers others than peer-reviewed articles; and (3)
articles published in languages other than English.

C. STUDY DESIGN
The review is organized as follows: Various databases used
for the validation of algorithms for heart sounds analysis
are reviewed and discussed. This is followed by a review of
approaches for heart sounds segmentation, feature extraction,
and classification. Articles on segmentation and classification
of heart sounds are the main focus of this systematic review.
Apart from this, pathophysiology of normal and abnormal
heart sounds is summarized in the context of automated
continuous monitoring systems.

D. STUDY SELECTION
The initial search output contained 33,189 research articles
published from 1947 to 2018. Out of these, 1347 articles were
included after initial screening and removal of duplicates.
Further, 979 articles were omitted based on abstract and title
screening. 368 articles were finally shortlisted for review and

out of these 117 articles met the inclusion criteria. A total
of 56 reports on databases and heart sounds acquisition, were
also included. Additional articles were used in this study to
inform the background of data acquisition systems, feature
extraction approaches and other relevant information related
to this systematic review.

E. STUDY LIMITATIONS
Performance parameters of existing algorithms cannot be
directly compared mainly because of the diversity of the test
datasets used for evaluation. In addition, no standard valida-
tion methods were used in the articles, consequently leading
to non-uniform performance assessments. Further, in some
cases, statistical validation was not reported, or partial results
were provided, limiting the usefulness of the assessment
metrics.

F. DATA EXTRACTION AND SYNTHESIS OF RESULTS
Data from eligible articles were extracted and summarized
in the tables for discussion. Methods and approaches were
classified into different categories to present a significant
comparison among the class. The data extracted was related
to the type of approach and level of analysis for heart sounds
segmentation, feature extraction, and classification. For accu-
racy measurement under different conditions, performance
parameters such as segmentation rate (SR), accuracy (Acc),
sensitivity (Se), specificity (Sp), positive predictive value
(PPV), number of features, and classification accuracy (CA)
were extracted. Additional information included the demo-
graphics of the study group in the relevant database (such
as the age and type of subjects); the signal investigated; the
number of heart sounds recorded; the duration; the sampling
frequency; and the type of device used for recording signals.
Overall accuracy measures were also obtained from selected
studies that reported significant information for evaluation.
Finally, the synthesis of results is reported.

III. PATHOPHYSIOLOGY OF NORMAL AND ABNORMAL
HEART SOUNDS
The electrical activity of the cardiovascular system causes
atrial and ventricular contractions that assist in blood circula-
tion between the chambers of the heart and around the body.
Mechanical interactions between the blood flow and the dif-
ferent valves that operate to regulate the circulation of blood,
contribute to rhythmic heart sounds and murmurs. Heart
sounds are audible on the chest wall and can be captured using
acoustic sensors from different auscultation areas associated
with the valve locations [14], [15]. Heart sounds can also
be graphically represented as a phonocardiogram, in which
pathological signs are used as diagnostic features. However,
the correct interpretation of phonocardiograms is challenging
because of the overlapping of normal and abnormal heart
sounds in the cardiac cycle. This section briefly summarizes
different types of heart sounds that may be observed in a
cardiac cycle. Characteristics of adventitious heart sounds are
also tabulated in Table 1.
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TABLE 1. Pathophysiology of normal and abnormal heart sounds.

A. FUNDAMENTAL HEART SOUNDS –S1 AND S2
Mechanical actions of heart valves produce heart sounds
including fundamental heart sounds (FHSs), S1 followed by
S2 [16]–[18]. The first heart sound (S1) is heard at the onset
of the systolic phase. This sound results from the sequen-
tial closure of the atrioventricular (AV) mitral and tricuspid
valves [19]. S1 has a frequency range between 10 and 200
Hz. Its amplitude has a great correlation with cardiac output
[20]. Normally, S1 is heard as a single sound with internal
components M1 and T1, separated by a very small gap of
nearly 20-30 milliseconds (ms) [21]. However, during some
cardiac abnormalities (such as right bundle branch block)
splitting of S1 can be observed.

The second heart sound (S2) occurs at the beginning of the
diastolic phase, and is caused by the closure of the aortic and
pulmonic valves. S2 is a higher-pitch sound than S1, with a
frequency range between 20 and 250 Hz, and is also shorter
in duration. S2 is heard as a single sound with internal compo-
nents A2 and P2. However, during cardiac abnormalities, S2
may be observed as two split beats of A2 and P2, because of
a noticeable time gap existing between the closure of A2 and
P2. This gap may vary between 30 to 80 ms during inhalation
and may reduce to 15 ms during exhalation [22], [23].

B. ABNORMAL HEART SOUNDS
During normal cardiac operation, a clear S1-S2 pattern with
a systolic period (S1 to S2) and diastolic period (S2 to S1)
is observed. However, in the case of abnormalities being
present, apart from S1 and S2, other sounds, such as a third
heart sound (S3), fourth heart sound (S4), gallops, clicks,
opening snaps (OS), and murmurs might occur.
Early diastolic filling of the ventricle, caused by blood

rushing in from the atria, produces S3 shortly after S2. This
is due to vibrations caused by blood going backwards and
forwards between the walls of the ventricles. S3 is noted as
a benign sound in the case of young people, athletes, and
during pregnancy. In other cases, however, it is considered
an important indicator of reduced systolic function. Diastolic
dysfunction because of a stiff ventricle gives rise to an audible
S4 happening shortly before S1 that contributes to the late
diastolic filling. The occurrence of S4 is considered as a
significant indicator of cardiac abnormalities.

Clicks and snaps are also important evidence of abnormal-
ities related to the operation of the valves. Systolic clicks
are brief and high-pitch sounds, usually noticed during the
opening of the semilunar valves. These occur shortly after S1.
Opening snaps may be observed shortly after S2, with the
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FIGURE 2. Different steps involved in the automated heart sounds analysis and classification.

opening of the mitral and tricuspid valves. These abnor-
mal sounds are indicators of mitral valve prolapse (MVP),
mitral regurgitation (MR), and other pathological conditions.
Gallops are sounds that resemble galloping rhythms. These
signpost serious myocardial dysfunction because of noncom-
pliance of one or both ventricles. Gallop sounds may be
observed during S3 or S4 or both [19], [28].
Turbulence due to accelerations and de-accelerations of

blood in chambers of the heart, stiffening/narrowing or incom-
petence of the heart valves because of regurgitation, produce
mechanical vibrations that propagate to the surface and give
rise to audible whooshing sounds called murmurs. Most
murmurs are intra-cardiac events observed in the frequency
range between 20-600 Hz. The frequency spectrum of mur-
murs, artifacts, fundamental heart sounds and other heart
sounds present in the cardiac cycle, overlap significantly.
However, murmurs are more chaotic in nature. Murmurs
can be broadly classified based on their characteristics: tim-
ings (systolic murmurs, diastolic murmurs, or maybe both);
shape (crescendo, decrescendo or crescendo-decrescendo)
and location in the cardiac cycle (early, mid or late or con-
tinuous) [29]. They may be also classified as stenosis (such
as aortic stenosis (AS)) or regurgitation (such as mitral regur-
gitation (MR)) murmurs. Murmurs may be innocent or else
may indicate clinical signs of cardiac diseases.

IV. REVIEW OF ALGORITHMS FOR HEART SOUNDS
ANALYSIS
Many algorithms have been reported for automated classi-
fication of heart sounds with approaches that range from
traditional thresholding methods to recent statistical machine
learning and neural network based ones. The main aim of
automatic heart sounds analysis is to achieve a precise clas-
sification of the pathological events present in the cardiac
cycle. The different steps involved (as shown in Fig. 2) in the
automated heart sounds analysis are reviewed in the following
sections.

A. DATABASES FOR HEART SOUNDS ANALYSIS
Non-availability of standardized, good-quality, thoroughly
validated, and documented datasets hinder the development
of algorithms for heart sounds analysis. Currently, the most
extensive database of heart sounds recordings is PhysioNet
[10], [14], [30], [31]. Other databases used for the validation

of algorithms in the reviewed papers included the PASCAL
database [32], the Open Michigan Heart Sound & Murmur
Library (OMHSML) [33], the Cardiac Auscultation of Heart
Murmurs database (eGeneralMedical) [34], the heart sounds
library by Thinklabs [35], the heart sounds Podcast Series
by Robert J. Hall Heart Sounds Laboratory, Texas Heart
Institute, Texas [36], Bioscience normal and abnormal heart
sounds database (BHSD) [37], and the Cardiac Auscultatory
Recording Database (CARD) [38]. In addition, a book by D.
Mason comprises a CDwith a limited number of heart sounds
and murmurs [19]. Similarly, heart sounds signals from an
audio-visual presentation by Tavel et al was also used as a
database in some of the reviewed papers [39].

Other than these available databases, researchers have also
collected their own data. Most of these recordings were
obtained during clinical trials in hospitals by auscultation
using a digital stethoscope/microphone. A list of existing
databases and their characteristics is provided in Table 2.
Most of the existing databases are restricted by the number
of recordings, duration and sampling frequency. Also, other
potentially important information such as gender, age and
auscultation positions are not always specified, despite these
being important for proper algorithm validation. In addition,
in many cases, the signals had been pre-processed leading to
the loss of both, pathological characteristics, as well as real-
world artifacts which are nonetheless important to take into
account when designing the algorithms/acquisition systems.
Also, the length of the individual recordings available is
not sufficient to validate algorithms intended for continuous
heart sounds analysis, and are not in agreement with the
Task Force recommendations [40] that suggest short-term
5-min recordings to evaluate parameters such as heart rate
variability (HRV).

B. HEART SOUNDS SEGMENTATION
The purpose of heart sounds signals segmentation is to local-
ize sounds peaks including the fundamental heart sounds
(S1 and S2). The peaks of S1 and S2 are required for deter-
mining the systolic and diastolic phases and to help in
the subsequent estimation of cardiac cycles. This facilitates
identification and extraction of acoustic signals of inter-
est in each cardiac cycle. Broadly, reported segmentation
methods can be classified into: envelope based methods
[47], [57], [58], [68], [79], [84]–[89], ECG and/or carotid
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TABLE 2. Databases used for validation of algorithms for heart sounds analysis.
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TABLE 2. (Continued.) Databases used for validation of algorithms for heart sounds analysis.
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TABLE 2. (Continued.) Databases used for validation of algorithms for heart sounds analysis.
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TABLE 2. (Continued.) Databases used for validation of algorithms for heart sounds analysis.

pulse reference based methods [72], [90]–[99], probabilistic
models [45], [52], [65], [67], [77], [80], [100]–[105], fea-
ture based methods [25], [29], [49], [61], [75], [106]–[108],
time-frequency analysis based methods [55], [59], [62],
[109], [110], and learning based methods [50], [111]–[113].

1) ENVELOPE-BASED METHODS
The envelope of heart sounds is used to identify S1 and S2 in
the cardiac cycle using different approaches. Typical methods
used for the envelope extraction are: normalized average
Shannon energy, homomorphic filtering, Hilbert transform,
moving window Hilbert transform, and short-time modified
Hilbert transform.

Most of the envelope based segmentation algorithms per-
form heart sounds segmentation with an assumption that the
systolic period is shorter than the diastolic period. However,
this may not be true in the case of infants and other cardiac
patients having abnormal heart sounds [114]. In addition,
envelope-based methods generally fail when additional peaks
(such as those caused by artifacts) appear superimposed to the
fundamental heart sounds [91], [115]. Furthermore, medium
amplitude peaks including murmurs are attenuated in the
envelope analysis while large and low peaks may appear as
a single envelope [108]. Thus, these methods fail to locate
peaks of very low amplitude present in the cardiac cycle [61].
Also, in some cases, manual selection of threshold to localize

fundamental heart sounds may result in loss of some of the
peaks of interest.

2) ECG AND/OR CAROTID PULSE REFERENCE BASED
METHODS
A number of the reported segmentation approaches require
an auxiliary signal (ECG signal and/or carotid pulse) as a ref-
erence to identify the locations of fundamental heart sounds
in the cardiac cycle [72], [90]–[99], [116].

The general disadvantage of these methods is that a sec-
ondary signal is required, which is more complex both, from
the point of view of a sensing and also synchronization.
Also, these methods are affected by the mismatch in timing
between the electrical and mechanical (E-M) activities of
the cardiovascular system, which in turn depends on the
pathological conditions of patients [115]. Also, methods that
require the identification of R-peaks and T -peaks are more
computationally hungry and demanding in processing power.
In addition, accuracy also varies with low amplitude and
abrupt changes in the QRS morphologies, which can make
the identification of the R-peaks and T -peaks complex on its
own.

3) PROBABILISTIC MODELS FOR SEGMENTATION
As envelope-based methods have shown a modest success,
many probabilistic models for segmentation were reported
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in recent studies to try to overcome their shortcomings. The
aim of probabilistic models is to characterize the fundamental
heart sounds based on some discriminative features, such
as temporal correlation, waveform function, time-frequency
energy, and other information. Among all available proba-
bilistic models, HMMs were mostly used for the segmenta-
tion of heart sounds in recent articles.

Though probabilistic models were efficient in improving
the performance of the segmentation methods, the overall
performance of these methods still needs to be validated
using a larger datasets. This is because, amongst other things,
the characteristics of the fundamental heart sounds which
were used to develop the various models, varies largely from
infants to old people and from healthy to cardiac patients.

4) FEATURE-BASED METHODS
Feature-based methods are based on extracting certain
features such as energy fraction, sample entropy, total vari-
ation filtering, Shannon entropy, instantaneous phase bound-
ary, boundary location identification, likelihood computation,
etc., to identify peaks present in the cardiac cycles. The main
drawback of these methods is that the extracted features may
vary with the signals they are tested on and hence they need
to be verified using standardized databases.

In recent approaches, researchers segmented cardiac sig-
nals directly into cardiac cycles and skipped the steps used
to identify individual locations of S1 and S2 peaks [56], [79],
but this requires prior knowledge of the cardiac cycles. These
methods have similar drawbacks to the envelope analysis.

The works reported using the different segmentation meth-
ods have been classified in the following and summarized
in Table 3. In general, accurate segmentation is one of the
most challenging tasks in heart sounds analysis, especially,
when the signals are corrupted by real-world artifacts. Also,
most of the available algorithms are designed to segment
fundamental heart sounds. However, other abnormal peaks
and irregularities with low amplitudes also need to be inves-
tigated. In addition, existing segmentation algorithms mostly
depend on absolute measures like time or frequency dis-
tributions which exhibit large disparity within subjects and
hence result in poor segmentation accuracy. The limitations
in segmentation methods consequently impact the overall
accuracy of the PCG signals classification.

C. FEATURE EXTRACTION
Representations of the cardiac signals in different domains
reveal various physiological and pathological character-
istics and allow efficient feature extraction. To cap-
ture concurrent variations and structural components in
both time and frequency, time-frequency representation
of the transient signals has been reported as a pre-
ferred mean over the time-domain and frequency-domain
representations. Qualitative and quantitative measurements
of the signals were obtained using different transforms
for heart sounds analysis; for instance, time-frequency
representation using S-transform [47], Fourier transform,

Short-Time Fourier Transform (STFT) [120], Wigner-Ville
Distribution (WVD) [121], [122], Choi-Williams Distribu-
tion (CWD) [66], [123], wavelet transform [124], [125],
and Short-Time Modified Hilbert Transform (STMHT) [57].
Though the Short-Time Fourier transform (STFT) was found
to be popular, obtaining a proper resolution for feature extrac-
tion using STFT is challenging because of the fixed win-
dow available for the analysis [56], [126], [127]. Wavelet
analysis emerged as an alternative by substituting the fre-
quency shifting operation of the STFT by a time or fre-
quency scaling operation [127]. Wavelet transform was
widely reported in literature because of its suitability for
representing signals where the length of the temporal win-
dow can be engineered for multi-resolution analysis with
wide frequency range across the length [128]. Discrete
Wavelet Transform (DWT) [91], Continuous Wavelet Trans-
form (CWT) [129]–[131], and Mel-Scaled Wavelet Trans-
form [107], [132]–[134], have all been used for heart sounds
analysis.

Feature extraction and selection play an important role in
pattern recognition and classification of heart sounds signals.
Reviewed articles extracted features based on the cardiovas-
cular disease being diagnosed and optimized them to reduce
the complexity and computational burden of the system. Fea-
tures with high-order statistics, non-linear fractal complexity,
entropy information and chaos theory helped in capturing rel-
evant information from non-stationary PCG signals, required
for proper classification. Other features included Shannon
energy envelope of the frequency spectrum, wavelet coeffi-
cients, perceptual features such as Mel-Frequency Cepstral
Coefficients (MFCCs), bispectrum, Variance Fractal Dimen-
sion (VFD), and fractal features such as largest Lyapunov
Exponents or Hurst Exponent.

Time-domain features are easy to extract and quantify.
These features mainly include timing characteristics such as
locations of S1 and S2, systolic and diastolic intervals, and
amplitude information (such as the mean absolute value of
the S1 and S2 and other peaks in the cardiac cycle). Some
physiological and pathological information that is missed in
the time-domain analysis can be visualized in the frequency
domain analysis. Frequency-domain based feature extraction
methods used mainly included band-pass filter banks and
zero-crossing analysis [11], [59], [72], [123], [135]–[137].
Other discriminant features included the mean power of dis-
tinct cardiac sounds segments (S1, S2, systole and diastolic)
in different frequency bands and MFCCs [107], [132]–[134].
Details of feature extraction methods and type of features
extracted are presented in Table 4.

D. CLASSIFICATION OF HEART SOUNDS
The final step of a heart sound analysis algorithm
is to take the extracted features and feed them to
an appropriate classifier to interpret them. Reported
approaches for classification include Support VectorMachine
(SVM) [56], [58], [70], [71], [73], [74], [78], [79], [85], [105],
[107], [111], [114], [124], [138]–[148], Hidden Markov
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TABLE 3. Summary of heart sounds segmentation methods and their performance comparison.
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TABLE 3. (Continued.) Summary of heart sounds segmentation methods and their performance comparison.
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TABLE 3. (Continued.) Summary of heart sounds segmentation methods and their performance comparison.

Models (HMMs) [118], [132], [133], [149], [150], k-Nearest
Neighbors (k-NN) [94], [123], [151]–[153], Neural Net-
works [21], [47], [55], [67]–[69], [81]–[83], [91], [93], [95],
[102], [104], [106], [110], [154]–[172], rule-based classi-
fier or decision trees [173], [174], BayesNet classifier [175],
machine learning based approaches [90], [144], [160],
Gaussian-Bayes model [176], Naïve Bayes [177], Gaussian
Mixture Model (GMM) [178], random forest [177], and
discriminant analysis [66].

1) SUPPORT VECTOR MACHINE (SVM)
Support vector machines are non-probabilistic binary lin-
ear data-based machine learning models suitable for clas-
sification of heart sounds using different kernel functions.

Implementation of a support vector network for non-
separable training data was firstly reported by Cortes and
Vapnik [179]. This has been extended for supervised machine
learning problems including classification of heart sounds
signals.

In general, most of the studies reported were focused
towards improving the classification performance either by
modifying the existing approach of SVM based classifica-
tion or by adding new features to the classifier. Heart valve
diseases were mostly classified using an SVM classifier in
recent articles. Other than this, SVM classifiers were found
suitable in identifying innocent murmurs when compared to
artificial neural network [83]. SVM classifier are suitable for
high dimensionality classification problems even if sample
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TABLE 4. (Continued.) Feature extraction and selection approaches.

sizes are small [180], [181]. Also, the performance of the
SVM classifier does not correlate directly to the dimension-
ality of the input vectors [124]. Further, the SVM classifiers
provide flexibility to use an optimum kernel function from
the available kernel functions (linear, Gaussian, polynomial,
radial basis, exponential radial basis, sigmoid, spline, Fourier,
Gaussian radial basis, Morlet wavelet kernel, Mexican hat
wavelet and bspline) based on the cardiac abnormality under
investigation. The parameters of the kernel function can be
tuned further to improve the training efficiency and to achieve
the best performance. However, this demands an additional
optimizer in the system [111]. Other than this, SVMs are
cumbersome for multi-class problems as it requires an indi-
vidual model for different classes.

2) NEURAL NETWORKS
Neural networks are also widely used potential machine-
learning based methods with remarkable ability to detect
the trends based on the sample data. Due to their self-
organization properties, real-time operation, and adaptive
learning, neural networks find applications in cardiac abnor-
mities detection.

Though, neural networks achieved promising results in
terms of classification accuracy and are frequently used
as a computational tool for pattern classification of heart
sounds, large training datasets are required to train neu-
ral networks. Also, it requires more computational power
and time to accomplish the classification task compared to
an SVM classifier. Other than this, it has been found that
Back-Propagation Artificial Neural Networks (BP-ANN) are
unable to produce a global solution to a classification problem
as the initial weights are randomly selected [73].

3) HIDDEN MARKOV MODELS (HMM)
HMMs are probabilistic statistical, double-layered stochas-
tic finite state machine with hidden Markov process. From
the articles reviewed, it was found that HMM models were
mostly used for segmentation. However, only a limited num-
ber of studies employed them to classify normal and abnormal
heart sounds.

In general, HMM classifiers often have a large set of
parameters and the classification accuracy was found to
be directly dependent on the HMM parameters selected in
the model [118]. Additional drawbacks of HMM in heart

sounds classification include slow interpretation, parameter
optimization, memory requirements and computational time.

4) K-NEAREST NEIGHBOR (K-NN)
Feature distances (Euclidean, Manhattan, Minkowski, Maha-
lanobis, etc.) were estimated to compute the nearest neigh-
bors when the most relevant patterns were close to each
other in the feature space [173], [176]. The k-nearest neigh-
bor algorithm was successfully applied to classify nor-
mal and abnormal heart sounds and for murmur detection
[94], [151], [187], [188]. Classification performance was
found to be dependent on the k parameter used in the algo-
rithm and various features were suggested to improve the
classification performance.

In general, a k-NN classifier offers advantages in terms
of training time, simplicity and ease of implementation com-
pared to others. However, it demands largememory space and
offers slow estimation [189]. Further, the k-NN classifier also
offers robustness to noisy training data [47].

Attempts to classify heart sounds with modified classifiers
or rule-based classifiers were also found. Decision trees based
on certain rules and decision nodes were considered as rule-
based classifiers [173]. Other efforts to classify heart sounds
using a combination of different classifiers were also reported
[83]. Works reported using all of these approaches are pre-
sented in Table 5.

V. SYNTHESIS OF RESULTS
Data synthesis to evaluate the accuracy of the algorithms was
performed on articles that reported an analysis of fundamen-
tal and other pathological heart sounds, including segmenta-
tion and classification. Performance of data acquisition meth-
ods was not assessed, as a proper indexwas not reported in the
articles studied. Similarly, feature extraction approaches were
reviewed thoroughly; however, were not included in the data
synthesis. The study was formulated to consider articles with
first heart sounds (S1) detection (FHSD), second heart sounds
(S2) detection (SHSD), pathological heart sounds detection
(PHSD) including S3 and S4, murmurs, classification between
S1 and other heart sounds (FHSC), classification between S2
and other heart sounds (SHSC) and classification of patho-
logical heart sounds (PHSC) including murmurs, S3 and S4
and other abnormal heart sounds. Some articles with partic-
ular identification and classification of very specific type of
murmurs and heart sounds were also reviewed; however, were
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TABLE 5. (Continued.) Summary of heart sounds classifiers and their performance comparison.

not included in the data synthesis because of a limited number
of articles available.

The performance of algorithms focusing on the segmen-
tation and classification of heart sounds was synthesized
as the accuracy measures in Table 6. Segmentation of S1
(FHSD) reported in [25], [29], [45], [47], [52], [57], [64],
[87]–[89], [92], [94], [96], [100], [104], and [113], achieved
mean accuracy of 94.54 ± 5.15% in correct identification
of S1 at the event level, while mean classification accuracy
achieved was 89.77 ± 4.53% in [66], [90], [97], [106], and
[111]. Similarly, identification of S2 (SHSD) at the event
level, was reported in [25], [29], [45], [47], [52], [57], [64],
[87]–[89], [92], [94], [96], [100], and [104], achieving a
mean accuracy of 93.96 ± 5.01%; while the mean clas-
sification accuracy reported in [90], [106], and [111] was
90.82 ± 6.58%. Pathological heart sounds detection (PHSD)
at the event level reported in [29], [64], [65], [67], and
[112], achieved mean accuracy of 88.50 ± 5.93%, while
pathological heart sounds classification (PHSC) reported in
[64], [69], [75], [78], [95], [105], [110], [140], [142], [145],
[146], [155], [157], [158], [162]–[164], [167], [170], [183],
[185], and [191], achieved mean classification accuracy of
90.28 ± 7.82%. The mean accuracy in the identification of
S1 at the event level was found to be the highest. However,

pathological sounds’ detection at the event level achieved the
least accuracy.

VI. DISCUSSION
This systematic review provides an overview of the current
state-of-the-art in algorithms developed for computerized
heart sounds analysis and classification. Algorithms reviewed
here investigated advanced signal processing tools and learn-
ing based approaches to automate the process. These algo-
rithms were carefully evaluated to understand current chal-
lenges. Segmentation and classification of heart sounds were
found to be still challenging, mainly because of the noise
associated with the acquired signals that affected the quality
of analysis. Also, the complexity and non-uniformity associ-
ated with heart sounds signals were difficult to model.

Most of the segmentation approaches reviewed utilized
adaptive threshold values of peak amplitudes, assumptions
related to the systolic and diastolic intervals, and cardiac
cycle period, to localize the peaks in the heart sounds signals.
These assumptions are not valid for all kinds of subjects.
Also, most of the segmentation algorithms fail in case the
systole and diastole periods are of nearly equal duration.
Thus, the error at the segmentation level may propagate to the
next level of analysis. Only a few reviewed articles studied
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the noise tolerance while segmenting heart sounds signals
[29], [50], [61], [64], [96], [112]. Recently suggested prob-
abilistic models by Springer et al [80] and Schmidt et al [45]
achieved good segmentation accuracy even for noisy signals.

From the results synthesized, it was found that identifica-
tion of fundamental heart sounds S1 and S2 achieved higher
accuracy compared to the pathological sounds’ identification
during the segmentation process: (94.54± 5.15%) and (93.96
± 5.01%), respectively, versus (88.50 ± 5.93%). While most
of the articles identified S1 and S2 heart sounds at the event
level, the identification of S1 sounds achieved higher accuracy
compared to the S2 sounds.

Among the articles reviewed here, only a few articles
aimed to identify pathological heart sounds at the event
level. These articles include detection of S3 ([64], [65]), S4
([64], [65]) andmurmurs [29], [64], [67], [112]). The Hilbert-
Huang Transform was suggested for identification of S3 and
S4 [65]. However, the selection of intrinsic mode functions
(IMFs) required in the model was challenging because of
the varying temporal-spectral characteristics of heart sounds.
More recently, the Empirical wavelet transform was also sug-
gested as a decomposition approach to segment heart sounds
and to detect S1, S2, S3 and murmurs [64]. Though these
results appear to indicate that pathological sounds can be
identified at the event level during the segmentation, most of
the studies performed classification to diagnose pathologies.
A few studies also suggested to segment cardiac signals
directly into cardiac cycles rather than identifying the peak
locations [56], [79], [91], [114], [158]. In these approaches,
initial localization of S1 and S2 was skipped if prior knowl-
edge of cardiac cycles was available.

From the data summarized in Table 6, it can be found
that different characterization measurements are evaluated
based on the classification problems. Statistical features are
mostly extracted to identify the fundamental heart sounds and
systole and diastole intervals in a cardiac cycle. Additionally,
morphological, spectral, perceptual, fractal features, wavelet
features, higher-order statistics and other time-varying and
time-frequency domain discriminative features are recom-
mended to distinguish pathological sounds. These features
take into account the dynamics of heart sounds under patho-
logical conditions. Most of the features yielded promising
results for classification between normal and abnormal heart
sounds. Only a few reviewed articles reported features to
identify particular cardiac pathologies which are discussed in
the following paragraphs.

Reported characterization measurements are extracted
using various heart sounds signal transformations and
decompositions suggested. Among them, wavelet-based
decomposition and reconstruction methods to obtain sig-
nal characteristics in both, time and frequency domains,
for feature extraction were suggested in most of the
recent articles [91], [175], [193]. The coefficients of
mother wavelet transform are also evaluated as promis-
ing features. Some articles presented a comparative
study of mother wavelets and suggested continuous

wavelet transform using a Morlet wavelet as a potential
transformation to extract features for detection of car-
diac abnormalities - such as S3, S4, aortic stenosis, mitral
regurgitation, midsystolic click, ventricular septal defect,
atrial septal defect, mitral stenosis and aortic regurgita-
tion [104], [130]. While others suggested the Daubechies
wavelet for heart sounds analysis [67], [79], [150], [194].

Mel-frequency spectral coefficients (MFSCs) and Mel-
Frequency Spectral Coefficients (MFSCs) have yielded
promising results, compared to time-domain and short-time
Fourier transform based features [132], [133], [155], in clas-
sification of fundamental heart sounds, S3, S4, ejection click,
opening snap and diastolic and systolic murmurs [133].
However, MFCCs are not efficient in murmur classification
with large energy lobes [118]. Hence, in addition to time-
frequency domain features (such as STFT, wavelet transform,
etc.), perceptual features (such as MFCCs), non-linear and
chaos based features (such as recurrence quantification anal-
ysis and higher order statistics) and fractal features (such
as correlation dimension, Largest Lyapunov Exponent and
Hurst exponent) are recommended for identification of valve
disorders [94], [102]. Other features included multi-fractal
spectrum [192], that achieved 96.91% accuracy in identifying
prolapsed mitral valve; and multi-level basis selection [70]
which yielded 97.56% accuracy in identification of aortic
stenosis, mitral insufficiency, and atrial insufficiency. Simi-
larly, along with time-domain based features, the center of
gravity and the width of the frequency distribution extracted
using a moving windowed Hilbert transform, reported up
to 98.40% accuracy for identification of ventricular septal
defects. Identification of systolic ejection click using spectral
analysis with a time growing window also reported promising
results (97.00% accuracy). Other than this, instantaneous
frequency and amplitude of decomposed signal were found
to be useful for the identification of splitting of fundamental
heart sounds [22].

Reviewed articles also suggested other features extrac-
tion methods - partial least squares regression method [79],
matching pursuit based methods [97], sparse coefficient
matrix [138] and multivariate matching pursuit [93] - for
which extracted features achieved promising results in
classifying normal and abnormal heart sounds. In gen-
eral, temporal, statistical, wavelet coefficients, spectral and
instantaneous amplitude, and frequency based features were
extracted for abnormality detection.

Most of the recent studies classified pathological heart
sounds using learning based approaches (Artificial Neu-
ral Network (ANN) or Support Vector Machine (SVM)).
Articles also suggested modified support vector machines
(such as Genetic SVM (G-SVM) [145], Least-Square Sup-
port Vector Machine (LS-SVM) [124], [195], Growing Time
Windows based Support Vector Machine (GTSVM) [140],
Support Vector Machine and Modified Cuckoo search
(SVM-MCS) [111]), and validated the classification perfor-
mance of SVM using different kernel functions in identi-
fication of normal and pathological sounds. It was found
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TABLE 6. Accuracy measure of heart sounds’ detection and classification approaches.

that the Gaussian Radial Basis Kernel Function (GRKF)
produced the best results in classifying normal, aortic steno-
sis, pulmonary stenosis, tricuspid insufficiency and mitral
insufficiency heart sounds compared to Linear Kernel Func-
tion (LKF), Polynomial Kernel Function (PKF) and Sig-
moid Kernel Function (SKF)) [107]. Also, the least-square
support vector machine (LS-SVM) classifiers were found
promising in identifying normal, valvular defects, septal
defects and other defects [139], with Morlet wavelet ker-
nel function. Least square SVM was also suggested for
identifying cases of chronic heart failure [73]. This achieved
similar results to the back-propagation artificial neural net-
work (BP-ANN) and hidden Markov models (HMM) and
required less training time compared to its counterpart [148].
Other classification approaches such as decision trees [174],
were also reported for the classification of fundamental
heart sounds, aortic stenosis and mitral regurgitation. How-
ever, these methods are not suitable for complex feature
classification [56].

Most of the studies reported methods to identify murmurs
as systolic or diastolic murmurs. However, the classification
of these murmurs into various sub-classes was not found in
general. In a recent study, it was found that wavelet-based
features and coefficients such as entropy, achieved promising
results using a decision-based classification algorithm in clas-
sifying murmurs into systolic murmurs (early, mid, late, pan)
and diastolic murmurs (early, mid, late, pan) and continuous
murmurs [64]. Murmurs of valvular defects, mainly because

of the stenosis, regurgitation and insufficiency, were mostly
investigated.Wavelet transformation andwavelet coefficients
such as entropy, were found useful to classify normal, aortic
stenosis, aortic regurgitation, mitral stenosis and mitral regur-
gitation [64], [70], [147]. Another method based on murmur
likelihood computation and SVM classifier was found useful
in classifying normal, aortic stenosis, mitral regurgitation,
ventricular septal defect, aortic regurgitation, mitral steno-
sis, and mitral valve prolapse [105]. SVM classifier based
approaches were also extended to diagnose ventricular septal
defects and atrial fibrillation and achieved satisfactory results
in abnormalities classification [78], [85]. Other diagnostic
heart sounds such as gallop rhythm were also classified
using an SVM based classifier after pre-processing signals
using the optimum multi-scale wavelet packet decomposi-
tion [143].

Other than these sounds, splitting of fundamental heart
sounds has also been identified as a pathological event.
While a limited number of articles investigated the splitting
of second heart sounds (S2) at the event level, no quantitative
measurement of splitting of the first heart sounds (S1) was
found. The split identification was found to be obscured
mainly because of the overlap of the components (M1 and
T1 of S1 and A2 and P2 of S2). In the articles reviewed here,
it was not possible to ascertain the accuracy level in detecting
the splitting of fundamental heart sounds due to the lack of
articles available and the lack of quantitative analysis. Apart
from these diagnostic sounds, a large amplitude of S3 or S4
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and the presence of extra peaks in the cardiac cycle may
reflect valvular malfunctioning or abnormalities, but these
have not been investigated.

Although existing approaches reported promising results,
algorithms were specifically developed for identification and
classification of certain types of pathological sounds. In some
cases, the accuracy of the algorithmwas greatly dependent on
the disease being investigated. Thus, these results cannot be
interpolated to analyze other heart sounds that may be present
in a cardiac cycle. Other than this, in some of the studies,
the class of murmurs was not specified.

Data acquisition systems and databases used by the
reviewed studies were also examined, coming to the conclu-
sion that databases available for the validation of the algo-
rithms are limited. In addition, demographics of the subjects
and protocols followed when performing signal acquisition
were not always fully specified. Sensors locations were also
generally missing. Only a few studies validated the proposed
algorithm with a database containing normal and abnor-
mal heart sounds [111]. As most of the algorithms for the
heart sounds analysis were validated with limited duration
of recordings, the performance of these algorithms is not
statistically significant. Thus, the robustness of algorithms
still needs to be validated using large databases and with
signals obtained from different subjects populations, includ-
ing wider age ranges, and in real use scenarios. This is even
more important considering that heart sounds are very sensi-
tive to noise and interference, and different databases show
different levels of data corruption. Furthermore, libraries of
auscultatory recordings containing sounds signals from all
possible auscultation sites from different subjects have not
been reported. The analysis should be extended to test the
robustness of the algorithms against the placement of the
sensor (auscultation positions) while performing the signal
acquisition. In relation to this, acquisition systems and noise
reduction techniques should be developed in parallel, since
different acquisition systems respond differently to artifacts,
which consequently might affect the performance of specific
noise reduction algorithms.

Overall, existing algorithms show satisfactory results in
classifying heart sounds in controlled conditions. However,
it is not possible to extrapolate from this how they would
operate in long-term continuous monitoring of signals in real
life environments, mostly when subject-specific training is
not an option.

VII. STUDY LIMITATIONS
When evaluating the accuracy measurements, the differences
in the databases utilized for the verification and validation
of algorithms had to be neglected. Approaches for data col-
lection and feature extraction were not included in the data
synthesis due to the lack of standardized methods and proper
indexes for performance comparison. Lack of large databases
in the studies makes it difficult to assess the primary outcome
and to establish a proper comparison. Also, in some cases,

it was hard to determine the accuracy level because of the
missing performance metrics.

VIII. CONCLUSION
The key objective of this systematic review was the identifi-
cation of methodological approaches for computerized heart
sounds analysis and classification. This included the review
of databases used for testing of the different algorithms,meth-
ods for segmentation, feature extraction and classification of
heart sounds. A cost-effective system with precise automatic
analysis of heart sounds may assist in early diagnosis and to
improve the outcomes of cardiovascular diseases. However,
extraction and analysis of these signals is a challenging task
because of their complex non-stationary nature as well as
the noise and interference corruption due to the limitations
associated with the acquisition systems. Algorithms for auto-
mated analysis of the acoustic cardiac signals have been
reported but with limited capabilities. There is a large varia-
tion in data in terms of accuracy of some of the studied algo-
rithms. Evaluation with universally standardized databases
still needs to be carried out for a proper comparison, and if the
algorithms are intended to be used with wearable systems, the
design and validation needs to take into account the practical
challenges associated to the specific wearable.

APPENDIX
Preferred reporting items provide on the PRISMA 2009
Checklist [13] document with the page number indicating the
reported items in this systematic review.
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