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ABSTRACT Pyrene, composed of four fused benzene rings, is a polycyclic aromatic hydrocarbon (PAH)
that has served as a model compound for evaluating the toxic effects of PAHs. In this paper, 114 male rats
were dosed daily by oral gavage with either vehicle (corn oil) or pyrene (1500 mg/kg/day) for four days.
A method based on the gray wolf optimization-enhanced machine learning approach was then developed
to identify pyrene poisoning in rats using the indices from blood analysis. The results showed that there
were significant differences in blood analysis indices between the control and the pyrene groups (p < 0.05).
In terms of feature selection, the most important correlated indices were liver to body weight ratio, the
absolute value of leukomonocyte, the percentage of monocyte, serum albumin, direct bilirubin, urea nitrogen,
and uric acid. This method was shown to have an accuracy rate of 94.62% (ACC), 0.8988 Matthews
correlation coefficients (MCCs), 91.71% sensitivity, and 98.33% specificity. Empirical analysis indicates
that this method represents a new and accurate approach for detecting pyrene poisoning.

INDEX TERMS Pyrene, hepatotoxicity, renal dysfunction, gray wolf optimization, feature selection,
fuzzy KNN.

I. INTRODUCTION
Polycyclic aromatic hydrocarbons (PAHs) are severe pollu-
tants mainly caused by incomplete combustion of various
organic substances such as coal, gasoline, diesel, tobacco
and foods [1]. When ingested or inhaled, PAHs are metab-
olized into compounds which, by binding slightly to DNA,
form what is known as large DNA adducts, thus leading
to mutations and carcinogenesis [2]. Pyrene is a polycyclic
aromatic hydrocarbon composed of four fused benzene rings,
and because it occurs at considerably high concentrations in

PAH mixtures, it can serve as a biomarker of PAH exposure
in human and wildlife [3], [4]. Pyrene exposure has lethal
and sublethal effects, depending on dose. For instance, it can
reduce feeding rate, oxygen uptake, growth rate, development
time and reproductive yield. In addition, even at low concen-
trations (0.05-5nm), pyrene can cause cardiac abnormalities
in fish such as pericardial edema and cardiac circulation
defects, and a concentration-response experiment showed
that, when its concentrations were higher than 100 nm [5],
it resulted in reduced mobility in juvenile barramundi.
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Zhang et al. [6] evaluated the negative effects of pyrene on
the liver using wild-type mice orally dosed with pyrene, and
found that pyrene exposure increased relative liver weight,
induced hepatocellular hypertrophy and elevated ALT levels.
Moreover, pyrene was found to induce expression of IL-8 in
human epithelial cell lines [7].

Pyrene-induced hepatotoxicity, which is likely to involve
various kinds of different liver injuries, has adverse impacts
on human health, with a pivotal role in metabolism, the liver
is extremely fragile to xenobiotics. Numerous computa-
tional models have been proposed to predict dose-dependent
hepatotoxicity [8]. Liu et al. [9] constructed supervised
machine learning to predict hepatotoxicity by using EPA
ToxCast in vitro bioactivity and chemical structure based on
six machine learning algorithms: classification and regres-
sion trees (CART), support vector machines (SVM), linear
discriminant analysis (LDA), Naive Bayes (NB), k-nearest
neighbors (KNN) and an ensemble of these classifiers
(ENSMB). CART, SVM and ENSMB classifiers performed
best in forecasting hepatotoxicity. Stoichiometry software
was used to optimize the set of descriptors, and SVM
model training was conducted for the end points of liver
toxicity, achieving high sensitivity (68%) and good speci-
ficity (95%) [10]. Moreover, the SVM model, with an
accuracy rate of 94.90% [11], was also established by extract-
ing candidate data of specific biomarkers for hepatotoxicity
and non-hepatotoxicity drugs. Ding et al. [12] used a model
for hepatotoxicity prediction, which was based on a coarse-
grained parallel genetic algorithm (CGPGA) and SVM, and
the accuracy of this model was 78.21%.

Although drug-induced liver damage is not common,
it remains an important safety issue that can lead to
patient deaths and drug development failures [13], [14].
Toxicogenomics and quantitative structure-activity relation-
ship (QSAR) modeling are widely used predictive tools in
toxicology [15], [16]. Low et al. [17] developed multiple
traditional QSAR classification models which use an inte-
grated set of chemical descriptors and some classification
methods such as KNN, SVM, random forests (RF) and dis-
tance weighting identification. Liew et al. [18] used the set
construction model of mixed features and mixed learning
algorithms to predict effects on the liver, achieving an accu-
racy rate of 75.0%, 81.9% sensitivity and 64.6% specificity.
Lu et al. [19] used an approach based on the Bayesian
reasoning method for prediction, and the average accuracy,
sensitivity and specificity of the model were 78.47%, 74.17%
and 82.77%, respectively. Using weighted fingerprint fea-
tures, the prediction model was trained and evaluated by
RF and SVM algorithms, achieving accuracy rates of 73.8%
and 72.6%, respectively [20]. However, there are few reports
of pyrene poisoning identification in animals or humans.

Blood analysis is one of the most common and widely
available diagnostic methods in hospitals. In this study, using
blood analysis indexes, a newmethod, based on the improved
gray wolf optimization (GWO) machine learning approach,
was developed to identify pyrene poisoning in rats. To our

knowledge, our study is the first to adopt the GWO enhanced
fuzzy k-nearest neighbor technique to identify pyrene poi-
soning in rats. As shown by the simulation results, the pro-
posed GWO-FKNN approach effectively identified the most
important features that can discriminate between pyrene-
exposed rats and normal control rats. Comparison of the
proposed method with two other nature-inspired metaheuris-
tic algorithms-based FKNN methods demonstrates that the
proposed GWO-FKNN can achieve better prediction results.

To sum up, the contributions of this paper are as follows:
(1) create a new perspective of modeling pyrene poisoning
in rats using blood samples and it works automatically and
effectively; and (2) the most relevant indices can be identified
by feature selection that is carried out using an improved
GWO-based method.

II. MATERIALS AND METHODS
A. CHEMICALS AND ANIMALS
Pyrene (99% purity) was produced by Sigma-Aldrich
(St. Louis, Missouri, USA). 114 male SD rats weighing
180-220 grams were from the Laboratory Animal Center
of Wenzhou Medical University. The rats were kept at
23 ± 3◦C with a 12-h light/dark cycle (light: 07:00-19:00 h,
dark: 19:00-07:00 h) in the laboratory, and were given proper
diets and enough water. All animal experiments were car-
ried out in accordance with the Institutional Animal Care
guidelines and were approved ethically by the Administration
Committee of Experimental Animals, Laboratory Animal
Center, Wenzhou Medical University.

B. TREATMENT OF ANIMALS
114 male SD rats weighing 180-220 grams were divided
randomly into two groups, with 57 rats in the control group
and 57 rats in the experimental group. Experimental rats were
given daily by oral gavage with pyrene (dissolved in corn oil,
1500 mg/kg/day) for 4 days, whereas control rats received an
equal volume of vehicle (corn oil). All rats were sacrificed
24 h after the last administration. Then the blood samples
were collected for blood routine test (BRT) and biochemical
analysis including serum alanine aminotransferase (ALT).
Moreover liver and kidney weight was measured, and liver
or kidneys/body weight ratios (LWR/KWR) are represented
as (liver or kidneys weight)/(body mass)× 100%. Histo-
logic analysis of hematoxylin-eosin staining was performed
by fast dissection, cutting and fixation of liver tissues
in 10% neutral phosphate buffer formaldehyde solution with
hematoxylin-eosin staining.

1) LIST OF THE FEATURES
As illustrated in Table 1, a total of 36 blood indices were used
in this study.

2) DATA ANALYSIS
Statistical analysis was performed using SPSS 17 software.
The blood and biochemical indexes of the two groups were
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TABLE 1. List of the features used in this study and their definitions.

analyzed by a One-Way ANOVA test to discover statistical
differences. P values less than 0.05 were considered statisti-
cally significant in all analyses.

C. METHODS
Figure 1 shows the flowchart of the method presented in this
paper. The method consists of two parts: feature selection
and classification. The blood samples were obtained from
57 pyrene exposed rats and 57 normal control rats. Each sam-
ple has 38 attributes, including 36 blood indices and 2 organ
coefficients. Firstly, the data was normalized, and then the key
features were selected from the data samples byGWO-FKNN
method to optimize the parameters of the FKNN classifier,
and then the optimal FKNN classifier was trained by using
the optimal parameters and features obtained. Finally, the best

FIGURE 1. Flowchart of the proposed method.

FKNN classifier was used to predict the unknown samples.
Data partition is based on 10-fold cross validation (CV).

1) PARAMETER OPTIMIZATION AND FEATURE SELECTION
BY GRAY WOLF OPTIMIZATION (GWO)
In this study, a hybrid GWO-FKNN was constructed by
combining the continuous GWO and the binary version
of GWO, with the continuous GWO tackling the problem
of parameter optimization and the binary GWO executing
the feature selection task. GWO was first developed by
Mirjalili et al. [21] as a new population-based heuristic search
algorithm. Each swarm intelligence algorithm has its own
characteristic [22]–[28], and GWO also has its unique char-
acteristic in that it simulates the social rank and predatory
behavior of gray wolves in nature [29].

The original GWO is known to be conducted in continuous
space to solve the problems with real-valued parameters.
However, the discrete binary version of GWO [30], [31] is
commonly utilized to solve many optimization problems in
engineering practice. Feature selection is a good instance of
binary combinatorial optimization problems. In this study,
the optimization task consists of binary variables and real-
valued parameters, both of which need to be optimized.
Therefore, we developed the hybrid GWO by combining the
continuous GWO and the binary version of GWO in order
that both real-valued and binary parameters of the task can
be optimized.

2) CLASSIFICATION BASED ON FKNN
FKNN is a kernel predictive engine for executing the clas-
sification task after the optimal parameters and features are
obtained. Compared with other traditional machine learning
methods such as ANN and SVM, FKNN is much simpler
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and can yield results that can be more easily interpreted.
FKNN [32], [33] classifiers, which are based on conven-
tional k-nearest neighbor (KNN) classifiers, have been stud-
ied extensively since first proposed.

For the past few years, FKNN has become a distinctive
facet of neighbor classification and instance based learn-
ing [34]. Representing inaccurate information while pro-
viding the degree to the sample belonging to the relevant
category is one of the most prominent features of FKNN.
After being assigned a membership, each sample is classified
to a class, which has the highest membership value. Owing to
its fantastic traits, FKNN has been utilized in a broad array of
scenarios, including medical diagnosis problems [35], [36],
protein identification and prediction problems [37], [38],
slope collapse prediction problems [39], bankruptcy predic-
tion problems [40], and grouting activity prediction prob-
lems [41]. Nevertheless, FKNN has weaknesses in a certain
sense, one of which is that it depends basically on two crucial
parameters, the fuzzy intensity coefficient (m) and the num-
ber of neighbors (k). Hence, these two parameters have to be
tuned appropriately in order to obtain better classification per-
formance. In this study, we used GWO to tune the parameters
of FKNN.

3) PROPOSED GWO-FKNN
To fully explore the potential of FKNN, GWO was used not
only to optimize the parameters of FKNN, but also to identify
the optimal feature subset in the data. The main steps of fea-
ture selection and parameter optimization via GWO-FKNN
method are as follows:

Step 1: Initialize the input parameters for GWO, including
maximum number of iterations, upper bounds of
the variables, population size, and the dimension
of the problem, lower bounds of the variables.

Step 2: Initialize a population of gray wolves randomly
based on the upper and lower bounds of the
variables.

Step 3: Initialize a, EA and EC using the following equations.

a = 2 (1)
−→
A = 2a · −→r 1 − a (2)
−→
C = 2−→r 2 (3)

where −→r 1,
−→r 2 are random vectors in [0, 1].

Step 4: Encode each gray wolf with n+2 dimensions. The
first two dimensions are parameter pair (k, m). The
remaining n dimensions are discretized to binary
values by equation 4, in which ‘1’ indicates the
feature is selected, and ‘0’ indicates the feature is
not selected.

flagi,j =

{
1 Xi,j > 0.5
0 otherwise

(4)

where Xi,j indicates the jth position of the ith gray
wolf.

Step 5: Calculate the fitness with (k, m) and the selected
features for each gray wolf according to the fol-
lowing equation.

f1 =

K∑
i=1

acci

K

f2 = 1−

n∑
j=1

binj

n

f = α × f1 + β × f2

(5)

The first sub-objective function f1 represents the
average accuracy achieved by the FKNN classifier
via K -fold CV, where K = 5 and acci is the
accuracy of the ith fold CV. In the second sub-
objective function f2, binj is the binary value of
the jth feature, n is the total number of features.
In objective function f , α is the weight for FKNN
classification accuracy, β indicates the weight for
the selected features.

Step 6: Choose the first three best gray wolves that have
maximum fitness and save them as α, β, and δ.

Step 7: Update the position of the rest of the popula-
tion (ω) using equations 6 to 12.

−→
D α =

∣∣∣−→C 1 ·
−→
X α −

−→
X
∣∣∣ (6)

−→
D β =

∣∣∣−→C 2 ·
−→
X β −

−→
X
∣∣∣ (7)

−→
D δ =

∣∣∣−→C 3 ·
−→
X δ −

−→
X
∣∣∣ (8)

−→
X 1 =

−→
X α − EA1 ·

−→
D α (9)

−→
X 2 =

−→
X β − EA2 ·

−→
D β (10)

−→
X 3 =

−→
X δ − EA3 ·

−→
D δ (11)

−→
X (t + 1) =

−→
X 1 +

−→
X 2 +

−→
X 3

3
(12)

where t indicates the current iteration.
Step 8: Return back if the gray wolves go beyond the

boundaries of the variables.
Step 9: Decrease the value of a from 2 to 0 linearly.
Step 10: Update EA and EC using the equation 2 and 3

respectively.
Step 11: Go to step 4 if the end criterion is not satisfied.
Step 12: Return the first two dimensions’ continuous values

of Xα as the optimal FKNN parameter pair (k, m)
and the remaining n dimensions’ binary values
of Xα as the markers of the best feature subset.

III. EXPERIMENTAL SETUP
The experiment was implemented in MATLAB on a
Windows Server 2008 R2 operating system with Intel (R)
Xeon (R) CPU E5-2660 v3 (2.60 GHz) and 16GB of RAM.

VOLUME 7, 2019 15323



J. Zhu et al.: New Evolutionary Machine Learning Approach

GA, GWO, FKNN and PSO were implemented from the
beginning.

Data were firstly normalized into the range [−1, 1] prior to
building the prediction model. We used the stratified 10-fold
CV [42] to evaluate classification performance in order to
guarantee unbiased results. The number of the maximum
iterations and search agent size for GWO, PSO, GA were
fixed at 50 and 20. The two constant factors c1 and c2 in
PSO were set to 2, the inertial weight w in PSO was set to 1.
Crossover fraction and mutation probability in GA were set
to 0.8 and 0.01, respectively. The searching ranges for the
two parameters in FKNN were set as follows: k ∈ [1, 5],
m ∈ [1, 5].
Evaluation criteria including specificity, sensitivity,

classification accuracy (ACC) and Matthews Correlation
Coefficients (MCC) were analyzed in order to evaluate the
proposed method. They are defined as follows:

ACC

=
TP+ TN

TP+ FP+ FN + TN
× 100% (13)

Sensitivity

=
TP

TP+ FN
× 100% (14)

Specificity

=
TN

FP+ TN
× 100% (15)

MCC

=
TP ∗ TN − FP ∗ FN

√
(TP+ FP) ∗ (TP+ FN ) ∗ (TN + FP) ∗ (TN + FN )
× 100% (16)

IV. EXPERIMENTAL RESULTS AND CONCLUSIONS
A. EXPERIMENT I: CLASSIFICATION WITHOUT
FEATURE SELECTION
Figure 2 shows the changes in tissue structure and colla-
gen. There were severe degenerations in the hepatocytes of
pyrene-treated rats such as cellular swelling. However, in the
control rats, only normal liver cells, central veins and a small
amount of collagen fibers were observed.

FIGURE 2. Pyrene exposure causes pathological changes to rat liver
tissue (HE staining × 200). Two groups rats were orally administered with
corn oil (control) or pyrene (1500 mg/kg) once daily for 4 days.

Table 2 lists the blood indices in both the control and
pyrene-treated groups. The activity of serum ALT notably

TABLE 2. Statistical analysis of 114 rats.

increased in rats exposed to pyrene (P < 0.05), suggesting
pyrene exposure induced hepatocyte injury.

LWR is known to effectively reflect liver pathological
changes and nutritional status in the body. Table 2 shows the
LWR and KWR in the two groups. Significant increases in
LWR and KWR were observed in pyrene-treated rats, com-
pared to the control group (P < 0.05). Therefore, the results
suggested that pyrene exposure results in hepatomegaly and
renal enlargement in rats.

Table 3 shows the classification results obtained by the
GWO-FKNN method. As can be seen from the table,
GWO-FKNN yields 94.62% ACC, 91.71% sensitivity,
98.33% specificity and 0.8988 MCC, indicating that the
method, by making full use of GWO’s powerful search and
optimization ability to identify the first-rank combination
of parameters and features in training data, can set up the
optimal forecasting model to predict the new samples.

To illustrate the effect of feature selection, Figure 3 lists the
comparison results between GWO-FKNN with and without
feature selection. As can be seen from the figure compared
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TABLE 3. The detailed results obtained by GWO-FKNN.

FIGURE 3. Comparison of GWO-FKNN with feature selection and without
feature selection.

with the GWO-FKNN method without feature selection,
ACC, sensitivity, specificity andMCC are improved with fea-
ture selection by 5.07%, 3.48%, 6.16% and 10.09%, respec-
tively, indicating that feature selection leads to an overall
performance improvement.

In addition, the standard deviation of the model with a
feature selection function on ACC, sensitivity and specificity
is much smaller than the other model, indicating that feature
selection can enhance the stability of the model to a cer-
tain extent. After feature selection, we found that 7 features
including LWR, VLC, PMC, ALB, DBIL, BUN and BUA are
the most frequent noes appearing in the 10 feature subsets
in Figure 4. This shows that these features play a key role in
distinguishing poisoned rats from normal rats, and that there

FIGURE 4. The frequencies of selected features during 10-fold CV
procedure.

are some redundant and unrelated features in the experimental
data.

To further demonstrate the effectiveness of the proposed
GWO-FKNN method, GWO-FKNN was compared with
PSO-FKNN andGA-FKNN. Figure 5 shows the performance
of these three approaches in terms of the four indicators.
As can be seen from this figure, GWO-FKNN outperforms
the other two competitors in terms of the four indicators.
Moreover, the standard deviation of GWO-FKNN is smaller
than that of the other two methods. These data show that
the proposed GWO-FKNN is a promising method for distin-
guishing poisoned rats from normal rats.

FIGURE 5. Boxplot of classification performance obtained by the four
methods in terms of ACC(a), sensitivity(b), specificity(c) and MCC(d).

Figure 6 depicts the convergence trends of GWO-FKNN,
PSO-FKNN and GA-FKNN. As can be seen from the figure,
GWO-FKNN has the fastest convergence speed and obtains
the best solution among the three methods. Notably, the best
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FIGURE 6. The convergent evolution trend chart of the three methods.

solution is found by GWO-FKNN in less than 10 iterations.
This may be attributed mainly to GWO’s better global search
and local exploration ability in searching for optimal param-
eter and feature combinations. Compared with GWO-FKNN,
PSO-FKNN has a relatively slow convergence speed, and it
takes more than 15 iterations to find the best solution, which
is smaller than that of GWO-FKNN. Although GA-FKNN
converges faster than PSO-FKNN, it converges to the subop-
timal solution, which may result from the entrapment in local
optimum during the search process.

V. DISCUSSION AND FUTURE WORK
PAHs have been identified as endocrine disrupters, repro-
ductive toxicants, cardiovascular toxicants, neural toxicants
and carcinogens [43]–[45]. To the best of our knowledge,
our study is the first to apply the GWO-FKNN method to
identify pyrene poisoning in rats based on blood, liver and
kidney indices. Analysis of variance suggested that WBC,
LWR, VLC, KWR, HGB, PMC, MCH, MCHC, ALP, VMC,
PEO, PLT, ALT, AST, PCT, TP, AST/ALT, SCR, IBIL, GLB,
A/G, DBIL, TBIL, BUN and BUA all identify the differ-
ences between the control and pyrene groups. The p values
of all indices (excepting HGB, MCHC, AST, TP, A/G and
BUA) are less than 0.01, indicating these indices are likely to
have much more important toxicological significance. How-
ever, it is difficult to determine the most important indices,
such as accurate classification of gliomas is crucial for pre-
scribing therapy and assessing the prognosis of patients.
Wang et al. [46] developed and validated that multiparamet-
ric MRI-based radiomic analysis is a novel and convenient
approach for the classification of gliomas into low-grade and
high-grade tumors. Tian et al. [47] pointed out that radiomic
strategy incorporating 3D texture features from multipara-
metricMRIwas highly effective for noninvasive glioma grad-
ing. As can be seen from Table 3, GWO-FKNN approach
achieved the highest classification accuracy (94.62%) when

the feature set included several frequent features in the pro-
cess of feature selection. The feature selection results show
that VLC, PMC, LWR, BUN, DBIL, ALB and BUA are more
important than WBC, VMC, KWR, PLT, IBIL, ALT, MCH,
PEO, TBIL, PCT, SCR, AST/ALT, ALP, GLB and AST.

In this study, we found that pyrene poisoning increases
LWR and results in notable hepatic histological changes in
rats. Previous studies have suggested that pyrene exposure
prominently increases the relative liver weight and causes
tissue injuries such as hepatocellular hypertrophy in mice [6].
Likewise, we observed that oral administration of pyrene at a
dose of 1500 mg/kg markedly increases liver index in rats.

It is common to use hematologic and biochemical anal-
yses to assess organ dysfunction in toxicological safety
assessments [48]. It has been proved that some hematologic
parameters reflect inflammatory responses. For instance,
leukomonocyte and monocyte have been shown to be related
to undesirable outcomes in some solid tumors such as ovarian,
colorectal, gastric, cervical, breast and oesophagal carcino-
mas [49]. Leukomonocytes, including B cells, T cells and
NK cells, are one of the most vital immune cells whose
main duty is to identify and kill viruses, tumor cells and
bacteria.When attacked by viruses, leukomonocytes can soon
be activated and cause a chain of immune reactions [50].
Zhu et al. [51] found leukomonocyte count in rats whose
myocardial infarction was acute was prominently higher than
that in the normal control group (p < 0.05). The most vital
cells of the innate immune system in the peripheral blood are
monocytes. Gestational diabetesMellitus (GDM) is known to
be an inflammatory disease which involves different kinds of
cells and mediators during its development. Angelo et al. [52]
demonstrated that the profile of monocytes is altered in
the peripheral blood of GDM patients. Machida et al. [53]
showed that increased monocyte count is an independent
predictor of tumor recurrence and progression.

Serum albumin (ALB), the most abundant protein in
plasma, is synthesized in the liver. ALB plays a major role
in detoxifying reactive oxygen species [54]. Serum biliru-
bin, with anti-inflammatory properties, is an end product of
heme metabolism and an effective endogenous antioxidant.
There are three forms of bilirubin in plasma: unconjugated
bilirubin (usually the main ingredient; reversibly bound to
albumin), free conjugated bilirubin and delta bilirubin (conju-
gated bilirubin, also known as direct bilirubin (DBIL), normal
range approximately 0.0–3.0 µmol/L; covalently bound to
albumin). Hodgson et al. [55] showed that, among clinically
relevant population of disease-free neonates with prolonged
jaundice, both the total and the direct bilirubin decrease with
age. However, the absolute direct bilirubin is more clinically
useful than the direct-total bilirubin ratio. Song et al. [56]
showed DBIL levels are not only associated with tumor
progression and first-line platinum chemotherapy reactions,
but also are correlated with total survival after lymph node
metastasis.

Blood urea nitrogen (BUN) was demonstrated to be help-
ful for risk stratification in a variety of diseases such as
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acute myocardial infarction, heart failure and diabetes mel-
litus [57]–[59]. Given its reabsorption by the tubules and its
role in physiological fluid balance [60], BUN is regarded
as a marker for not only renal function but also neurohu-
moral activity. It was suggested that blood uric acid (BUA)
is one of the causes for both kidney damage and renal func-
tion progression [61]. Since the kidney plays an important
role in regulating BUA levels, hyperuricemia is primarily
caused by increased intake or secretion defects resulting from
excessive deposition of crystals in proximal renal tubules.
However, hyperuricemia is also related to metabolic syn-
dromes, diabetes, renal injuries, hypertension and cardiovas-
cular diseases.

In this study, we found multiple useful indices that can
be used for identifying pyrene poisoning, including VLC,
ALB, LWR, DBIL, PMC, BUN and BUA. However, whether
these indices can be used for identifying pyrene poisoning in
humans remains to be determined. In order to offer higher
accuracy of prediction, more data samples need to be col-
lected. In addition, we are attempting to create an expert sys-
tem that can automatically identify pyrene poisoning based
on the GWO-FKNN method.
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