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ABSTRACT Mobile edge computing (MEC) is a promising solution to meet the latency requirement for
delay-sensitive services in a 5G radio access network (RAN). Its key idea is to deploy computing and storage
capacities at the edge of the RAN to quickly provision content and processing capacities as required by the
users. Efficient content caching and delivery are key issues to ensure the success of this technique. This
paper proposes a zone-based cooperative content caching and delivery scheme for a RAN supporting MEC
(MEC-RAN), where the RAN is modelled as a zone and is further sub-divided into multiple sub-zones.
Content items are cooperatively cached and delivered among multiple sub-zones. The caching problem is
formulated as a mixed integer linear programming model. We also develop a heuristic cooperative content
caching strategy to decide the content items to be cached in each MEC server. This novel strategy divides the
storage space in each MEC server into two parts. The first part caches locally popular contents and the second
part is used to cooperatively cache zone-wide popular items. We study the proposed scheme both through
simulations and implementation on a testbed that consists of a subnetwork on our campus and commercial
cloud service from Ali-Cloud. Both of these show that the proposed zone-based scheme performs better
than other typical caching strategies in terms of average content delivery latency and balanced loading of the
MEC servers.

INDEX TERMS Content delivery network, mobile edge computing, optimal caching strategy, zone-based

cooperative content caching.

I. INTRODUCTION

New applications, such as cloud computing, video-on-
demand, and online gaming have led to the explosion of
online information with a tremendous amount of content
and very high network traffic. The deployment of the 4G
access network and the popularity of smartphones have made
mobile data increase to become a significant fraction of the
total Internet traffic. According to Cisco [1], global IP traf-
fic will increase nearly three-fold over the next five years
and reach 3.3 ZB by 2021. In this, mobile data traffic is
estimated to increase seven-fold and may account for more
than 63% of the total IP traffic by 2021. Given this vast
increase of mobile traffic and the large amount of content
to be cached in the mobile Internet, Radio Access Net-
works (RANs) are facing a high pressure on their access
capacity.

A 5G RAN is required to support three types of ser-
vices, including those with large bandwidth, large number of
connections, and low latency requirements. As a promising
solution, the centralized cloud RAN (C-RAN) relocates the
computing, storage, and networking functions from the local
end to the cloud. This enables operators to manage the system
in a more efficient and green way. However, the drawback
of this is that there is a high traffic volume between mobile
users and cloud servers which would lead to a heavy transmis-
sion load on the backhaul of the access system. Moreover,
the latency to access a centralized site would also be a
limiting issue for delay-sensitive applications. To overcome
these drawbacks, solutions have been proposed to distribute
a part of computing and storage capacities from the cloud to
the network edge. This paradigm is known as Mobile Edge
Computing (MEC) [3].

2169-3536 © 2018 IEEE. Translations and content mining are permitted for academic research only.

VOLUME 7, 2019

Personal use is also permitted, but republication/redistribution requires IEEE permission. 4031

See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.


https://orcid.org/0000-0001-9386-4227
https://orcid.org/0000-0002-7342-6980

IEEE Access

N. Wang et al.: Zone-Based Cooperative Content Caching and Delivery for RAN With MEC

In a RAN supporting MEC (i.e., MEC-RAN), a MEC
server is placed at each Base Station (BS) in close proximity
to end users. This server generally has limited processing
capacity and storage space. It is intended to provide fast
processing capacity for latency-sensitive and context-aware
applications and quickly accessible local storage for contents
such as videos. The benefits of MEC are twofold. First,
being close to end users, MEC can significantly shorten the
latency of content delivery, thereby achieving better Quality
of Experience (QoE) for users. Second, MEC can greatly
relieve the load on the backhaul and core networks in a RAN
since it is not required to retrieve contents from a remote
cloud when these are locally cached.

There have been studies on MEC-RAN focusing on how
to cache and deliver contents efficiently [4]. However, most
of the existing research [5]—[7] assumes that user requests are
evenly distributed and adopts simple content caching strate-
gies. The key contribution of this paper is to propose a novel
zone-based cooperative content caching and delivery scheme
for MEC-RAN. For this, our goal is to achieve low average
content delivery latency subject to the limited processing
capacity and storage space at each MEC server. We also
formulate the zone-based cooperative caching problem as
a mixed integer linear programming (MILP) model. Then
based on the insights obtained from the solution of the MILP
model, we further propose a novel MixCo strategy to coop-
eratively cache contents within a zone. The efficiency of
the proposed cooperative caching and delivery scheme is
verified through simulations and experimentally on a testbed.
Simulation and experimental results show the efficiency of
the proposed zone-based cooperative content caching and
delivery scheme.

The key novelty of the proposed scheme includes its hierar-
chical caching architecture and cooperative caching strategy.
Specifically, it divides a MEC-RAN zone into multiple sub-
zones, each of which corresponds to a BS. Within a zone,
a cooperative caching strategy is employed for efficient shar-
ing of storage space and processing capacity at each MEC
server. For this, the storage space of each MEC server is
divided into two parts. The first part is dedicated to storing
the content items that are the locally most popular in its
corresponding sub-zone and the second part is shared zone-
wide to store the content items that are the most popular in the
whole zone. This storage space division approach balances
caching the content items based on both their local and global
content popularities, thereby helping to reduce the overall
(system-wide) average content delivery latency.

A part of this work has been presented earlier in [2],
where a preliminary study showed the benefits of the mixed
cooperative caching strategy in reducing the average content
delivery latency. The full version of our work presented here
considers a comprehensive framework for the zone-based
cooperative content caching and delivery scheme and pro-
poses an efficient online caching strategy called the MixCo
caching strategy, which can achieve near optimum caching
performance in terms of average content delivery latency.
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An experimental testbed was also built to implement the
proposed zone-based content delivery scheme and the MixCo
caching strategy to demonstrate its superior performance.

The rest of this paper is organized as follows. In Section II,
we review the related works on MEC and content caching
in a RAN. In Section III, we introduce the framework
of zone-based cooperative content caching and delivery.
In Section IV, we introduce our approach to cooperative
content caching and present its MILP model. The heuristic
MixCo caching strategy for the caching problem is presented
in Section V. Simulations and experiments are carried out
in Section VI, in which a testbed is introduced and the per-
formance of the proposed scheme is evaluated. Section VII
concludes this paper.

Il. RELATED WORKS
MEC, first proposed by IBM and Nokia, is now recognized by
European 5G PPP as one of the key technologies for the 5SG
network [8]. The European Telecommunications Standards
Institute (ETSI) has been working on its standardization since
2014, and some specifications on how to deploy MEC servers
ina RAN have been released recently [9], [10]. MEC provides
an [T service environment and computing capacity at the edge
of a network. It aims to ensure a highly efficient network
by reducing service delivery latency and network operation
costs, while also offering an improved user experience [8].
Early studies on MEC have focused on the network archi-
tectures. For example, Hu et al. [11] showed that using MEC
servers within a long-term evolution (LTE) network to offload
computing tasks from users’ phones can significantly reduce
response times. This was further verified in [12] and shown
to save up to 51% response time compared to the case of
offloading to the cloud. Therefore, the MEC-based architec-
ture was considered promising for the 5G network to realize
its 1-ms RTT requirement [13]. In addition to the response
time, Bastug ef al. [14] and Mehta et al. [15] also considered
the benefit of the MEC-based architecture from the view-
points of capacity utilization and operation cost. It was found
that employing the MEC-based architecture can reduce the
backhaul traffic by up to 22% and can save operation costs
by up to 67% for some computing-intensive applications.
For a MEC-RAN, it is important to cache and deliver
contents efficiently. Bastug et al. [14] explored the benefit of
proactively caching content items at the edge of a 5G network.
It was found that this practice could help improve user expe-
rience and alleviate backhaul congestion. Later, Intel in coop-
eration with China Mobile and iQI'YI [16] demonstrated their
online video system in the Mobile World Congress (MWC),
where MEC servers were deployed near BSs to cache and
transform videos for better user QoE [8]. There are also
other studies on how to efficiently deliver contents based
on similar architectures. Kwak ef al. [17] proposed a joint
CU/BS (Central Unit/Base Station) caching algorithm, which
aims to select caching locations dynamically in RANSs, for
different contents, where the caching locations can be content
servers, cloud units, and base stations. In [18], a cluster
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content caching structure was proposed, where distributed
caching and centralized signal processing were done jointly
to reduce redundant backhaul traffic and to improve the qual-
ity of service (QoS) in a C-RAN. For the more advanced
content caching required in MEC-RAN, different cooper-
ative caching schemes were also proposed and studied.
Gharaibeh et al. [19] allowed each user to access multi-
ple caching servers in neighboring BSs and proposed an
online caching algorithm to minimize the total system cost.
In [3], a cloud-based RAN caching framework was pro-
posed based on a cooperative hierarchical caching scheme
to minimize the cost of content delivery and optimize
user QoE.

In addition to MEC-RAN, the fog computing-based
RAN (F-RAN) is another important architecture for content
caching and distribution in a RAN. In fact, F-RAN is more
general than MEC-RAN as it allow any device that has pro-
cessing and storage capacities to share these capacities in the
whole system. Mouradian et al. [20] provided a comprehen-
sive survey on F-RAN. For content caching and delivery in
F-RAN, Hung et al. [21] proposed an algorithm aiming to
identify which content item should be cached in the cloud and
which content item should be cached in the fog, according
to the content features. Xiang et al. [22] considered every
user’s equipment as a fog node and proposed an algorithm
to optimize communication modes and resource allocation to
tradeoff the average energy efficiency and average delivery
latency. Do et al. [23] proposed an algorithm to manage
the content in a distributed fog network aiming to optimize
content delivery from a cloud to fog nodes while minimizing
the carbon footprint of the whole system.

MEC-RANS have elicited considerable interest in recent
years. However, several open problems remain to be explored
which can further improve their content delivery perfor-
mance. For example, most existing studies assume that the
users are distributed evenly in a network and they ignore
user mobility. However, in an actual system, the traffic loads
from users are often unevenly distributed and users are also
mobile, moving from one cell to another. Moreover, these
prior studies generally ignore the processing/transmission
capacity of the MEC servers considering only their limi-
tations on storage space. For a more accurate optimization
design, new system constraints incorporating these practical
aspects should be comprehensively addressed. In addition,
though hierarchical cooperative caching strategies have been
considered, these have not been studied sufficiently. In this
paper, we propose a zone-based cooperative content caching
and delivery scheme for MEC-RAN to achieve a low average
content delivery latency considering limited storage space
and processing capacity at each MEC server and the fluctu-
ations of user traffic load. The key novelty of the proposed
scheme is in its division of the storage space in each MEC
server into two parts, with the first part used for caching
locally popular contents and the remaining part used for
cooperatively caching zone-wide popular contents. Such a
division enables the proposed scheme to outperform other
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existing schemes. Moreover, to demonstrate experimentally
the proposed scheme and its performance, we also develop
a testbed based on a real campus network and a commer-
cial service from Ali-Cloud, which is also an important
contribution.

IlIl. ZONE-BASED COOPERATIVE CONTENT

CACHING AND DELIVERY IN MEC-RAN

We first describe the MEC-RAN architecture, for which
the proposed caching strategy is applied. Subsequently,
we describe how each user’s content request is handled in a
cooperative way, which is followed by the research problem

considered.
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FIGURE 1. MEC-RAN architecture.

A. MEC-RAN ARCHITECTURE

Fig. 1 shows the architecture of a 5G MEC-RAN [8], [24].
The network is divided into three parts, consisting of a
fronthaul, a backhaul, and a core network (CN). The fron-
thaul consists of multiple radio access points, which are
connected to a base station (gNB). Usually, each radio access
point covers a residential/business area, and each base sta-
tion serves several such areas. All the users covered by a
radio access point are served by this access node and further
by the corresponding base station. The backhaul aggregates
data traffic from multiple base stations to the core network
through a user-plane gateway (uGW). Fiber links are gen-
erally employed to provide capacity for the backhaul trans-
mission. Finally, the core network connects to the Internet
via a network gateway, where a large data center (DC) is
usually deployed nearby. This large DC caches all the con-
tents and provides a very large processing capacity to the
users, if required. However, the DC is generally far away from
a local user since the fronthaul, the backhaul, and the core
networks would lie between them. It would take a long time
to deliver contents to users through all of these, which would
not be friendly to latency-sensitive applications. To ensure
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a guaranteed QoE! for delay-sensitive applications, MEC
servers (or micro-DCs) can be deployed at base stations to
provide storage and processing capacity for local users [3].

B. ZONE-BASED COOPERATIVE CONTENT

CACHING AND DELIVERY

In a MEC-RAN, how to efficiently cache and deliver contents
to users via distributed MEC servers would be an important
research problem. For this, we propose a zone-based coop-
erative content caching and delivery scheme. Specifically,
we divide a MEC-RAN into multiple zones where each zone
contains several base stations, which are connected to the
uGW (see Fig. 1) via the backhaul network. Further, each
zone is divided into multiple sub-zones where each sub-zone
consists of a base station and multiple radio access points
connected via the fronthaul network. Users in the same sub-
zone are considered as a user group and all the users in
their individual sub-zones receive their services from their
local sub-zone’s MEC servers at the first priority. Only if the
content is not cached locally or if the local MEC server is
fully loaded, would a user’s request be forwarded to other
MEC servers in the same zone. Of course, if no MEC server
in the zone has the requested content cached, then the request
is forwarded to the remote large DC as the final solution.

In the context of the above hierarchical architecture,
there are three possible scenarios for content delivery.
In Scenario 1, if a local MEC server caches a requested
content and it is not fully loaded, then it will serve to provision
the content and directly deliver it to a user as shown in Fig. 1.
However, if the local MEC server does not have the requested
content in its cache or if it is fully loaded, then the request
will be forwarded to other MEC servers in the same zone.
Any MEC server in the other sub-zones can serve the request
if it has the requested content in its cache and is not fully
loaded. If such a (non-local) MEC server can be found, then
the user’s request is forwarded to it, and this (non-local) MEC
server delivers the content to the user. This corresponds to
Scenario 2 as shown in Fig. 1. Finally, Scenario 3 occurs
only if none of the MEC servers in the zone cache the content
requested or if all of them are fully loaded. In that case,
the request is forwarded to the remote large DC via the core
network. Here the DC is assumed to host all the contents that
may be requested.

It may be noted that the above delivery process is hierar-
chical and the delivery latency increases when the request
is forwarded to a higher-level (i.e., non-local) servers. The
content delivery latency of Scenario 1 is the shortest, while
it is the longest in Scenario 3, and Scenario 2 has medium
latency, which is somewhat longer than that of Scenario 1,
but much shorter than that of Scenario 3. If most of the
content requests can be served by the local MEC servers
and the non-local MEC servers in the same zone, then the

1 Although there can be other performance metrics such as packet dropping
ratio that can affect QoE, in the 5G era the delivery latency is often considered
the most important performance metric for QoE.
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overall content delivery latency can be much shorter than the
case where this local caching strategy is not implemented.
However, a MEC server usually has limited storage space and
processing capacity. In order to achieve good performance in
terms of content delivery latency, it is important to properly
cache contents in each MEC server. This is the focus of
this study. Next, we introduce the approaches developed for
deciding the cached contents in each MEC server.

IV. ZONE-BASED CONTENT CACHING PROBLEM

AND ITS MILP MODEL

To decide which contents should be cached in each MEC
server in the proposed cooperative caching and content
delivery scheme, we first formulate the caching problem as
a mixed integer linear programming (MILP) model. Then
based on the insights obtained from the solution of the
MILP model, we propose a heuristic caching strategy, i.e.,
the MixCo strategy.

A. PROBLEM STATEMENT

For the MILP model, we consider only one zone since the
MEC servers in the same zone cooperatively cache and
deliver contents to users. The given parameters of the problem
are - (1) the average content delivery latencies of different
scenarios shown in Fig. 1, (2) each MEC server’s storage and
processing capacity,” (3) the arrival rate of user requests in
each sub-zone, and (4) the distribution of content popularity
in each sub-zone and the storage space required by each
content item.

The objective of the problem is to decide optimal caching
contents in each MEC server so as to achieve the lowest
average content delivery latency. The optimization problem
is subject to the following two constraints. First, the total
number of content items that can be cached by each MEC
server is limited by the storage space of each server. Second,
the processing capacity of each MEC server is limited and
the total number of user requests that can be handled by each
MEC server should not exceed its processing capacity.

B. MILP MODEL
We next present the MILP model for the above optimization
problem. The sets, parameters, and variables of the model are
defined as follows.

Sets:

S  Set of MEC servers in the same zone.
N  Set of content items.

Parameters:

L1  Average content delivery latency of Scenario 1.
L,  Average content delivery latency of Scenario 2.
Lz  Average content delivery latency of Scenario 3.

2Here the processing capacity is decided by the computing capacity
of the server and the transmission capacity of the link connected to the
server. We use the lower of the two as the processing capacity of the server.
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ZieS Ai

M;  Maximum storage space (MB) in MEC server i
ied).

K; Maximum processing capacity in MEC server i
(i € §), i.e., the maximum number of requests that
can be handled by the MEC server simultaneously.

Vp Storage space required for caching content item n
(neN).

Ai Load of user requests in the sub-zone of gNB
(or BS) node i (i € S).

P;, Popularity of content item n (n € N) in the sub-
zone of gNB node i (i € S). The relationship
Y nen Pin = 1 always holds.

A A large value.

Variables:

pin A binary variable that equals 1 if content item n
(n € N) is cached by MEC server i (i € S); 0,
otherwise.

Y, A binary variable that equals 1 if content item n
(n € N) is cached by any MEC server in the same
zone; 0, otherwise.

5{! . Areal variable thatindicates the fraction of request
load of contentitem n (n € N) in sub-zone i (i € S)
served by MEC server j (j € S).

D A real variable that indicates the average content
delivery latency in the whole zone.

Objective (1), as shown at the top of this page, is to mini-
mize the average content delivery latency calculated by (8), as
shown at the top of this page. In (8) Si‘;n is the load of content
item n requested by users in sub-zone i that is served by its
local MEC server. The sum term Z jeS. j#i El{ , 18 the total load
of content item n requested by users in sub-zone i that is
served by other MEC servers. Finally, A; - P;,, — Zjes é{’n
is the load of content item 7 in sub-zone i offloaded to the
remote large DC. Constraint (2), as shown at the top of this
page, ensures that the storage space required to cache content
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items at each MEC server does not exceed its storage limit.
Constraints (3) and (4), as shown at the top of this page,
ensure that if a content item is cached in the zone, then it
must be cached by at least one of the MEC servers in the
zone. Constraint (5), as shown at the top of this page, means
that if a server j does not cache a content item 7, then no
request load of this content should be redirected to this server.
Constraint (6), as shown at the top of this page, means that for
a content item 7z in sub-zone i, the sum of its load served by
different MEC servers in the zone should not exceed its total
load. Constraint (7), as shown at the top of this page, ensures
that the total load assigned to a MEC server should not exceed
its processing capacity. Note that T is the average service time
of each request in an MEC server. We normalize this to one.
The computational complexity of a MILP model is gen-
erally decided by the dominant numbers of variables and
constraints. In the above MILP model, the dominant number
of variables is decided by the variable é{’n, which is of the
order O(|S|? - |N|), where |S| is the total number of MEC
servers in the zone and |N| is the total number of content
items. Similarly, the dominant number of constraints of the
model is of the order O( |S |2 - N) due to constraint (5).

C. OPTIMAL RESULTS AND OBSERVATIONS

To visually show how content items would be distributed in
each MEC server under an optimal solution, we have used the
commercial software AMPL/Gurobi [25] to solve the MILP
model for a small test scenario, where we assume that there
are three MEC servers in a zone, and each MEC server has
the same storage space (i.e., 150 content items) and process-
ing capacity (i.e., 50 requests simultaneously). These MEC
servers together form a zone and each server corresponds to
a sub-zone, which serves its corresponding user group. For
simplicity, we assume that there are a total of 1000 content
items and each user group has the same distribution of content
popularity.
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FIGURE 2. An illustration of content items cached in each MEC server
(based on the MILP model).

Fig. 2 illustrates the optimal solutions for two different
cases. In case A, each sub-zone has the same arrival rate of
user requests and the arrival rate is overall lower than that of
case B. In case B, the arrival rates of user requests are different
in different sub-zones and the arrival rates are higher than
that of case A. The extreme right-hand side shows the arrival
rates of user requests of each sub-zone. The extreme left-
hand side displays the content items to be cached according
to their popularities from the highest to the lowest. The two
boxes in the middle correspond to the two cases, i.e., case
A and case B, illustrating the status of cached items in each
MEC server. Note that the status of these cached items was
obtained by the MILP model. Green points mean that the
corresponding content items are cached in the MEC servers.
For both cases, we can see that the items with the highest
popularities are cached in all the MEC servers (items 1-14 for
case A and items 1-8 for case B). Items with lower, but still
relatively higher popularities, are cached in a partial set of
MEC servers (items 9-18 in case B), and many items with
low popularities are either not cached in any of the MEC
servers or are cached in only one MEC server. This obser-
vation is reasonable because caching items with high popu-
larities would significantly reduce average delivery latency as
compared to the case of caching less popular items.

In addition, comparing the two cases that have different
user request arrival rates (or loads), it is interesting to see that
the case with a higher load (i.e., case B) has more cached
items (i.e., green points) on the upper side in the corre-
sponding box (i.e., the red square with round corners). This
implies that it is preferable to reserve more space for caching
popular items under a higher load. This is attributed to the
following facts. Each MEC server has a limited processing
capacity. At a low user request load, this processing capacity
is sufficient to process many items with different popularities.
As a result, the cached items are well distributed in different
popularity regions as shown in case A. However, when the
user request load becomes higher, the processing capacity
becomes insufficient. This would then require the system to
reserve more capacity to process more popular items in order
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to gain the most performance benefit for low average delivery
latency. Therefore, items that are more popular are cached
in each MEC server to compensate for the scarce processing
capacity (see case B).

V. HEURISTIC CACHING STRATEGY

The MILP model can find an optimal solution to the prob-
lem for small network scenarios. However, when the system
becomes large, it would be infeasible to use the MILP model
to find the optimal solution. To handle such systems, we have
developed an efficient heuristic caching strategy, called the
Mixed Cooperative (MixCo) caching strategy, which is dedi-
cated to handling the zone-based cooperative content caching
and delivery scheme.

Zone Popularity Rank: ACBDEFGH ...

A A A ;ir:)t Part:
B c c ub-zone
c AB B AC D AC Dedicated
D D B Storage
E| B [ 0O 1
F|l DG F EH F Fl } Second Part:
Gl| JM G KN G LO || Zone-shared
H} H H | Storage
gl 020 N 00 B i

""""" MEC Server S'torage Space -t

FIGURE 3. An example of the MixCo caching strategy.

According to the results obtained by the MILP model,
as shown in Fig. 2, it is interesting to observe that the caching
space at each MEC server is divided into two parts. One is
covered by a red square with round corners, in which items
with high local popularities are cached in almost all the MEC
servers of the zone. The other is covered by a blue square
with round corners, in which items with relatively lower
popularities are cached in at most one server in the zone.
This observation leads us to the key principle of our proposed
MixCo caching strategy. Specifically, we divide the storage
space of each MEC server into two parts as shown in Fig. 3.
The first part is referred to as Sub-Zone-Dedicated Storage
Space, which is used to cache the items with the highest local
popularities in the corresponding sub-zone. The second part is
referred to as Zone-Shared Storage Space. Note that the per-
centages of these two storage spaces are different depending
on the local content popularities and the load on each MEC
server. All the zone-shared storage spaces at the MEC servers
are considered together to form a zone-wide common storage
space. This space is used to cache cooperatively the items
that have not been cached yet. More specifically, we select
the items cached in this zone-wide common storage space
based on zone-wide popularities, rather than their local sub-
zone popularities. Here the zone-wide popularity of an item
is calculated by (9), which is a load-weighted average of its
sub-zone popularities.

Tn=) (ti-Pin VneN )
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Here A; is the load of user requests in sub-zone i and P; ,
is the popularity of content item n in sub-zone i. Moreover,
to cache as many content items as possible in the zone-shared
storage space, each content item cached in this part has only
one copy, which means that only one MEC server caches the
content item.

In the example of Fig. 3, we first cache the items that
have the highest local popularities in each sub-zone-dedicated
storage space of the MEC servers. Therefore, items (A, B),
(A, C), and (A, C) are cached in the three sub-zone-dedicated
storage spaces, respectively. Then for the zone-wide common
storage space, which is formed by the zone-shared storage
spaces of the three servers, we cache the items that have
not been cached according to their zone-wide popularities,
where only one copy of each item is cached in the whole zone
(i.e., in the second part of the storage space in each server).

In the above process, there are two critical questions. First,
of the total storage space in a MEC server, how much should
be reserved as the sub-zone-dedicated storage space and how
much should be reserved as zone-shared storage space’?
Second, how should we select the items to be cached in the
zone-shared storage space in each MEC server? We examine
these issues next.

A. DECIDING THE SIZES OF SUB-ZONE-DEDICATED
STORAGE SPACES

To decide the sizes of the sub-zone-dedicated and zone-
shared storage spaces in each MEC server, we developed
an algorithm, whose key idea is to increase the size of the
sub-zone-dedicated space gradually while examining the sys-
tem’s average delivery latency. If an increase in the sub-
zone-dedicated space reduces the latency, then we keep this
increase and continue to try further to grow the sub-zone-
dedicated space; otherwise, we terminate this process. Since
the size of sub-zone-dedicated space is increased gradually,
we call this algorithm Storage Space Growing (SSG) algo-
rithm. The pseudocode of this algorithm is given below.

In this algorithm, we first sort the MEC servers according
to their arrival rates of user service requests in descending
order (Step 1). In Step 2, we increase the sub-zone dedicated
storage space by one unit, server by server. For each increase,
as shown in Fig. 4 (in the k™ iteration), we then evaluate the
average delivery latency of the system; this is denoted as lf‘.
In Step 3, we find the index i* of the server whose increase
of the sub-zone dedicated storage space leads to the lowest
average delivery latency /;+, i.e., by comparing all lf obtained
in Step 2, we choose the smallest one. In Step 4, if [;« is lower
than the previous recorded lowest latency .., we keep all
the storage space increases of the servers whose indexes are
not greater than i*, and recover the storage spaces of all the
servers whose indexes are larger than i* by reducing them by
one unit. We then return to Step 2 to repeat the same process,
i.e., for the (k + 1)™ iteration. We again increase the sub-zone
dedicated storage space by one unit, server by server, and
then evaluate the average delivery latency of the system lf“
(see the right-hand side of Fig. 4). Otherwise, we terminate
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Algorithm 1 Storage Space Growing (SSG)

Input: Each MEC server’s storage space M; and pro-
cessing capacity K;; each sub-zone’s content popularity
distribution P;, and user request load A;, the average
content delivery latency of the three scenarios in Fig. 1
(L1, Ly, and L3).

Output: The size of sub-zone dedicated storage space in
each MEC server.

Step 1 Sort the sub-zones (or MEC servers) in the sys-
tem according to their user request arrival rates in
descending order; initialize the size of sub-zone ded-
icated storage space in each MEC server to be f; = 0,
the system delivery latency as [, = 400, and s =
IST;

Step2 Fori=1,i <s,i+ + {

Increase the sub-zone dedicated storage space of

the i server by one unit, i.e., f; + +;

Evaluate the average content delivery latency /;;
}

Step 3 Find the case that has the lowest delivery latency,
ie., i* =argl;

Step 4 If [ix < Lpre {

Update I, = I ;
Fori=i*+1,i<s,i+ + {
fi——; // recover the sub-zone dedicated storage
space of each MEC server whose indexes are
from i* + 1 to s back to their
previous sizes by reducing one unit
}
Go back to Step 2;
}
else
Go to step 5;

Step 5 Output the final sub-zone storage space size of each

MEC server.

the algorithm to output the final sub-zone storage space size
of each MEC server that jointly achieves the lowest average
delivery latency (Step 5). This allocation process leads to a
staircase shape for the sub-zone dedicated storage spaces in
the servers, as shown in case B of Fig. 2 and Fig. 4. Here the
servers with higher user request arrival rates are assigned with
larger sub-zone dedicated storage spaces, while the servers
with lower arrival rates of user requests are assigned with
smaller sub-zone dedicated storage spaces.

The SSG algorithm has a key step of evaluating the aver-
age delivery latency given a certain distribution of storage
spaces in each of the MEC servers. We provide its details
later in Section V-C. Specifically, to evaluate the average
delivery latency, we first fill the content items that are locally
the most popular in each sub-zone in the sub-zone dedi-
cated storage space first, and then for the remaining storage
spaces on the MEC servers, we consider them jointly as
zone-shared storage space and fill content items using the
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FIGURE 4. Assignment of sub-zone dedicated storage space.

Algorithm 2 Caching Items in the Zone-Shared Storage
Space

Input: Each MEC server’s dedicated storage space f; and
processing capacity K;; each sub-zone’s content popularity
distribution P; , and user request load ;.

Output: The content items cached in the zone-shared stor-
age space of each MEC server.

Step 1 Remove all the items that have been cached. Sort
the remaining items according to their zone-wide
popularities calculated by (9) in descending order and
store them in C,.

Step 2 For each c € C, {

Find its arrival rate weighted popularity in each
sub-zone i, i.e., A; - P; ¢}
Sort all the servers based on A; - P; . in
descending order and store them in S;
Foreachs € S {
If s has sufficient processing capacity for c, then
s caches ¢ and break;
}
If ¢ is not cached by any server, then it is cached
by the last server in S;

steps given next (i.e., Algorithm 2). Therefore, although the
steps (or algorithms) from Section V-A to Section V-C are
described separately one by one, they are essentially joint,
together incorporated in Algorithm 1.

B. CACHING ITEMS IN THE ZONE-SHARED
STORAGE SPACE
After we decide the sub-zone dedicated storage space in each
MEC server, we cache the content items that are locally the
most popular in each sub-zone into the corresponding sub-
zone dedicated storage space. Next, for the less popular con-
tent items, we cache them in the zone-shared storage space,
which is formed by aggregating all the remaining storage
spaces in each MEC server. The details on how to select and
cache items in the zone-shared storage space are given next
in Algorithm 2.

We first remove all the items that have been cached in the
sub-zone dedicated storage spaces from the item list. Then for

4038

the remaining items, we first sort them based on their zone-
wide popularities which are calculated by (9) in descending
order. Then we retrieve an item ¢ from this ordered list C,
and find the arrival rate weighted popularity of the item in
each sub-zone i, i.e., A; - P; .. Further, we order the sub-zones
(or MEC servers) based on the previous arrival rate weighted
popularities in descending order, which forms an MEC server
list S. We check the load on each MEC server s € S to see
if the server would be overloaded when the current item c is
cached in server s (the details on how to estimate the current
load for a server is given in Section V-C). If not, we cache
item c in server s and then consider the next content item in
the list C;; otherwise, we consider the next MEC server in S
to carry out the same examination. As an extreme case, if each
of the MEC servers in S is overloaded when the current item
c is cached in it, then we use the last server in S to cache item
¢ since it has the lowest load.

C. ESTIMATING THE CURRENT LOAD OF A SERVER AND
THE AVERAGE DELIVERY LATENCY OF A SYSTEM

1) CURRENT LOAD OF A SERVER

In Section V-B, when deciding whether a content item can
be cached in a MEC server, we need to estimate the current
load of this server to ensure that caching this new item would
not overload its processing capacity. We use the following
equations to estimate the load.

b= b (10)
bi,n = ()‘i ' Pi,n -T + Zjes joti (1 - pjsn)
AP T/ Y (Pin) o (1D

Here b; ,, is the estimated load of content item n in MEC
server i and therefore (10) finds the total load on server i.
b; ,, is calculated by (11), which includes two parts. The first
part is the load of content item n from the local sub-zone of
server i, and the second part calculates the overall load of
content item n from other sub-zones. Here T is the average
service time of each request in an MEC server. We normalize
it to one.

2) AVERAGE DELIVERY LATENCY OF A SYSTEM

Given the content items cached in the storage space of each
server, we use the following equations to evaluate the average
delivery latency [, of the whole system.

la - ZieS,neN li’"/ ZieS )\i (12)

Ai+Pig-Li, if pin=1,¢p=1
li,n =1 Pi,n 'LZ’ lf Pi,n= vanz 1 (13)
)Li . Pi,n 'L3, lf Pi,n= vanz 0

Here (13) finds the load-weighted delivery latency /; , for
content item » in sub-zone i, where p; , and ¥, jointly decide
whether content item n is cached in server i or in other servers
in the same zone. A; is the user request load in sub-zone i; P; ,
is the popularity of content item 7 in sub-zone i. L1, Ly, and L3
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are the content delivery latencies which have been defined in
the previous MILP model section.

D. COMPUTATIONAL COMPLEXITY ANALYSES

The computational complexities of the above heuristic algo-
rithms are analyzed as follow. In Algorithm 2 which decides
items to be cached in the zone-shared storage space, we have
the computational complexity of O(|S| - |C|) to calculate
the current load on each server and the average delivery
latency of the system, where |S]| is the total number of MEC
servers and |C| is the total number of content items to be
cached. Similarly, in Algorithm 1 which decides the size of
the dedicated storage space, there is an iterative loop to judge
if the performance would be improved with the increase of the
dedicated storage space in each server. In the loop, the major
computation is for the evaluation of the average content
delivery latency (i.e., Algorithm 2 plus the step of average
delivery latency calculation), which has the computational
complexity of O(|S| - |C|). In the worst case, the maximum
number of iterations that can be taken by the loop is of the
order O(|N |-|S1), where |N | is the size of storage space at each
MEC server. Therefore, the overall computational complexity
of Algorithm 1 is of the order O(|N| - |S|? - |C]).

VI. TEST CONDITIONS AND PERFORMANCE ANALYSES
In this part, we evaluate the performance of the proposed
caching strategy and heuristic algorithm from two perspec-
tives. We first employ computer simulations to qualitatively
analyze the benefit of the proposed scheme. Then we set
up a testbed to experimentally verify the performance of the
proposed scheme.

TABLE 1. Simulation Settings.

Total # of items 1000 units | Delivery latency L1 | 0.5~1.5 ms

# of MEC servers 3 Delivery latency L2 2~4 ms

Server storage space 150 units Delivery latency L3 10~20 ms
Server computing capacity 50 user sessions

A. SIMULATION STUDIES

For the simulation studies, we have the following conditions
and assumptions. There are 1000 content items in the whole
system and each item is assumed to take one unit of storage
space. Three MEC servers are assumed. Each MEC server
is assumed to have 150 units of storage space. To ensure
a good QoE, we assume that each MEC server can host at
most 50 user connections simultaneously, which corresponds
to 50 units of processing capacity. For the delivery latencies
of the different scenarios, we assume the ranges of [0.5, 1.5],
[2, 4] and [10, 20] ms for Ly, Ly, and L3, respectively, which
are the typical targets in the 5G era. All these simulation
parameters are shown in Table 1. We also assume that the
remote large DC caches all the content items and can handle
all the users’ requests. The user request arrival process in each
sub-zone is assumed to be a Poison process with an arrival
rate in units of requests/second. The distribution of content
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popularity in each sub-zone is assumed to follow the Zipf dis-
tribution [27], [28] (Here we set the value characterizing this
distribution, i.e., &, to be 0.88). We employed the commercial
software package AMPL/Gurobi [25] (version 7.2) to solve
the MILP model on a 64-bit server with 2.4-GHz CPU and
24-GB memory. The MIPGAP for solving the MILP model
was set to be 0.001. In addition, we employed JAVA to
implement the heuristic algorithm.

We evaluate the performance of the proposed content
caching and delivery scheme in terms of the average con-
tent delivery latency and the average load on each MEC
server. The average content delivery latency is calculated
by (12) and (13). The average load on each MEC server
evaluates the average usage of processing capacity on each
MEC server. For performance comparison, we consider three
other content caching schemes, which are the Distributed,
Self-Top, and Least Recently Used (LRU) [29] strategies.
Specifically, the Distributed strategy caches the content items
from the perspective of the whole zone. It caches at most
one copy of each content item in the whole zone based on
their zone-wide popularities. This strategy can cache as many
content items as possible in the zone. In contrast, the Self-
Top strategy focuses on each sub-zone to cache the most pop-
ular items according to their sub-zone popularities. Finally,
the LRU strategy caches new recently requested content items
to replace the least recently used content items for each
sub-zone.

5.5 w45
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53| arrival rate 50

55

5.1

] 7

MixCo algorithm results

Z
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43}
41t

Average delivery latency (ms)
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Percentage of local sub-zone storage space

FIGURE 5. Average delivery latency changes with an increasing
percentage of local sub-zone storage space.

1) IMPACT OF LOCAL SUB-ZONE STORAGE SPACE
According to the results obtained by the MILP model in the
previous simple example, we can see that for the MixCo
strategy, it is critical to assign a proper percentage of storage
space (i.e., the local sub-zone storage space) for each MEC
server to cache content items that are the most popular locally.
Therefore, in this section we first evaluate how the average
content delivery latency changes with different local sub-zone
storage spaces assigned on each MEC server. We show the
results in Fig. 5. For simplicity, but without losing generality,
we assume that each sub-zone has the same user request
arrival rate.

The results show that the average delivery latency changes
with different sizes of the local sub-zone storage space under
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different user request arrival rates. The dotted lines show
the results of the MILP model, which function as the best
achievable performance. The solid curves show the average
delivery latency when different percentages of storage space
of a MEC server is assigned as the local sub-zone storage
space. We see that at the beginning, increasing the local sub-
zone storage space significantly reduces the latency. This
is because more popular items can then be locally cached,
thereby reducing the delivery latency. However, when the
local sub-zone storage space increases further, the latency
begins to increase. This means that caching too many locally
popular items is not helpful in reducing the average delivery
latency of the system and a balance is required to cache
both locally popular items and zone-wide popular items.
This balance is just the borderline for the local sub-zone
storage space and the zone-shared storage space on each
server. We observe that for the user request arrival rate
A = 45 requests/second, the best percentage of the local sub-
zone storage space is ~10%, and for A = 50 requests/second
and A = 55 requests/second, these percentages are ~20% and
~25%, respectively. It is reasonable to reserve more space as
the local sub-zone storage space when the local user request
arrival rate increases since it is always beneficial for an MEC
server to process its local requests at the first priority. It is
also reasonable that an increasing arrival rate will lead to
an increasing average delivery latency of the system. For
each of the optimal local sub-zone storage spaces, we have
used histogram bars in Fig. 5 to show the lowest delivery
latencies for different user request arrival rates. Comparing
the results of the histogram bars with those of the MILP
model, we see that they are very close to each other. This
verifies the efficiency of the proposed MixCo caching scheme
in minimizing the average delivery latency of the system.

2) PERFORMANCE COMPARISON BETWEEN

CACHING SCHEMES

In this section, we compare the performance in terms of
average delivery latency and MEC server load distribution
of the different caching strategies, including the MixCo, Dis-
tributed, Self-Top, and LRU strategies (see Fig. 6). To be more
realistic, we consider uneven traffic loads, where the user
request arrival rates in the three different sub-zones are 50,
25, and 20 requests/second. This may be considered as an
example where the three sub-zones essentially correspond to
one business area and two residential areas in the daytime
(according to the distribution of their user request arrival
rates).

For the average delivery latency, we see that the MixCo
strategy is the most efficient as it shows the lowest average
delivery latency. The Self-Top strategy ranks second, with
the Distributed strategy following, and the LRU strategy is
the worst. This is reasonable since the MixCo strategy con-
siders caching content items based on both local sub-zone
content popularities and zone-wide popularities. Moreover,
the MixCo strategy tries to balance the processing capacity
of the MEC server versus its storage space. When its local
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FIGURE 6. Performance comparison between the different caching
strategies.

user request load is high, it tends to reserve more space as sub-
zone-dedicated storage space. This is so that more processing
capacity can be used for serving local sub-zone users; other-
wise, it reserves a smaller space for its local sub-zone, but
more space for zone-shared storage space, under which more
processing capacity is used to deliver contents to the users in
other sub-zones. In contrast, all the other three strategies do
not support this cooperative feature for balancing the storage
space and the processing capacity, but simply follow their
own individual principles. For example, the Distributed strat-
egy does not consider the local sub-zone content popularities,
but only the zone-wide popularities. Similarly, the Self-Top
strategy only considers the local sub-zone content populari-
ties, but ignores the zone-wide popularities.

Fig. 6 also shows the load on each MEC server under the
different caching strategies. Overall, we see that the load on
each server is closely related to their user request arrival rates.
The sub-zone of server 1 has the highest user request load, i.e.,
50 requests/second, so its server load is the highest. Similarly,
because the sub-zone of server 3 has the lowest load, its server
load is the lowest. Comparing the load distribution among the
servers, we see that the MixCo strategy shows a better balance
in the loads on the MEC servers than the other strategies. This
is attributed to the feature of the MixCo strategy that reserves
a portion of storage space to cache content items based on the
zone-wide popularities. This increases the chance for a server
to serve a user that in non-local (i.e. other) sub-zones, thereby
balancing the loads between the different sub-zones.

B. TESTBED STUDIES

The simulation results demonstrate the efficiency of the pro-
posed zone-based scheme. For further confirmation, we also
set up a testbed to verify the performance of the proposed
scheme through actual experiments.

1) TESTBED SETTING UP

We set up a testbed that consists of a subnetwork on our
campus and a commercial cloud service from Ali-Cloud [26].
The testbed forms a zone with three MEC servers located at
different places. One is in our computer lab and the other two
are in student dormitories. We use high-end PCs to function
as MEC servers. These servers are far away from each other
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on the campus, and each of them is responsible for content
caching and delivery of a sub-zone. The capacity of the link
connected to each MEC server is 100 Mb/s. We also use
computers in different locations to simulate users, whose
maximum communication capacity is set to be 20 Mb/s.
To ensure a good user QoE, each MEC server is set to serve
at most five users simultaneously. In addition, to simulate a
remote large DC, we rent a cloud service from Ali-Cloud,
which is located in another city, ~150 km away from our
campus. The maximum communication capacity of the rent
cloud server is 500 Mb/s. A total of 1000 content items are
cached, and each item takes 1-MB storage space. Each MEC
server is assumed to cache at the most 100 items, and the
rented cloud server is assumed to have a space that is large
enough to host all the items. It should be noted that since 5G
networks are still not available, we carried out this experiment
based on today’s network environment. Therefore, this may
lead to a delivery latency longer than the one required by 5G
networks. However, this experiment is still valid in verifying
the phenomena and conclusions found in our earlier simula-
tion studies.

Update
Statistical Data

je

Collect
Statistical Data

FIGURE 7. Testbed for the proposed zone-based MixCo caching strategy.

The software of the testbed was implemented in JAVA
and the proposed MixCo caching strategy was incorporated.
Fig. 7 shows a logical flow on how the caching strategy is
incorporated and how the content items are decided to be
cached in each MEC server. Specifically, each MEC server
keeps on collecting statistical information on user requests in
its corresponding sub-zone in real time and later uploads this
information (suitably abstracted) to a user service database,
which is located in the remote large DC. Here the large
DC functions as a central controller to run periodically an
algorithm based on the MixCo caching strategy, which also
decides the items to be cached in each MEC server. It then
instructs each MEC server to adjust its cached content items
accordingly, which includes clearing less popular items and
downloading new popular items from the remote large DC.
The frequency of such interactive updating is set to be once
per hour. Note that using the large DC to run this caching
algorithm has the advantage of reducing the processing load
on each MEC server as the large DC has sufficient computing
capacity while a local MEC server would generally be of
limited capacity.
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2) TESTBED RESULTS

To carry out the experiment, we generate a request list for
each user. The arrival of the requests follows a Poisson
process and the popularity of each content item follows the
distribution that we defined earlier, i.e., the Zipf distribution
with « = 0.88. We serve each user request in the following
order. It is first served by the MEC server in the same sub-
zone; otherwise, the request is forwarded to the other MEC
servers in the same zone; if none of the servers in the zone can
serve the request, then it is further forwarded to the remote
server of Ali-Cloud. We collect the data of delivery latency
for each request and finally calculate their average. Here the
delivery latency of a request is defined as the time elapsed
between the moment when the request is sent and the moment
when the first batch of data of the request reaches a user
device. For a video application, this first batch of data can
be a video frame.
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FIGURE 8. Impact of local sub-zone storage space on average delivery
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FIGURE 9. Hourly user request arrival rates.

We first evaluate how the average content delivery latency
changes with different percentages of local sub-zone storage
space in each MEC server. Fig. 8 compares the average
content delivery latency in the testbed experiment with that
obtained from simulations, when the arrival rate of user
requests is one request/second. We can see that overall,
the two curves have very similar trends with the average
delivery latency first reducing and then increasing with an
increasing percentage of local sub-zone storage space. The
maximum difference between the delivery latencies obtained,
from the testbed and from simulations, is less than 2%.
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FIGURE 10. Experiment results. (a) Average delivery latency. (b) MEC
server loads under the MixCo strategy. (c) MEC server loads under the
Distributed strategy. (d) MEC server loads under the Self-Top strategy.

Moreover, a minimum average delivery latency is also
observed in the experiment, which agrees with what was
found in the previous simulation study. This therefore verifies
the effectiveness of the previous simulation study for evalu-
ating the performance of a 5G MEC-RAN.

In addition to a uniform single user request load, we also
ran experiments for a period of one day under variable
hourly user request loads as shown in Fig. 9. Here sub-
zone 1 corresponds to a business area with the highest user
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request load in the daytime, while the other two sub-zones
correspond to residential areas where the user request load
distributions are reversed (i.e., less during the day and more
at night). This set up simulates user mobility in different time
periods, i.e., in the daytime, people move to the business
area for their jobs, while in the evening, they go home after
work.

The experimental results of the different caching strategies
are shown in Fig. 10. Specifically, Fig. 10(a) compares the
average content delivery latencies of the three caching strate-
gies. Figs. 10(b)(c)(d) show the load on each MEC server
under the different caching strategies. Here again, we see that
the average delivery latency is the lowest when the MixCo
strategy is employed, and its servers have more balanced
loads than those under the other strategies even when user
mobility and variable user request loads are considered. The
reason for this is the same as what has been reported in
the earlier simulation studies and therefore reconfirms the
effectiveness of the proposed MixCo strategy.

VIl. CONCLUSIONS

To reduce the content delivery latency in a MEC-RAN,
we developed a zone-based cooperative content caching and
delivery scheme that handles user requests in a zone by
dividing it into multiple sub-zones. Based on this paradigm,
we further proposed a MixCo cooperative caching strategy
to divide the caching space in each MEC server into two
parts with the first part caching the content items that are
the most popular locally and the second part caching the
content items that are popular over the zone. To evaluate the
performance of the proposed scheme and the caching strat-
egy, we formulated the caching problem as a MILP model.
We also developed an efficient MixCo heuristic algorithm
to divide the storage space in each MEC server and decide
the content items to be cached in these spaces. A testbed was
also built to evaluate the performance of the proposed scheme
from actual experiments. Both simulation and experimental
studies showed the effectiveness of the proposed scheme
in terms of lower average delivery latency and better load
balancing between the MEC servers in comparison with the
other caching strategies. In addition, it is interesting to find an
optimal division boundary for the storage space in each MEC
server, at which the average delivery latency of the system
is minimized. Our simulation studies also showed that the
proposed MixCo strategy is very efficient and performs close
to the MILP model in terms of the average delivery latency.
In addition, it was also found that the simulation results
agree well with the experimental results thereby verifying the
accuracy of the simulations in evaluating the performance of
MEC-RAN.

In future studies, we may further look into the following
two key problems. The first is to evaluate how the size of each
zone can impact the performance of the proposed scheme.
We need to find if there is an optimal zone size, which can best
exploit the benefit of the proposed scheme. Second, we may
extend the current scheme to a more general scenario, i.e., fog
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computing, in which user equipment can also be used to cache
and deliver content items.
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