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ABSTRACT This paper presents a python library that includes a toolkit with the aim of improving the
interpretability of expert systems based on fuzzy cognitive maps through improvements in the visualization
and representation of the graphs that can be drawn using the variables of the resultingmodels. Themotivation
for the development of the library arises from the need to improve the interpretability of the aforementioned
expert systems, given that their multilayer and extracted from experts’ knowledge nature can make them
very difficult to interpret even for the expert user. Throughout the paper, the reader will be introduced to the
basic features of fuzzy logic and fuzzy cognitive maps, and the different developed tools will be defined and
exemplified.

INDEX TERMS Expert systems, fuzzy cognitive maps, fuzzy logic, interpretability, visual.

I. INTRODUCTION
In this paper we present visualFCMlib, an open-source,
python-based toolkit that allows to improve the interpretabil-
ity of Fuzzy Cognitive Maps (FCM) via a series of tools for
representation and simplification of the models.

Fuzzy logic (FL) enables the use of an inference system
that simulates the procedures of human reasoning in sys-
tems based on knowledge. Fuzzy inference systems (FIS)
are probably the most famous and relevant applications of
FL and Fuzzy Set theory [1]. The theory of FL provides a
mathematical framework that allows modeling the degree
of uncertainty inherently associated with human reasoning
processes so that it can be interpreted by a computer.

Since the 70’s of last century, most of the effort of
the researchers working on FL and FIS, as Mamdani [2]
or Sugeno [3], [4], has been to improve the computa-
tion process of the inference phase. These efforts have
crystallized in an enormous advance in the field, with
myriads of successful application being reported in the
literature.

FL and fuzzy logic systems (FLS) have been extensively
used in many different fields of science in general, and
industry specifically, with many different purposes, see, for
instance, [5]–[11].

Interpretability is one of the most important and interesting
features within FIS. However, interpretability is, at the same
time, one of the most difficult features to actually attain in a
FIS of practical interest. In fact, an appropriate interpretabil-
ity is not always reached when a ES is developed, more so
if we are dealing with large systems where the rules are
automatically obtained from data [12].

Many software packages that aid with the design and com-
putations of FIS systems are currently available for practic-
ing engineers, however the interpretability of the developed
systems is usually not their main focus, so their utility for
interpreting large systems involvingmany variables is usually
limited.

Some of these are Matlab R© [13], Juzzy Online [14], [15],
Xfuzzy [16] or KBCT [17], among others. These tools are
going to be briefly explained in next section. Dealing par-
ticularly with FCM, only the developed tool in [18] may
be remarked, where learning algorithms for computing the
causal weights are included.

In the same way, there are other available softwares for
the design of the FCM. On the one hand, as a pioneering
software we have FCM Modeler, of which there are few
references in the literature, but that already had the ability to
store various systems based on FCM [19]. On the other hand,
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as the latest software we have availableFCMExpert, in which
you can find tools for the simplification of the topology of the
system, in addition to supervised and unsupervised learning
algorithms [20]. Some software developed between the pre-
vious two can be found in [21]. Besides, other softwares have
been used, such as [22], for the development of works in FCM
field, as [23] and [24]. In comparison, our software, in spite
of not including learning algorithms at the moment, presents
the potentiality of being written in an open-source language,
which leaves the way open to any developer who sees in it an
opportunity for improvement.

Arguably, FCM inherently provides a better framework for
interpretability as it is easier to grasp the relations between
variables when they are organized in a hierarchical graph that
relate smaller subsets of variables [25].

In addition, the use of matrices of relationship between
each node of the system when using FCM allows a much
more precise adjustment of the system relationships than that
allowed by other types of techniques.

Some relevant works in the field of FCM are those that can
be found in [26], [27], and [28]. FCM is also a good tool in
combination with Big Data, being able to use this large-scale
data source to serve as knowledge base for development of
FIS. Examples of synergies among these two branches of
knowledge are those that can be found in [29]–[33].

Therefore, the development and implementation of the sys-
tem described in this paper is justified under the necessity of
a visual, practical and useful system that allows facilitate the
interpretation of the inference phase in complex FIS. Some-
times, specially in large systems where experimental data is
scarce, the development of expert systems based on expert
knowledge is a titanic task. A widespread strategy consists
of grouping the variables of the system into small groups of
subsystems, so that their debugging is easier [34]. However,
the interconnection of these smaller subsystems may provide
initially unsatisfactory results, requiring to update and fine
tune some of the parameters to obtain a complete system that
behaves consistently with the prescriptions of the experts.
The developed utilities provide the designer with useful tools
in order to tackle this debugging phase with greater comfort.

In this paper we present a visual that allows both to inter-
pret a ES based on FCM and to extract useful information
from it. A problem presented by expert systems based on
expert knowledge lies in the user’s ability to retain enough
information in memory when analyzing system results.
According to some works, like those presented in [35], [36],
and [37], people can only hold between 4 and 9 elements of
information simultaneously in the form of short-term mem-
ory. Because of this, it is easy not to be able to retain all the
necessary information to analyze, for example, the implica-
tions of the variation of an input node on all the output nodes
in a system like those mentioned above. In order to avoid
this problem, some simplification tools have been developed,
which will be presented later in this paper.

The rest of the paper is organized as follows. Section II
reviews some background relevant for the problem at hand,

commenting on the currently available visualization tools and
briefly addressing FCM. Section III focuses on the proposed
tools, offering a detailed description of the capabilities of
the module, while Section IV shows a practical use of our
visualization system using a case study based on the virgin
olive oil production process (VOOPP). Finally, Section V
concludes this paper and shows our conclusions and states
the future work.

II. BACKGROUND
A. VISUALIZATION TOOLS
As commented in the Introduction, although there are many
tools available that assist in the development of FIS, their
assistance for interpreting the outcomes of the system and
the underlying inference process is usually not their strongest
point. Some of the most relevant examples of these tools are
briefly presented next.
• MatLab R© includes fuzzy logic toolboxes, so users can
define their own type-1 (T1) FLS, includingmembership
functions (MFs) and rules, and simulate the resultant
ES (Fig. 1). Some examples about the use of the Fuzzy
Logic Toolbox of MatLab can be found in [38] and [39].
Additionally, MatLab R© allows users to design T1 FLSs
using command-line functions.

FIGURE 1. The Membership Function Editor (top left), FIS Editor (center),
Rule Editor (top right), Rule Viewer (bottom left), and Surface Viewer
(bottom right).

• Juzzy Online is a online Java based FLS toolkit that can
be used to design T1, interval type-2 (IT2) and general
type-2 (GT2) FLSs. Besides, input values can be set as
non-singleton values. The toolkit provides the possibil-
ity of plotting FSs and some visual interpretability of the
inference phase, via visualization of the inference steps
via zSlices. (Fig. 2).

• Xfuzzy, and its following versions, provides CAD tools
to develop GUIs to ease the design flow at the stages of
the FLS, using its own language, XFL3. Nevertheless,
it doesn’t provide interpretability tools or aids for it.

• KBCT is a multiplatform tool that eases the extraction
and representation of knowledge within systems based
in FL. It main goal is the generation and refinement of
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FIGURE 2. Visual representation of the results of the inference phase
within the tipping problem using Juzzy Online.

FIGURE 3. Rules definition in a system generated by KBCT.

T1 fuzzy knowledge bases (Fig. 3). As well as Xfuzzy,
no interpretability tools are implemented.

Further information about tools mentioned above, and
other not mentioned, can be found in [40].

B. FUZZY COGNITIVE MAPS
FCMs is a technique inspired in cognitive maps (CMs) devel-
oped by Axelrod in [41] and extended by Kosko [42]. FCMs
are fuzzy-graph structures for representing causal reasoning.
Their fuzziness allows hazy degrees of causality between
hazy causal objects. Their graph structure allows to easily
visualize the casual relations between the concepts of the
model, and it allows knowledge bases to be grown by con-
necting different FCMs.

The modeling method supported by the library is a FCM
extension based on Simplified Dynamic Cognitive Net-
works (sDCN) [43] and defined in greater detail in [44].
Formally, the system is defined as a tuple:

M = 〈V,A〉 (1)

where V expresses the set of nodes representing the con-
cepts or the variables of the system and A expresses the set
of established relations among them. The causal relations

established between nodes are modeled with matrices called
causal relationship matrices.

Given the multilayer structure of a typical model, the nodes
can be simultaneously predecessors and successors. The cal-
culus process of the value of the nodes in setV for a successor,
given the values of its predecessors nodes, is broken down
into the three main steps that are described next.

In a first step, the impact received by node i is calculated,
which is defined as follows:

wi =
ni∑
j=1

rijRijSf (vj) = [w1
i w

2
i ... w

Ki
i ]T (2)

where wi is an array denoting the impact received by node
i from its predecessors. Here, ni is the number of predeces-
sor nodes of the node i, whereas rij is a scalar represent-
ing the intensity of the relation (element of set A) between
nodes i and j. Finally, Rij is the causal relationship matrix
belonging to the relation between nodes i and j, whereas
Sf (vj) is an array containing the degree of membership of for
each fuzzy set of a given node vj for the crisp value assigned
to it.

As a second step, the value of the crisp output Sc(vi) is
calculated. The calculation is made by means of a weighted
average of the set peaks over the node:

Sc(vi) =

∑Ki
k=1 w

k
i q

k
i∑Ki

k=1 w
k
i

(3)

where Ki denotes the total amount of peaks in a set of the
system and qki expresses the value of the peak k of the
node i.

Finally, the grade of membership vector of of the node i
(Sf (vi)) can be calculated as:

Sf (vi) = [µL1vi
(Sc(vi)) µL2vi

(Sc(vi)), ..., µLKivi
]T . (4)

where µ
L
Ki
vi

represents the degree of membership of for each

fuzzy set Lvi of the crisp value of the node.

III. PROPOSED TOOL
In order to provide a useful and complete toolkit to effectively
help in the interpretation of the system, two types of tools
have been developed. On the one hand, the first type is
called Representation tools. The main focus of these tools
is the correct separation and representation of each node in
the system when they are graphically represented. On the
other hand, the second type of developed tools can be called
Simplification tools, which are a series of tools designed to
reduce the studied system to a new simpler one that fulfills
certain characteristics. These tools are based on the reduction
of nodes and system relationships, either to the most impor-
tant or to a certain threshold of relevance within the model.

We must make clear that the purpose of these tools is
to help with the improvement of the interpretation of the
inference phase, being the simplification tools an addition
to this purpose despite being able to be used as an end in
themselves in specific occasions.
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As the reader can see below, the simplification tools pre-
sented in this paper not try to simplify the model itself, but the
representation of that model. While other papers propose the
simplification of the model by deleting weak nodes or prun-
ing weak relationships [45], we prefer not to simplify the
model, because the nature of expert systems based on expert
knowledge can cause a significant variation in the weight of
a node over the whole.

The simplifications shown in [45] can be applied to the
representation of the models, as we showed with the tool
Nodes extraction, through a feature called Degree of Influ-
ence (DoI), explained later.

First, in Sections III-A and III-B we introduce the Repre-
sentation tools. Then, from Section III-C to Section III-E we
present the Simplification tools, together with some applica-
tion examples.

A. NODE COLOR ASSIGNMENT
An adequate node color assignment (NCA) is the cornerstone
of all the developed tools, as well as the basis of the correct
differentiation between the different nodes. The fundamental
premise to follow in the assignment will be that two pre-
decessor nodes of the same successor node can’t have the
same color, since in this way there would be confusion in the
representation when using the rest of the tools, as we can see
in Figure 4, where the light orange color of predecessor nodes
of Successor node 3 (red color relations) will cause confusion
in the representation. Colors are stored in color palettes that
the user can easily define using the hexadecimal code of each
color.

FIGURE 4. Different examples of node color assignment. (a) Example of
incorrect assignment. (b) Example of correct assignment.

B. SUCCESSOR NODES BAR PLOTS
The optional use of bar plots in the successor nodes repre-
sentation allows the user to obtain really important insight
about the inference process of the system. On the one hand,

the user can quickly identify the predecessor nodes with high
influence over their successors nodes just taking into account
the size of each bar on the plot, that is, howmuch the successor
node is being influenced by the corresponding predecessor
nodes. On the other hand and possibly more important than
the previous feature, the user may easily determine the sign
of the current relation, it means, how the predecessor node
is influencing on the successor node depending on it current
value.

FIGURE 5. Different examples of a bar plot for a single node with two
different set of input values for it predecessor nodes. (a) Example 1.
(b) Example 2.

As can be seen in Figure 5, different input values pro-
vide different outputs and, therefore, different bar plots for
each successor node. The differences between the examples
highlight the relevance of the previous features. The first
feature, weight of impact or how much, denotes that the node
represented by the blue bar is the one that has the least impact
on the successor node in Example 1, with an approximate
value of 29%, while this same node exerts the greatest weight
on the successor node in Example 2, with 40 % of the weight.
The second feature, sign of the relation or how the predeces-
sor node influences, is shown trough the position of the light
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green bar in each example. In the first one, the predecessor
node represented by green color is influencing the current
node on the lower side of it value, while in the second example
this node is influencing the current node on the higher side of
it value.

Both examples show the crisp value of the current succes-
sor node, remaining almost the same in both examples for the
set of selected input values.

C. NODES EXTRACTION
When a ES is composed of a number of nodes that exceeds
about half a hundred, its graphic processing and compre-
hension begins to become difficult because of both graphic
reasons (resolution of graphic representation) and cognitive
reasons (the greater the number of nodes, the greater the
number of relationships among them, which hinders their
understanding).

The Node extraction tool allows to select either a single
node or a subset of nodes, and only the nodes and arcs related
to the selected ones are represented. There are three different
modes for the extraction: backward mode, in which predeces-
sor nodes are represented; forward mode, in which successor
nodes are represented; and complete mode, a combination of
the previous ones.

The systems also implements a feature that allows to
extract nodes with a certain DoI. DoI is defined as the position
occupied by a specific predecessor node based on the percent-
age weight that relate it with the extracted node of interest.
For example, in an extraction of the node shown in Figure 5(b)
from a two layers system with DoI equal to one, just the node
itself and the node represented by blue color are represented;
whereas if a DoI equal to two is used, the node represented
by light orange color is represented too.

Themain purpose of this tool is to serve as a debugging tool
to check and improve the state of subsystems within the ES
itself. Besides, this tool is the core of the rest tools described
below.

D. TOTAL EXTRACTION
The node extraction tool provides the possibility of obtaining
the simplified graph from a list of determined nodes. Never-
theless, sometimes it is more useful and convenient to obtain
an individual and simultaneous simplification of all the nodes
of the system.

This tool, which can be considered as an expansion of the
previous one, allows the user to generate a certain amount
of graphs, with the same types of extraction mode as the
previous tool and allowing the distinction according to DoI,
which provide a quick overview of the relationships of each
individual node instead of recurrently resorting to the node
extraction tool.

E. TOTAL WEIGHT BETWEEN NODES
Both tools, nodes extraction and total extraction, allows the
simplification of a system, differentiating nodes according

to their weights over their neighbor nodes. However, in
a multilayer system (with more than two layers), the rep-
resentation of an input node and an output node in a mul-
tilayer graph doesn’t mean that this initial node is the one
that has more weight on that final node among all the ini-
tial nodes in the system because the relative weights can
vary.

As an example, let us consider the three-layered graph 6(a),
and let us further assume that we need to perform a
backward extraction of node 9, so that the most impor-
tant initial node related to it is found. This extraction is
shown in Figure 6(b), showing node 2 as the initial node
extracted.

However, observing the internodal weights it can observed
that the initial node that really exerts the highest influence on
node 9 is node 3 (Figure 6(c) and Table 1).

FIGURE 6. Explanatory graphs of the total weight between nodes tool.
(a) Graph example. (b) Backward node 9 extraction, with DoI = 1.
(c) Different paths linking nodes 3 and 9.

TABLE 1. Internodal weights for the different combinations Initial
node - Final node of the graph in Figure 6(a).
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FIGURE 7. Model of solid-liquid interphase separation.

FIGURE 8. Model of solid-liquid interphase separation including automatic node color assignment. The width of the arcs is related with
the weight of the relations.

FIGURE 9. Model of solid-liquid interphase separation including automatic node color assignment, bar plots and information about nodes and
their interaction.

Therefore, Figure 6(b) shows that node 2 is the node
with the highest influence on node 5, and that, in turn,
node 5 is the one with highest influence on node 9;

however, this doesn’t mean that node 2 is the initial
node with the highest influence on node 9, as has been
shown.
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FIGURE 10. 1-degree of influence backward extraction of node Yield.

FIGURE 11. 2-degree of influence forward extraction of nodes Overflow Weirs Position and Interphase width.

FIGURE 12. 2-degree of influence complete extraction of node Water income flow.

The actual internodal weight between node i and node j,
Ŵij, can be computed according to the formula:

Ŵij =
∑
k

∏
m

W k
m (5)

where:
• k represents the number of existing paths between node
i and node j.

• m represents the number of existing relations between
nodes inside each path k1, k2...

• W k
m denotes the internodal weight between two neighbor

nodes inside the current path.
All of this can be checked in example included
in Figure 6.

IV. CASE STUDY
The case study presented to illustrate the capabilities of the
visualFCMlib library is the process of solid-liquid separa-
tion performed in the decanter during the Virgin Olive Oil
Production Process (VOOPP). The solid-liquid separation
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FIGURE 13. Resulting graph from obtaining total internodal weight of Production Rate node over Yield node.

process is particularly important for the oil recovery
yield.

The model used to represent this process is based on the
fact that the relative position between the oil-water interphase
and the oil weirs is the key element that determines the effi-
ciency of the decanter in its labor. The variable representing
the offset between these elements is called weirs-separation
line offset. Locations of the overflow weirs position, fixed by
a plant operator, closer to the decanter rotation axis than to
separation line, dependent on several operating parameters,
cause a greater value of oil cleanness at the expense of the
yield and vice versa.

If we think of the decanter as a simple settling tank [46] we
can relate the outflow of pomace with the separation line and
differential speed or axial velocity:

qout = α 1ω rs, (6)

where α is an unknown positive constant.
Assuming that the differential speed is constant,

an increase in production rate causes an increase in separation
line, since the total mass of the decanter content must remain
constant, and therefore the outflow of pomace is increased.
We can apply the same argument for the solid income flow
and the water income flow.

Another key parameter in the decanter efficiency is the
width of the oil-water interphase. This parameter decrease
with the increase of main velocity, due to Stoke’s law [47],
and with the increase in fluid movement ease, a variable that
takes into account paste kneading state and viscosity.

Finally, a longer residence time allows for better yield,
since more time is granted for the particles to separate.

The variables mentioned above are summarized
in Table 2.

Next, a series of examples are developed as a demon-
stration of the tools explained in section III. The complete

TABLE 2. Definition of the main variables related to each of the main
variables of the model.

TABLE 3. Initial values given for examples to input variables.

solid-liquid separation model is depicted in Figs. 7 and 8,
whereas the initial values used for each of the input nodes
of the model are included in Table 3.

Figure 9 shows the representation of the system includ-
ing the values assigned to the nodes, the impact exerted on
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FIGURE 14. Backward simplification of the system with DoI = 1.

FIGURE 15. Backward simplification of the system with DoI = 2.

successor nodes and the bar plots generated for each succes-
sor node.

As already mentioned in section III-C, the basic node
extraction tool allows the user to select just a single node or a
subset of different nodes, representing only those nodes and
arcs related to the selected ones. Figure 10 shows the back-
ward extraction with DoI 1 of the output node Yield, whereas
Figure 11 depicts the forward extraction with DoI 2 of the
OverflowWeir Position and Interphase Width nodes. Finally,
Figure 12 shows a complete extraction with DoI 2 of the
Water income flow node.

In order to show the use of the tool for obtaining internodal
weights, described in Section III-E, Figure 13 depicts the
total weight exerted by the initial node Production Rate over
the final node Yield. Additionally, Table 4 includes the total
weight that each of the initial nodes exert on each of the two
final nodes.

TABLE 4. Total weights exerted by the initial nodes on the two final
nodes.

To conclude the exposition of the tools, two different
simplifications of the model are shown, using different DoI
to provide an example of the different levels of complexity
achieved.
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V. CONCLUSIONS
This paper has presented a new python-based (avail-
able online at https://github.com/AlvaroGarzonCasado/
visualFCMlib) library called visualFCMlib that offers several
tools to assist in the interpretation of the inference process of
an expert system based on Fuzzy Cognitive Maps. Having
appropriate interpretability of the system recommendations
is useful both during the development and the deployment
phases of the system. During the development stage, a better
understanding of the current relations between the nodes aid
in the fine tuning of the model parameters. In the deployment
stage, these tools can be used to analyze the causes of
abnormal recommendations, again simplifying the update of
the system and offering better insight in the decision making
process.

The different Sections have included a brief overview of
the current tools of the developed library, among which we
can highlight that thanks to the use of bar plots user can
quickly discern the level of influence present between two
variables, as well as the relative weight that each predecessor
node has on a successor node, a measure that can also be
verified by means of both thickness of arrows representing
internodal arcs and tag of those arcs if they have been repre-
sented. Future work will include the design of a GUI to ease
the use of the system for non-technical users.
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