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ABSTRACT Deep learning is a state-of-the-art approach that provides highly accurate inference for many
cyber-physical systems (CPS) such as autonomous cars and robots. Deep learning inference often needs
to be performed locally on mobile and embedded devices, rather than in the cloud, to address concerns
such as latency, power consumption, and limited bandwidth. However, existing approaches have focused
on delivering ‘‘best-effort’’ performance to resource-constrained mobile embedded devices, resulting in
unpredictable performance under highly variable environments of CPS. In this paper, we propose a novel
deep learning inference runtime, called DeepRT, that supports multiple QoS objectives simultaneously
against unpredictable workloads. In DeepRT, the multiple inputs/multiple outputs (MIMO) modeling and
control methodology is proposed as a primary tool to support multiple QoS goals including the inference
latency and power consumption. DeepRT’s MIMO controller coordinates multiple computing resources,
such as CPUs and GPUs, by capturing their close interactions and effects on multiple QoS objectives.
We demonstrate the viability of DeepRT’s QoS management architecture by implementing a prototype of
DeepRT. The evaluation results demonstrate that, compared with baseline approaches, DeepRT can support
the desired inference latency as well as power consumption for various deep learning models in a highly
robust manner.

INDEX TERMS Deep learning, DVFS, feedback control, embedded systems, low power, power-awareness,
Quality-of-Service, QoS, real-time.

I. INTRODUCTION
In recent years, deep learning has emerged as a state-of-
the-art approach that provides robust and highly accurate
inference for many intelligent systems [1]. For instance,
visual scene-understanding enabled by complex deep neu-
ral networks is actively used by many cyber-physical
systems (CPS) such as camera-based surveillance, home
automation devices, cognitive-assistance wearables, and
autonomous vehicles [2], [3]. In many CPS applications,
deep learning inference needs to be performed locally on
mobile embedded devices, rather than in the cloud to address
concerns such as latency, power consumption, limited band-
widths, and privacy [4]. However, since mobile embedded
devices have limited resources and their operating environ-
ments are highly dynamic [5], it is very challenging to support
predictable inference performance. For instance, when a self-
driving vehicle drives from a highway to crowded city areas,

it needs to perform additional computation such as detecting
pedestrians, which might incur sudden increase of inference
latency and power consumption due to potential resource
contention. For many CPS, the unpredictability of perfor-
mance might incur problems, ranging from degraded user
experience to compromised safety to unexpectedly shorter
lifetime. However, many previous approaches have focused
on optimizing the performance of deep learning inference for
resource-constrained embedded devices either by compress-
ing deep learning models [6], [7] or by exploiting hardware
accelerators [8], [9]. These approaches provide significant
performance gains, but they are not aware of performance
requirements of applications and provide only ‘best-effort’
performance in terms of inference latency, power consump-
tion, etc.

In this paper, we propose a deep learning inference run-
time, called DeepRT [10], that provides predictable inference
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performance for CPS. In particular, DeepRT’s novel QoS
management architecture supports multiple goals simulta-
neously, e.g., inference latency and power consumption, by
exploiting MIMO (Multiple Inputs/Multiple outputs) mod-
eling and control techniques [11]. Deep learning inference
requires collaboration between heterogeneous computing
resources such as CPUs and GPUs, and the proposed MIMO-
based QoS management architecture captures close interac-
tions between such heterogeneous computing resources and
their effect on multiple QoS objectives.

To show the viability, we have implemented and evaluated
the proposed QoS management architecture by extending
Caffe [12], a popular open-source deep learning framework.
The evaluation results demonstrate that DeepRT’s approach
to MIMO-based QoS management is significantly more
effective than baseline approaches. In particular, DeepRT can
support both target inference latency and power consump-
tion simultaneously in a highly robust and efficient manner
against unpredictable workloads.

The rest of this paper is organized as follows. Section II
gives an overview of DeepRT. Section III presents the archi-
tecture of DeepRT and the details of feedback control mech-
anism of DeepRT. Section IV shows the details of evaluation
settings and evaluation results. The related work is presented
in Section V. Finally, Section VI concludes the paper and
discusses future work.

II. OVERVIEW OF DEEPRT
A. BACKGROUND ON DEEP LEARNING INFERENCE
Deep learning is a machine learning algorithm to solve intu-
itive problems such as recognizing spoken words or objects
in images by applying a cascade of layers of mathematical
transformation units. Deep learning models define the struc-
ture of these layers and their related parameters or weights.
The parameter values of the models are learned through the
process called training. During the training phase, batches
of hundreds of input data is traversed forward and backward
through the layers to update the parameter values until the
desired inference accuracy is obtained. The training phase
is often performed off-line at the cloud because this phase
is highly computation-intensive and might take a long time
(e.g., a few days or weeks.) Once a deep learning model
is trained, it can be deployed to various systems such as
self-driving cars, smartphones, surveillance cameras, and the
cloud. The deployed deep learning models are used by appli-
cations to infer a situation for given sensor inputs. This step
is called the inference phase. During the inference phase,
the input data from sensors such as cameras are transformed
through the sequence of layers of the model to generate
output. Since the transformation at each layer requires highly
data-parallel computation, GPUs that are found in most mod-
ern computing hardware are actively exploited for deep learn-
ing inference. Figure 1 depicts the structure of an inference
task that requires the collaboration between the CPU and
the GPU devices. Once an inference task is invoked with

FIGURE 1. Collaboration of CPU and GPU for deep learning inference.

a specified deep learning model M , each layer of M is
executed sequentially by invoking the layer’s corresponding
GPU kernels. This whole process of transforming sensor
inputs to inference results is oftenmanaged by a deep learning
inference runtime, such as TensorRT [13] and Caffe [12],
that provides a set of optimized implementation of inference
operations defined in the model.

Low inference latency and power efficiency are two pri-
mary performance metrics during the inference phase. For
example, self-driving cars need to complete perception-action
cycles on the order of a few tenth of a second. If such dead-
lines are not supported, users might have negative experience
of the application, or the safety in safety-critical systems can
be compromised. In many battery-powered devices, power-
efficiency is as important as the low latency because theymay
have to operate without recharging for days or months. For
example, current self-driving cars consume around 2.5 kilo-
watts for making self-driving decisions, and this massive
power consumption is becoming a problem that limits driving
distances [14].

B. SERVICE MODEL OF DEEPRT
DeepRT is a deep learning inference runtime that supports
predictable inference service for applications exploiting deep
learningmodels [10]. DeepRT has been designed for soft real-
time applications that require predictable inference latency
and power consumption. An application can request DeepRT
to initiate an inference task with a deep learning modelM and
a related Quality-of-Service (QoS) specification Q. The QoS
specification Q is defined as a tuple Q = 〈D,P〉, in which D
is a deadline, or desired inference latency, and P is a desired
power consumption.

In CPS, inference tasks are usually periodic. For instance,
inference tasks periodically sample data from sensors and
provide data to DeepRT for timely inference service. Dead-
line D is an end-to-end latency required to complete each
activation of the inference task, or processing all layers in
the model M . The (relative) deadline of periodic inference
tasks are usually set to their periods because each activa-
tion of the inference tasks needs to be finished before their
next period. In DeepRT, soft deadline semantics are applied,
in which inference tasks are still worth even if they miss
their deadlines. For example, inference results for wearable
cognitive-assistance systems is still worth even if they miss
their deadlines [15]. Soft deadline semantics have been cho-
sen since most inference tasks of CPS run in unpredictable
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open environments, where the complete knowledge of task
sets or timing constraints are not available. The purpose of
DeepRT is not to completely avoid deadline misses, but to
support QoSmanagement that minimizes the deadline misses
at runtime while achieving predictable power consumption.

III. POWER- AND TIME-AWARE INFERENCE
In this section, we discuss DeepRT’s core mechanism to
support predictable inference latency and power consumption
simultaneously.

A. QoS METRICS
Many real-time systems use the deadline miss ratio as a pri-
mary QoS metric for performance monitoring. The deadline
miss ratio shows the ratio of tardy inference tasks to the total
number of inference tasks. For instance, mobile applications
such as speech-to-text or translation need to complete the
inference under a stringent low latency, e.g., 200ms. If the
desired deadline miss ratio of the speed-to-text using deep
learning is 0.99, then 99% of inference tasks are supposed to
meet 200ms deadlines.

However, it turns out that the deadline miss ratio is not
appropriate for DeepRT because the task invocations of
inference applications are usually low compared to typical
real-time applications. For instance, typical frame rates of
wearable cognitive-assistance systems are between 5Hz and
12.5Hz [15]. With such a low number of service invoca-
tions, the deadline miss ratio has a wide confidence interval
and this might lead to unstable statistical interpretation. To
address this problem, DeepRT controls the QoS based on the
average tardiness of inference tasks. For each inference task,
we define tardiness as a metric to monitor the timeliness of a
task:

tardiness =
actual inference latency
target inference latency

. (1)

When an inference task is being delayed, then its tardiness
becomes greater than 1. Conversely, when the tardiness is less
than 1, it means that the task is completed earlier than the
deadline.

Another QoS metric, which might pose conflicting
requirements, is power consumption. In modern processors,
the speed of processors, such as CPUs and GPUs, is con-
trolled by their operating clock frequencies.With this capabil-
ity, we can reduce the ratio of tardy inference tasks at the cost
of increased power consumption. For example, doubling the
clock frequency of a processor can reduce the latency of tasks
running on the processor by up to half. Increasing the pro-
cessor clock frequency also drops the processor utilization.
In many real-time systems, scheduling policies, such as rate
monotonic and EDF (Earliest Deadline First), can guarantee
no deadline misses if the utilization of the processor is under
certain bounds [16]. However, one disadvantage of increasing
processor frequency to meet the deadlines is the increased
power consumption. As shown in Equation 2, the power

FIGURE 2. DeepRT’s QoS management architecture.

consumption is proportional to the processor frequency f :

power(V , f ) = C × V 2
× f , (2)

where C represents a device specific constant, and V indi-
cates the supply voltage [17]. Since V increases proportion-
ally with f , the combination of V and f has a cubic impact
on total power consumption. Therefore, a proper processor
frequency should be chosen, either statically or dynamically,
to support the desired deep learning inference latency under
the specified power consumption range.

B. QoS MANAGEMENT ARCHITECTURE
Figure 2 shows the QoSmanagement architecture of DeepRT.
DeepRT consists of twomajor components: theQoSmanage-
ment layer and the model execution layer. A deep learning
inference task is invoked with a service request from applica-
tions that specifies a deep learning modelM and a set of QoS
requirements Q. The model execution layer is responsible
for typical jobs of a deep learning runtime; it passes the
input from sensors to the cascade of layers of the given deep
learningmodelM to generate final inference results. TheQoS
management layer continuously monitors the performance
of inference tasks running in the model execution layer, and
controls the underlying hardware resources to support the
desired QoS requirements Q.
The model compressor in the QoS management layer first

checks if the model M needs to be compressed at runtime.
If the footprint of M is no less than the available memory,
M is compressed to reduce its memory footprint.1 For precise
monitoring of the tardiness of inference tasks, milestones
are inserted at several chosen layers of model M . Whenever
either these milestones are passed or the inference task is
completed, its tardiness is reported to the monitor. The mon-
itor computes the QoS errors, or the differences between the
desired and the monitored QoS metrics, i.e., the tardiness
error and the power consumption error of inference tasks. The
MIMO feedback controller computes the clock frequency
adaptation of CPU and GPU devices to reduce these QoS

1The model compression algorithm is out of scope of this paper. Readers
are referred to our previous work [10].
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TABLE 1. Notations used in the feedback control loop.

FIGURE 3. MIMO control of tardiness and power.

errors. Finally, the resource manager makes a schedule to
enforce the requested clock frequency adaptation.

1) FEEDBACK CONTROL PROCEDURE
The goal of QoS management is to support the end-to-end
latency of inference tasks and the power consumption close
to the target deadline D and the target power consumption
P, respectively. To achieve this goal, we might consider
scheduling tasks a priori. However, because the environment
of CPS is highly dynamic and unpredictable, it is very hard,
if not impossible, to have accurate knowledge of related
tasks and their resource requirements. For instance, schedul-
ing policies of some resources, such as GPUs, are usually
unknown [18].

To address this problem, we propose the Multiple
Inputs/Multiple Outputs (MIMO) feedback control architec-
ture shown in Figure 3, in which multiple QoS goals are han-
dled dynamically by controlling heterogeneous processors,
e.g., CPUs and GPUs. The overall MIMO feedback control
procedure is as follows:

1) At the k-th monitoring instant, the average tardiness
errors etard (k) and the average power consumption
error epwr (k) are computed for inference tasks.

2) Based on etard (k) and epwr (k), the MIMO controller
computes the control signals 1freqcpu(k + 1) and
1freqgpu(k + 1) for CPU and GPU devices, respec-
tively.

3) Given CPU’s and GPU’s current frequencies freqcpu(k)
and freqgpu(k), the frequencies until the (k+1)th moni-
toring instant are set to freqcpu(k)+1freqgpu(k+1) and
freqgpu(k)+1freqgpu(k+1) for CPU and GPU devices,
respectively.

4) The model execution layer of DeepRT enforces
1freqcpu(k + 1) and 1freqgpu(k + 1) using available
discrete clock frequencies of CPU and GPU devices,
respectively.

5) Wait until the (k + 1)th monitoring instant; the time
period between the kth and the (k + 1)th monitoring
instants is the (k + 1)th monitoring period.

6) Repeat the above steps in 1)- 5) for continuous QoS
management.

2) MILESTONES AND MONITORING PERIOD
The monitoring period of the feedback control loop deter-
mines the rate of feedback control. The shorter themonitoring
period is, the more frequent and timely control of QoS can
be provided at the cost of increased overheads. Therefore,
the monitoring period should be set considering the trade-off
between the timeliness of QoS control and its overhead.

One challenge in setting the monitoring period of DeepRT
is the diversity of deep learning models. For instance,
the inference latency of small models such as LeNet [19] is
just a few milliseconds in a mobile device while deeper mod-
els such as GooLeNet [20] have more than several hundreds
milliseconds inference latency in the same environment. If
an inference latency is longer than the monitoring period,
the feedback control decision for the next monitoring period
cannot be made properly due to the unavailability of the
tardiness information at the monitoring instant. To handle this
problem, DeepRT instruments milestones into several chosen
layers for progress monitoring of deep learning models. Each
milestone is associated with an internal deadline as follows:

profiled latency to the milestone
profiled end-to-end inference latency

× deadline D (3)

Whenever amilestone is passed during the inference phase,
its tardiness is calculated according to the internal dead-
line. For example, Figure 4 shows the latency to the n-th
layer of GooLeNet during the inference. If the monitoring
period is 200ms, the QoS control cannot be provided at every
monitoring instant because the profiled end-to-end inference
latency using the GooLeNet model is about 207ms, and,
hence, the tardiness information cannot be provided to the
MIMO controller. Therefore, at least one milestone needs to
be inserted for proper feedback control. Since the profiled
latency to the 40th layer is about 103.5ms, if the target
deadline D is 200ms, one milestone can be inserted at the
40th layer with the internal deadline of 100ms(= 103.5ms

207ms ×D).
Whenever the 40th layer is passed during the inference, the
tardiness of the inference task is computed using this internal
deadline, resulting in proper feedback control in every moni-
toring period.

C. FEEDBACK CONTROL LOOP DESIGN
In this section, we take a systematic approach to designing a
MIMO feedback control loop for the simultaneous control of
tardiness and power consumption of inference tasks.

1) SYSTEM MODELING
The first step in designing a feedback control loop is to build
a system model by mathematically quantifying the effect of
control inputs on the monitored QoS metrics. As discussed in
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FIGURE 4. Inference latency to n-th layer of GoogLeNet.

Section III-B, we are interested in supporting the tardiness of
inference tasks and the power consumption simultaneously.
To support two QoS goals simultaneously, we need at least
two control inputs that can affect the QoS metrics in an effec-
tive and meaningful manner [11]. Given tardiness and power
as two QoS metrics, we can easily choose the clock frequen-
cies of two heterogeneous processors involved in inference
as two primary tuning knobs to control the tardiness and
the power consumption of inference tasks because, as shown
in Figure 1, both tardiness and power of deep learning infer-
ence are determined by the close collaboration between CPUs
and GPUs. While CPUs are responsible for managing the
whole forward process of inference tasks such as staging
in/out data between the layers of a deep learning model,
GPUs perform computation-intensive parallel transformation
of each layer. We choose to use a linear time-invariant MIMO
model, shown in Equation 4, to capture these interactions
between multiple control inputs (freqcpu and freqgpu) and
multiple system outputs (tardiness and power).[
tardiness(k + 1)
power(k + 1)

]
= A ·

[
tardiness(k)
power(k)

]
+ B · u(k), (4)

where u(k) is a vector representation of control inputs:

u(k) =
[
freqgpu(k)
freqcpu(k)

]
(5)

The parameters A and B reflect the modeled system’s
dynamics. The model shows that the next system state[
tardiness(k + 1) power(k + 1)

]T is determined by the cur-
rent state

[
tardiness(k) power(k)

]T and the control inputs
u =

[
freqgpu(k) freqcpu(k)

]T . Because the model has two
control inputs and two system outputs, both A and B are
2 × 2 matrices. To obtain the parameters A and B, we
might consider first principles of deep learning inference
systems. However, deep learning inference systems are very
complex artifact that has complex interaction between the
inference runtime and various hardware resources. There-
fore, we choose to use system identification, instead of first
principles. System identification is a statistical approach to
build mathematical models of dynamic systems from empir-
ical data. During actual system identification, various com-
binations of two control inputs are applied to the system to
stimulate the dynamics of the modeled system. For system
identification, we choose to use CaffeNet model on a Jetson

FIGURE 5. System identification.

TK1mobile device. 2 Figure 5 shows the behavior of DeepRT
during the system identification. The model parameters A
and B can be obtained by performing regression analysis
using this empirical data. In our study, the obtained model
parameters are as follows:

A =
[
0.638 −0.047
0.529 0.154

]
, B =

[
−0.391 −0.027
1.744 0.488

]
Since matrix B quantifies the effect of inputs to the system
dynamics, it needs to be analyzed carefully. It should be
noted that freqgpu(k)’s weight on tardines is −0.391 while
freqcpu(k)’s is only −0.027. This implies that freqgpu(k) has
about 14 times higher impact on the tardiness of inference
tasks than freqcpu(k). In contrast, freqgpu(k)’s weight on
power is only about four times of freqcpu(k)’s.; the weight of
freqgpu(k) on power is 1.744 while freqcpu(k)’s is 0.488. This
implies that freqcpu(k) has relatively higher impact on power
consumption of inference tasks. We found that various deep
learning models (LeNet, CaffeNet, and GooLeNet) manifest
very similar dynamics.

2) VALIDATION AND ANALYSIS OF SYSTEM MODEL
Once a system model is obtained, its validity must be eval-
uated by comparing the model’s predictions with actual
experimental data. The accuracy metric R2 (= 1 −
variance(experimental value - predicted value)

variance(experimental value) ) is commonly used to
quantify the accuracy of amodel. TheR2 value of 1.0 suggests
a perfect fit, and a model is considered acceptable for control
purposes if R2 ≥ 0.8 [11]. In our study, R2 for the tardiness
and the power consumption is 0.84 and 0.80, respectively,
and, hence, our model is accurate enough for control pur-
poses.

A valid model of a system can be used to predict the
behavior of the system. For example, the system model can
be used to investigate the system’s controllability that tells if
there exists some input sequence to drive the system to any

2The details of evaluation testbed is discussed in Section IV.
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FIGURE 6. Feasible control regions. (a) Range of feasible inputs.
(b) Predicted range of feasible outputs.

target state. The controllability of a system can be tested with
a controllability matrix C shown in Equation 6.

C =
[
An−1B An−2B ... AB B

]
(6)

A linear time-invariant system is controllable if and only if
controllability matrix C is invertible [11]. In our modeled
system, the rank of C with the given system parameters A
and B is 2, and, hence, the target system is controllable.
This result implies that any state of

[
tardiness power

]T can
be reachable by applying some sequence of control inputs
u(0),u(1), . . . ,u(n− 1),u(n). However, since control inputs
u(k) =

[
freqgpu(k) freqcpu(k)

]T have limits in real systems,
regions of feasible outputs need to be analyzed. For example,
Figure 6-(a) illustrates the range of CPU and GPU clock
frequencies in a NVIDIA Jetson TK1 embedded board. The
solid parallelogram in Figure 6-(b) is the corresponding feasi-
ble region predicted by the MIMOmodel in Equation 4. Each
labeled corner in Figure 6-(a) is displayed in Figure 6-(b) with
the same letter. A combination of power and tardiness that
does not lie within the parallelogram in Figure 6-(b) is not
feasible because either one or both of freqcpu and freqgpu is
out of feasible ranges.

3) CONTROLLER DESIGN
Once we have a valid MIMO approximation model, a MIMO
controller can be designed for the target system, DeepRT.
For its robustness and simplicity, we choose to exploit the
proportional integral (PI) control function given by

u(k) = −K
[
e(k)
eI (k)

]
= −

[
KP KI

] [
e(k)
eI (k)

]
(7)

TABLE 2. Hardware of the testbed.

where KP and KI , respectively, are proportional and integral
control gains. At each k-th monitoring instant, the controller
calculates the control input u(k) by monitoring the QoS error
e(k) and the integrated QoS error eI (k):

e(k) =
[
etard (k)
epwr (k)

]
=

[
reftard − tardiness(k)
refpwr − power(k)

]
, (8)

eI (k) =
[
eI ,tard (k)
eI ,pwr (k)

]
=

[
eI ,tard (k − 1)+ etard (k)
eI ,pwr (k − 1)+ epwr (k)

]
. (9)

The characteristics of the controller, such as settling time
and maximum overshoot, are determined by the control gains
KP and KI . To get proper control gains for MIMO systems,
LQR (linear quadratic regulator) technique is typically used.
LQR is a method to get optimal control gains by focusing
on the trade-off between control efforts and control errors.
Typically, computer tools such as MATLAB command dlqr
is used. For more details on the LQR method, readers are
referred to [11].

IV. EVALUATION
In this section, we evaluate our implementation of DeepRT
and compare it with a state-of-the-art implementation of deep
learning inference runtime.

A. IMPLEMENTATION AND TESTBED
We have implemented DeepRT by extending Caffe [12],
which is a popular open source deep learning framework.
Deep learning frameworks, such as Caffe and Tensor-
Flow [21], provide the implementation of efficient deep
learning inference functionalities, such as optimized GPU
kernels for various deep learning layers. However, they do
not support QoS. Though our implementation is based on
Caffe, the proposed MIMO control mechanism of DeepRT
is framework-neutral and can be easily adapted to other deep
learning frameworks such as TensorFlow [21].

In our testbed, DeepRT runs on a NVIDIA Jetson
TK1 mobile platform. Table 2 summarizes the specification
of the Jetson TK1. As shown in Table 2, the clock frequencies
of CPU/GPU of Jetson TK1 have a dozens of discrete levels.
For fine-grained and smooth control of CPU/GPU clock fre-
quencies, the model execution layer of DeepRT exploits the
pulse width modulation (PWM) technique [22] that emulates
arbitrary clock frequencies by switching between several
discrete frequency levels. The operating system of Jetson
TK1 is Ubuntu 14.04 Linux, and it supports several CPU
DVFS policies through DVFS governors [23]. The default
DVFS governor is on-demand, in which the clock frequencies
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TABLE 3. Baseline approaches.

TABLE 4. Deep learning models.

of CPUs are adjusted according to the utilization of CPUs.
Unlike CPUs, Jetson K1 does not provide DVFS governors
for GPUs, and, hence, their clock frequency must be set
manually by users.

During the evaluation, the power/energy consumption of
the Jetson TK1 is monitored with a Yokogawa WT310E
power meter. The real-time power/energy measurements are
reported to the Jetson TK1 via USBTMC protocol.

B. BASELINES AND EVALUATION GOALS
The objectives of the performance evaluation are 1) to deter-
mine if DeepRT can support multiple QoS goals simultane-
ously under various unpredictable conditions and 2) to test
the robustness of DeepRT against unpredictable workload
changes.

We evaluate DeepRT with the baselines shown in Table 3.
Open represents a state-of-the-art approach to deep learning
inference. In Open, inference tasks run on the original Caffe
deep learning framework with the default CPU DVFS gov-
ernor, which is on-demand. The frequency of GPUs is set to
the maximum because GPUs of Jetson TK1 does not provide
adaptive DVFS governors. MIMO is our approach support-
ing both the target tardiness and the power consumption of
inference tasks via simultaneous control of CPU and GPU
devices. Both SISOmax and SISOopen support the target tar-
diness of inference tasks through Single Input/Single Output
(SISO) control of the GPU clock frequency. Therefore, both
SISOmax and SISOopen are not aware of power consumption.
In SISOmax , the frequency of CPU is set to the maximum.
In contrast, the CPU frequency of SISOopen is adjusted
dynamically by the default on-demand CPUDVFS governor.
To verify the effectiveness of DeepRT in various deep

learning models, two representative, but very contrasting,
models shown in Table 4 are considered. CaffeNet is a
slightly modified variant ofAlexNet [24]. CaffeNet represents
memory-intensive deep learning models that have a large
number of parameters. Even thoughCaffeNet has only 24 lay-
ers, it has three large fully-connected layers that occupy 96%
of its 61 million parameters. CaffeNet model’s parameters
occupy 243 MBytes of storage. Due to this large number

TABLE 5. DeepRT’s Tasks.

TABLE 6. Inference task’s periods and QoS goals.

of parameters, inference tasks with CaffeNet model need
to perform frequent high-bandwidth memory operations. In
contrast,GoogLeNet represents highly computation-intensive
deep learning models [20]. Even thoughGoogLeNet has deep
152 layers, the model requires only 7 million parameters and
takes up 53MBytes of storage.Most layers ofGoogLeNet are
computationally demanding convolution layers. Both Caf-
feNet and GoogLeNet take 224 × 224 images as input and
classify them into 1000 classes.

For the evaluation of DeepRT, tasks shown in Table 5
are involved. Inference tasks of DeepRT perform actual exe-
cution of a given deep learning model. Inference tasks are
periodic and, as shown in Figure 1, they run both in CPU
and GPU devices. Inference tasks are activated periodically
to process periodic sensor streams. As shown in Table 6, dif-
ferent periods andQoS goals are assigned to different models,
considering their primary applications and resource require-
ments. For example, the period of CaffeNet is determined to
achieve 12.5 frames/second, which is required for semantic
segmentation of real-time camera images [25]. The target
latency, or relative deadline, of the inference task is set to be
shorter than its period in order to reserve slack time for non-
real-time tasks that perform aperiodic jobs such as processing
I/O and GUIs. Because many CPS applications must process
sensor inputs in real time without buffering, the batch size of
inference tasks is set to one. The control task is responsible for
QoS management. The control task is activated periodically
every 500ms, and adapts the clock frequencies of CPU and
GPU devices according to the monitored inference tardiness
and power consumption.

C. AVERAGE PERFORMANCE
In this set of experiments, we investigate if DeepRT can sup-
port QoS goals under various conditions. In each experiment,
the performance is observed for at least 300 monitoring peri-
ods and its average with 99% confidence interval is reported.

1) VARYING TARGET TARDINESS
In this experiment, the target tardiness of inference tasks are
varied from 0.7 to 1.3 while the target power consumption is
fixed.

Figure 7 shows the results for CaffeNet, in which the
target power consumption is fixed at 5.5W. As shown
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FIGURE 7. Varying target tardiness (CaffeNet). (a) Tardiness. (b) Power. (c) CPU frequency. (d) GPU frequency.

FIGURE 8. Varying target tardiness (GooLeNet). (a) Tardiness. (b) Power. (c) CPU frequency. (d) GPU frequency.

in Figure 7-(a), both MIMO and SISOmax satisfy the tar-
get tardiness very closely. Because Open does not support
QoS, its tardiness is not affected by varying target tardiness.
SISOopen is supposed to support the target tardiness through
SISO control of tardiness, but this experiment shows that it
cannot support the target tardiness. For instance, SISOopen’s
tardiness deviates from the target tardiness by 42% when the
target tardiness is 0.7. This is incurred by two conflicting
feedback controllers of SISOopen. In SISOopen, the GPU clock
frequency is controlled by DeepRT’s SISO controller, while

the CPU clock frequency is controlled by the on-demand
DVFS governor. Because both controllers are not aware of
each other, they cannot make coordinated control decisions,
failing to converge to the target tardiness.

Figure 7-(b) shows the power consumption in the same
experiment. It shows that the target power consumption is
closely supported by MIMO while other approaches do not
support the target power consumption. This is because the
approaches other thanMIMO are not aware of the power con-
sumption of inference tasks. For instance, SISOmax’s power
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consumption varies from 5.78W to 5.52W as the target tar-
diness varies from 0.7 to 1.3. In contrast, MIMO maintains
the power consumption at 5.5W despite the varying target
tardiness. As shown in Figures 7-(c) and -(d), MIMO sup-
ports both the target tardiness and the power consumption by
simultaneously adjusting the clock frequencies of CPU and
GPU devices. This simultaneous and coordinated adaptation
of CPU and GPU clock frequencies is achieved by the system
model in Equation 4 within the feasible control region shown
in Figure 6.

However, as shown in Figure 7-(a), the tardiness ofMIMO
begins to deviate from the target tardiness as the target tar-
diness is set to be away from 1.0, For example, when the
target tardiness is 0.7, the tardiness of MIMO is 7% off the
target. This is because one of tuning knobs begins to reach
its saturation point as the target tardiness moves further away
from 1.0. For instance, as shown in Figure 7-(d), the GPU
clock frequency is almost at its maximum when the target
tardiness is 0.7, and, hence, the clock frequency cannot be
further increased to achieve the QoS goals.

Figure 8 shows the result when the same experiment is
performed for theGooLeNet model. ForGooLeNet, the target
latency and the power consumption of inference tasks are set
to 0.15 seconds and 6.3W, respectively. Though GooLeNet
and CaffeNet have very different model structures, we can
observe similar results for both deep learning models. As
shown in Figures 8-(a) and (b), MIMO closely supports the
varying target tardiness of inference tasks while maintaining
6.3W power consumption.

2) VARYING TARGET POWER CONSUMPTION
In this experiment, the target power consumption of inference
tasks is varied while the target tardiness is fixed at 1.0. Since
only MIMO is aware of power consumption, only MIMO is
evaluated for CaffeNet and GooLeNet models.

Figure 9 shows the result for CaffeNet, in which the
target power consumption is varied from 5.1W to 5.8W
while the target deadline is fixed at 0.05 seconds. In
Figures 9-(a) and (b), we can see thatMIMO closely supports
both the target tardiness and the target power consumption
while the target power consumption is in between 5.2W and
5.6W. Figure 9-(c) shows that both tunning knobs, i.e., freqcpu
and freqgpu, are adjusted to support both QoS goals simul-
taneously. However, if the target power consumption is out-
side the range between 5.2W to 5.6W, both tardiness and
power consumption begin to deviate from the QoS goals. For
instance, when the target power consumption is 5.1W, the
tardiness and power consumption, respectively, are 1.01 and
5.158W, which are +1% and +1.1% deviations from the
respective QoS goals. On the other hand, when the target
power consumption is 5.8W, the tardiness and power con-
sumption, respectively, are 0.974 and 5.65W, which is−2.6%
and −2.6% different from each QoS goal. These results are
incurred because one or both of the tuning knobs, i.e., freqcpu
and freqgpu, are saturated at both extremes. For instance,
in Figure 9-(c), when the target power consumption is 5.7W,

FIGURE 9. Varying target power (CaffeNet). (a) Tardiness. (b) Power.
(c) CPU/GPU frequency.

the CPU frequency is already at the maximum, and, hence,
it is impossible to further increase its frequency. As shown
in Figure 6, the combination of target tardiness and power
consumption is achievable only within the feasible input
region. Once one of inputs is saturated, we need to change
QoS goals accordingly.

Figure 10 shows the result for GooLeNet, in which the
target power consumption is varied from 5.8W to 6.6Wwhile
the target inference latency is set to 0.2 seconds. Although
the model structure of GooLeNet is deeper and more com-
putationally intensive than CaffeNet, we can observe similar
results. As shown in Figures 10-(a) and (b), as far as both
clock frequencies of CPUs and GPUs are within the feasible
input region, GooLeNet closely supports both QoS goals
while the desired power consumption is varied.

D. TRANSIENT PERFORMANCE AND ROBUSTNESS
Average performance is not enough to demonstrate the per-
formance of dynamic systems, such as DeepRT, since the
performance can change severely in a short time period. For
example, consider a situation where a person with a wearable
cognitive-assistance device walks to a more crowded area.
This change in the physical world might result in sudden
increase of workloads to process more objects.
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FIGURE 10. Varying target power (GoogLeNet). (a) Tardiness. (b) Power.
(c) CPU/GPU frequency.

In this experiment, we introduce sudden change of work-
loads to observe the transient behavior of DeepRT and its
robustness against unexpected disturbances. At the 100th
monitoring instant, a periodic disturbance thread is activated
and continues until the 200th monitoring instant. The distur-
bance thread performs matrix multiplication. The size of the
matrix is arbitrarily changed from 40 × 40 to 120 × 120 to
make the workload unpredictable. The period of the distur-
bance thread is set to 10ms so that it frequently interrupts
inference tasks.

Figure 11 shows the transient behavior ofMIMO when the
sudden disturbance is applied to interrupt the execution of the
inference task that runs GooLeNet. Until the 100th monitor-
ing period, both the target tardiness and the power consump-
tion are closely supported by adjusting the clock frequencies
of CPU and GPU devices. As the disturbance is applied at the
100th monitoring instant, the tardiness increases immediately
to 1.18. However, the tardiness is stabilized quickly to the
target tardiness in the next monitoring period. Similarly, at the
100th monitoring instant, the power consumption increases
suddenly to 6.51W, which is 3.3% higher than the QoS goal.
However, the power consumption is stabilized to have less
than 2% deviation from the QoS goal within one monitoring

period. Figure 11 also shows the clock frequencies of GPU
and CPU devices during the experiment. We can observe that
the QoS goals are supported by adjusting the clock frequen-
cies of both devices simultaneously. For instance, at the 100th
monitoring instant, the clock frequencies of GPU and CPU
devices are adjusted by +36% and −46%, respectively, to
handle the change of workloads.

Figure 11-(b) shows the transient behavior of SISOmax in
the same experiment. We can observe that SISOmax closely
satisfies the target tardiness even in the presence of sudden
disturbance. For instance, when the disturbance is applied
at the 100th monitoring instant, SISOmax’s tardiness is sta-
bilized within 2 monitoring periods. However, since SISOmax
is not aware of power consumption, its power consumption
increases to 6.95W in the presence of disturbance. As shown
in Figure 11-(b), SISOmax adjusts only GPU clock frequency
to support the target tardiness, so unlike MIMO, its power
consumption cannot be controlled.

V. RELATED WORKS
There has been significant effort to develop highly effi-
cient and light-weight deep learning inference methods for
mobile and embedded devices. Several hardware accelerators
have been proposed for efficient deep learning inference on
resource-constrained edge devices [7], [8]. They showed sig-
nificant improvements both in terms of inference latency and
energy consumption, but a major drawback is their inflexibil-
ity and limited scope of application. Several software-based
approaches also have been proposed [13], [26]. DeepX, for
example, is a software accelerator that decomposes a mono-
lithic deep learning model into unit-blocks for efficient exe-
cution on heterogeneous local device processors [26]. There
has been also significant effort in hand-crafting small foot-
print deep learning models [27], [28] or compressing trained
models for resource-constrained mobile devices [29]–[31].
Despite these large body of work, none of these approaches
support predictable inference performance. Because they are
not aware of applications’ QoS, they only support unpre-
dictable ‘best-effort’ performance. Our previous work on
DeepRT supports predictable inference latency via feedback
control [10]. However, our previous work supports only one
QoSmetric, and does not consider power consumption as one
of primary QoS metrics.

Control theory is one of the most widely used mathemat-
ical tool to tune various aspects of dynamic systems, and it
has been applied actively to many software systems such as
web servers [32], databases [33], and approximate computing
frameworks [34]. However, these control-theoretic solutions
of previous studies are not directly applicable to our work
because they do not consider specific requirements and con-
straints arising from deep learning inference. A key research
question in deep learning inference is how to support mul-
tiple QoS goals when various heterogeneous processors are
involved. To the best authors’ knowledge, no previous work
has addressed this question directly. In this work, we propose
a MIMO control method as a primary tool that supports
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FIGURE 11. Transient performance (GoogLeNet). (a) MIMO. (b) SISOmax .

multiple QoS goals simultaneously by controlling heteroge-
neous processors.

DVFS is a primary tuning knob to control the speed of var-
ious processors. Since voltage/frequency scaling has a cubic
effect on power consumption, there has been a large body
of research on exploiting DVFS to support the timeliness of
tasks in an energy-efficient manner [35], [36]. The use of
DVFS for real-time tasks was theoretically studied first by
Yao et al. [37]. In their work, they assume an ideal processor
that can scale to any continuous speed. Fu et al. proposed
to use pulse width modulation (PWM) techniques to map
the desired average power to a series of discrete frequency
levels [36]. DeepRT also exploits PWM to emulate continu-
ous frequency levels using discrete frequency levels. Despite
thematurity of CPUDVFS, there has been little study onGPU
DVFS [38]. Some results demonstrated that applying CPU
DVFS strategies to GPUs could be ineffective [39], [40].
Though Deep learning inference tasks require close coordi-
nation of CPUs and GPUs, no previous works have addressed
the problem of coordinating DVFS of CPUs and GPUs.
DeepRT’sMIMO controller simultaneously adjusts the speed
of CPU and GPU devices to support both timeliness and
power consumption of inference tasks.

VI. CONCLUSIONS
This paper introduces DeepRT, a deep learning infer-
ence runtime that coordinates underlying heterogeneous
resources to support predictable inference latency and power
consumption simultaneously. DeepRT demonstrates a
control-theoretic solution to supporting predictable infer-
ence performance. In particular, the MIMOmodeling/control
methodology is proposed as a systematic tool that captures
the potential interactions between heterogeneous processors
and QoS metrics. We have demonstrated the viability of
the proposed QoS management approach by implementing
an experimental prototype. The results show that DeepRT

can support the desired inference latency as well as power
consumption for various deep learning models in a highly
robust manner.

For future work, we would like to enhance DeepRT in
several different directions. First, the feedback controller of
DeepRT will be extended to include more QoS metrics such
as inference accuracy. By pruning low-weight connections
of deep learning models, the computational overhead can
be reduced significantly. However, model-pruning usually
reduces the inference accuracy. We plan to study a runtime
mechanism that makes a systematic negotiation between
inference accuracy and computational overheads. Second,
we are interested in supporting adaptive feedback control that
allows a controller itself can be adjusted online. We believe
that adaptive control approaches can significantly increase
the generality and robustness of DeepRT’s QoS management
architecture.
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