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ABSTRACT Scene classification is increasingly popular due to its extensive usage in many real-world
applications such as object detection, image retrieval, and so on. Traditionally, the low-level hand-crafted
image representations are adopted to describe the scene images. However, they usually fail to detect semantic
features of visual concepts, especially in handling complex scenes. In this paper, we propose a novel
high-level image representation which utilizes image attributes as features for scene classification. More
specifically, the attributes of each image are firstly extracted by a deep convolution neural network (CNN),
which is trained to be a multi-label classifier by minimizing an element-wise logistic loss function. The
process of generating attributes can reduce the ‘‘semantic gap’’ between the low-level feature representation
and the high level scene meaning. Based on the attributes, we then build a system to discover semantically
meaningful descriptions of the scene classes. Extensive experiments on four large-scale scene classification
datasets show that our proposed algorithm considerably outperforms other state-of-the-art methods.

INDEX TERMS Scene classification, attribute representation, convolutional neural network, high-level
image representation.

I. INTRODUCTION
Scene classification is one of fundamental tasks in computer
vision and has great practical significance. As an instance
of image semantic classification, scene classification aims
to organize images and categorize them into different scene
classes such as indoor, outdoor, mountain, river. Recently,
scene classification has attracted more and more attention
due to its wide applications in the real-world, such as image
retrieval, video retrieval, behavior detection and target recog-
nition [1]–[3]. Although many scene classification mod-
els have been proposed [4], [5], the performance of these
models is still not satisfactory for complex scene datasets.
In general, two key components of scene classification are
image representation and robust classifier. Image represen-
tation is the process which transforms pixel information
into a vectorized representation. It is the first step for the
sequential classification tasks. The performance of scene
classification models largely depends on the image represen-
tation or image feature. Thus, in this work, we mainly focus
on how to extract high-level image representation for scene
classification.

During the past two decades, lots of algorithms have been
proposed to extract image features. For example, the GIST
operator [6] uses visual feature which describes the prop-
erty of scene space to estimate the global space properties.
Spatial pyramid (SP) representation of scale-invariant feature
transform (SIFT) [7] firstly detects feature in scale space and
identifies the position of the key points. Then it uses the
principal direction of neighborhood gradient of key points
to realize the independence of the scale and direction. These
classical approaches to extracting low-level image features
have gained remarkable results for scene classification. How-
ever, these approaches fail to offer sufficient discriminative
power because the extracted features essentially are low-level
statistical information of the image which lacks of high-level
semantic information. To reduce the semantic gap between
low-level representations and high-level scene semantics,
Li et al. [8] proposed a high-level image representation,
Object Bank (OB). It encodes the semantic and spatial
information of objects within images. Thus, an image is
represented as a scale-invariant response map of a large num-
ber of pre-trained generic object detectors. Figure 1 shows
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FIGURE 1. Comparison of low-level and high level image representations
on two types of scene classes, mountain vs. city street. From left to right:
GIST (low-level) [6], spatial pyramid (SP) representation of SIFT
(low-level) [7] and OB (high-level) [8].

the selected filter responses in the GIST representation,
a histogram of the SP representation of SIFT patches, and
a selected number of OB responses on two typical scene
images. The performance of OB is much better than most
existing low-level feature-based algorithms but the OB fea-
tures only have the object information and do not consider the
attribute information in the image. To enrich image informa-
tion, we resort to the attributes extracted from scene images
to represent complex images. More specifically, a novel
attribute-based high-level image representation is proposed,
which reduces the burden of sophisticated models for bridg-
ing the ‘‘semantic gap’’ between high-level scene classifica-
tion tasks and low-level image representation.

In summary, our main contributions are as follows.
• We construct a novel attribute vocabulary by extracting
the semantic attributes from the COCO dataset [9] with
the image captions. Each semantic attribute corresponds
to a word mined from the image description.

• To extract semantic attributes, our training data is com-
posed of images and attribute set, instead of object
vocabulary constructed by object sensing filters. Each
training image corresponds to an attribute vector which
can represent objects information and descriptive infor-
mation hidden in image.

• For predicting the attribute vector, we train a multi-label
classification network with element-wise logistic loss
function and treat the attribute set as the label set.

• Extensive experiments on four scene classification
benchmarks demonstrate that the proposed approach
achieves superior performance and outperforms the very
recent state-of-the-art methods with a large margin.

The rest of this paper is organized as follows. In Section II,
we briefly review the existing scene classification methods
and visual attribute based representations. Then we introduce
the proposed model for constructing attributes in Section III.
We present the extensive experimental results in Section IV.
Finally, we make conclusions in Section V.

II. RELATED WORK
During the past decades, lots of scene classification algo-
rithms have been proposed [10]–[13]. However, the perfor-
mance of these classification algorithms are not satisfactory
in classifying complex scene images. In fact, the accuracy
of scene classification mainly relies on the image descriptors
or image representations [14]–[16].

A. LOW-LEVEL IMAGE REPRESENTATION
Generally, low-level image representation employs the
global or local statistical information (e.g., global color or tex-
ture histograms) to represent images [17], [18]. Although
these algorithms are useful and have low complexity, they
are restricted to the type of images and often exhibit poor
performance. To resolve this issue, Lazebnik et al. [7] propose
the SP representation of SIFT which computes histograms of
local features inside each sub-region of images. Liu et al. [19]
utilize the exactly matched visual parts and their geometric
relationships to improve discriminative ability of global fea-
tures. Wu and Rehg [20] propose a structural visual descrip-
tor, which can extract the structural properties and suppresses
detailed textural information.

A saliency-guided sampling strategy to extract a repre-
sentative set of patches from a image was proposed by
Zhang et al. [4]. This unsupervised method can obtain
the representative information in the image contained in
salient parts of the image. To relieve the scarcity of labeled
data, Deng et al. [21] propose a multi-task feature hashing
algorithm, which can not only utilize the inherent related-
ness but also consider the fine-grained clustering among
images. Cheriyadat [5] encoded the low-level unlabeled fea-
ture descriptors in terms of the basis functions to generate
new sparse representation for the feature descriptors. Dense
low-level feature descriptors were extracted to characterize
the local spatial patterns. Xiao et al. [3] used 397 sampled cat-
egories in Scene UNderstanding (SUN) database to evaluate
the state-of-the-art algorithms. This large scene dataset can
solve the limited scope of currently-used databases which do
not capture the full variety of scene categories. The accuracy
of these methods is hard to be improved due to the lack of
high-level semantic information. Recently, feature learning
approaches have achieved superior performance in image
classification by building advanced machine learning models
which can learn high-level feature representation from raw
images.

B. HIGH-LEVEL IMAGE REPRESENTATION
To construct high-level image representation, many researc-
hers adopt objects as features to represent image
[22], [23], [2]. For example, Li et al. [24] propose the object
bank (OB) to characterize local image features based on the
object detector [25]. The OB representation simultaneously
encodes semantic and spatial information of objects, which is
frequently adopted for scene classification tasks. Inspired by
the same idea, Zhang et al. [14] propose the object-to-class
(O2C) distances to build scene classification model. Because
the O2C distances are based on the OB, the obtained repre-
sentations can possess more semantic meanings. However,
the performance of OB relies on the quality and quantity of
the pre-trained object detectors. And OB has the problem
of the semantic hierarchy due to the hierarchy concept of
the objects in the real world. Combining the local with
global features of the image to represent the image was
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proposed by [26].The ensemble of local visual features from
earlier inception layers to the global visual features was
able to describe the overall image aesthetics and it gave
promising results. To overcome semantic hierarchy, attribute-
based high level representations have been proposed for scene
classification.

C. ATTRIBUTE-BASED IMAGE REPRESENTATION
The idea of using attributes as the basic representation
of images is analogous to the approaches applying a
large number of ‘‘semantic concepts’’ to image annota-
tion and retrieval [27]–[29]. In facts, many researchers
have treated attributes as high-level image representations
to solve the complex computer vision tasks. For instance,
Farhadi et al. [30] utilize attributes to fill the gaps in prede-
termined caption templates. Lampert et al. [31] shown that
semantic attributes can be used to recognize object classes in
the absence of training images. Kulkarni et al. [32] used the
attribute detectors, which can obtain the caption of images
in the complex sentence meaning. Besides, there is a sig-
nificant difference in attributes obtained by different models
to address computer vision tasks. The geometry information
of the image was viewed as the attributes such as scale-
invariant measures (e.g., homogeneity, shape descriptors, ori-
entation, etc.), which was proposed by Cavallaro et al. [33].
These nonincreasing attributes have an important roles in the
filtering rules and the characterization of the spatial informa-
tion is performed differently due to the selected attributes and
the filter rule. Wang et al. [34] introduced a brain-inspired
deep network (BDN) which made use of style information
from the AVA dataset. Fully convolutional neural networks
(FCNNs) are trained for each style. Three primitive features
(hue, saturation, value) of the input images are also fused with
the output of the third convolutional layer of the 14 FCNNs
to form an input cube for another FCNN, which predicts
the overall aesthetics ratings. While their idea is inspired by
neuroscience models, it is computationally heavy. It was first
used to train the aesthetic classification models using only
information from the image content. Kairanbay et al. [35]
then extended [34] approach to utilize additional the style
meta-information which was provided by the dataset.

Hu et.al [36] proposed that the attributes of image was
transferred from low-level features by using the SVM classi-
fiers and using the LDA topic model to extract the topic infor-
mation between image samples and attributes. You et.al [37]
explored a non-parametric method based on nearest neighbor
image retrieval from a large collection of imageswith rich and
unstructured textual metadata such as tags and captions. The
attributes for an input image were extracted by transferring
the text information from the retrieved images with similar
visual appearances. The attributes of a query image was
treated as the labels and can be learned as in a conventional
classification problem in [38]. They used a Fully Convolu-
tional Network (FCN) to learn attributes from local patches.
For scene recognition task, some approaches obtaining
attributes have been proposed, for example, [1], [27]–[29].

However, these methods were not able to localize the
meaningful concepts in scene images because each semantic
concept was trained with the entire images. As a result,
the performance was not satisfied on cluttered scene images.
To solve this problem, Vogel and Schiele [29] combined the
attributes describing the image regions with local semantics.
Su and Jurie [39] proposed six groups of attributes to build
middle-level features for scene classification.

Different from previous works, our method views the
attributes as a set of predefined categories and employs the
multi-label classification network with element-wise logistic
loss function to extract them.

III. SCENE CLASSIFICATION BASED ON
ATTRIBUTE REPRESENTATION
In this section, we elaborate our attribute-based representa-
tion for scene classification. The overall process is illustrated
in Figure 2. We formulate the attribute prediction as a multi-
label classification problem.

As shown in the Figure 2, to construct the model, we first
pre-train a deep CNN on the ImageNet [40] with sin-
gle label images. Then the network is fine-tuned on the
COCO dataset [9] with multi-label images, by minimizing an
element-wise logistic loss function. Finally, we utilize max-
pooling operations to extract attributes for the new image.
We use the pooled attributes to classify the scene images.

A. VOCABULARY CONSTRUCTOR
We firstly introduce the semantic concept vocabulary used
in the scene classification. We need to construct an attribute
vocabulary before predicting the attributes. Yang et al. [41]
employs hand-labeled training dataset which does not have
semantic relations to create a vocabulary. Following [42],
our semantic attributes are extracted from the image captions
from the large scale COCO datatset and can be any part of
the descriptions, including object names (nouns), motions
(verbs) or properties (adjectives). The direct use of captions
from the image guarantees that the most salient attributes
for an image set are extracted. We use the c (c = 256) most
common words in the COCO captions dataset to determine
the attribute vocabulary Va = [v1, v2, . . . vc]. The top 15most
frequent closed-class words such as ‘‘a’’, ‘‘on’’, ‘‘of’’ are
removed since they are in nearly every caption. In contrast
to [43], our vocabulary is not tense or plurality sensitive and
more flexible, for instance, ‘‘ride’’ and ‘‘riding’’ are classified
as the same semantic attribute, similarly ‘‘bag’’ and ‘‘bags’’.
This significantly decreases the size of our attribute vocabu-
lary. The performance of a larger vector Va is not satisfactory
because as the length of vocabulary gets larger, the accuracy
of scene classification does not have obvious change.

B. ATTRIBUTES PREDICTION
The process of predicting attributes is formulated as multi-
label classification. To obtain the attribute containing more
discriminatory information, the shared network structure
needs to be fine-tuned on COCO dataset and our image
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FIGURE 2. The process of predicting attributes: the model uses a VGGNet16 pre-trained on ImageNet to initialize. Secondly, it is
fine-tuned on the multi-label COCO dataset by using the element-wise logistic as loss function. Given a test image is passed to this
model with max pooling as loss function to produce the multi-label prediction, which gives us the high level image representation.

attribute training dataset (by fine-tuning only the fully-
connected layers rather than all layers) after pre-training on
ImageNet dataset. We use c-way multi-logistic as loss func-
tion during the fine-tuning on COCO dataset and c is set to
256 in this process. The predicted score presents a probabil-
ity distribution over the multi-class labels. Following [44],
we also take the multi-label classification framework based
on regions that produce sub-region proposals. However,
in our model each proposal is connected to the initializa-
tion of CNN rather than the whole image. The final predic-
tion is obtained by combining different proposals with max
pooling. For the training, assuming the training set has N
samples, c multi-label attributes and the multi-label vector
of the i-th image is yi = [yi1, yi2, · · · , yic] ∈ {0, 1} where
yij = 1 represents that the j-th attribute contained in the
i-th image, otherwise yij = 0. pi = [pi1, pi2, · · · , pic] is
the predictive probability vector, which is corresponding to
the yi = [yi1, yi2, · · · , yic]. The loss function of our model is

J =
1
N

N∑
i=1

c∑
j=1

log(1+ exp(−yijpij)) (1)

C. CLASSIFIER BASED ON ATTRIBUTES
For simplicity, we select two kinds of classifiers (One-vs-all
and Linear binary classifier) to classify scene images based

on the attribute representation. One-vs-all is a kind of
SVM [45] algorithm for multi-class classification. SVM
maps linearly non-separable vector in a low dimensional
space to a high dimensional space and constructs a maxi-
mum separation hyperplane in this high dimensional space.
Actually, the hyperplane is a real-valued function and we
use 1 to represent class C1 and −1 to represent the rest class
Crest . Function f (x) = sgn() is used as the discriminant
function, where sgn(·) is the symbolic function.

f (x) = sgn(g(x)) =


label is C1 if g(x) ≥ 0
label is C2 if g(x) < 0
reject otherwise

(2)

where g(x) = wx + b, C1 expresses a specific class and
C2 is the rest classes. Selecting the optimal classification
hyperplane from the couple of the classification hyperplane
should satisfy a key condition that it needs to maximize the
classification interval between two classes.

max δ =
1
||w||
|g(x)| (3)

where ||w|| is the normalization of w. There is an inverse
relationship between δ and ||w||. To simplify the computa-
tion, maximizing the classification interval δ is converted to
min ||w|| which is equivalent to min 1

2 ||w||
2.
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Linear binary classier [46] is used in the one-vs-many
scheme for c classes. Let X = [xT1 ; x

T
2 ; . . . ; x

T
N ; ] ∈ R

N×D,
an N × D is a matrix, where D represents the dimensions
of the attribute set and N is the number of images. And
C = (c1, c2, . . . cN ) ∈ {0, 1}N denotes the binary classifi-
cation labels of N images. A linear classifier is a function
hβ : RD → {0, 1} defined as hβ , argmaxc∈{0,1}xβ, where
β = (β1, β2, . . . βD) ∈ RD is a vector of parameters and it
is determined during the training. Linear binary classier is to
minimize the following function.

minβ∈RDλR (β)+
1
N

N∑
i=1

L (β; xi; yi) (4)

where L (β; x; y) is some non-negative and convex loss func-
tion and Log loss is commonly chosen as L; R (β) is a
regularization to avoid overfitting, and λ ∈ R expresses the
regularization coefficient, which can be determined by cross-
validation.

L = log (1/P (ci|xi, β)) (5)

where P (c|x, β) = 1
Z exp( 12c (x · β)).

The detailed process of scene classification is displayed
in Algorithm 1.

Algorithm 1 The Algorithm of Classifying Scene Images
Require: Dataset, Vocabulary;
Ensure: The classification accuracy of scene image;

Step1: Pre-training CNN on the ImageNet with single
labeled classes;
Step2: Training pre-trained CNN on COCO dataset with
multi-labels selected from vocabulary;
Step3: Finetuning model obtained by step2 with 256-way
multi-logistic loss function on target dataset;
Step4: Predicting the attributes for test images by using the
finetuned model;
Step5: Using attributes representation of image as the input
of off-the-shelf classifier to classify the scene image.

IV. EXPERIMENT
A. DATASET
Several datasets are commonly used to evaluate the per-
formance of the scene classification model. We select four
challenging scene datasets ranging from activity images
(Sports) [47], to cluttered indoor images (Indoor) [48],
outdoor images (Outdoor) [49] and natural images
(15 Scene [7]) to compare our model with other models.
Table 1 displays these four datasets in detail.

B. EXPERIMENTS SETTINGS
1) DEEP NETWORK
Ourmodel based onVGGNet16 has 16 layers, which includes
13 convolution layer and 3 fully connected layers. The size
of all convolution filters is set to 3 ∗ 3 in our model because

TABLE 1. The brief description of four scene datasets, including Sports,
Indoor, Outdoor and 15 Scene.

it is the minimum size for capturing the concepts on the up,
down and the center. The receptive field of these convolution
filters is 7∗7which can replace a larger filter.We usemultiple
3∗3 convolution layers rather than employing one larger filter
in convolution layer. This is because former can enhance the
capacity of decision function by presenting more nonlinear
and it has fewer parameters than a larger filter. The number
of units in the last layer is the length of vocabulary.

2) THE PARAMETER SET
If the connected parameters w in the network are randomly
initialized in training our model then the training process may
takemore long time, slow convergence speed and even lead to
the poor performance on scene classification. We use values
which are the same as [50] to initialize the connected param-
eters w in two last fully connected layers by experiments.
In the process of training our model, the learning rate is set

to 0. 001 for fc6 and fc7 while the learning rate of the last
fully connected layer is 0.01. To avoid the remaining local
optimum, we should decrease the learning rate of all layer at
the special proportion during calculating the parameter value
of the connected layer wij. Like the settings of the most of the
network, we respectively set the momentum and the drop rate
to 0.9 and 0.5.

How many proposals are required during the process of
predicting attributes? This parameter influences the accuracy
and the efficiency of predicting attributes hidden in an image.
In our model, we divide the group proposal bounding boxes
into k clusters by using the normalized cut algorithm [44].
The top t hypotheses are selected by predictive scores for
each cluster and they are input to the network. Each image has
kt + 1 hypotheses, where 1 expresses that the whole image is
treated as a hypothetical group and as an input. The parameter
value of k and t is respectively set to 10 and 5.

3) EXPERIMENTAL ENVIRONMENT
Our model based on CxxNet framework runs in the server
with GPU, and the configuration of this server is that
the processor is Intel Xeon Haswel, the Motherboard chip
set is a series of the Intel C612, the graphics card is
TITANXXTREME-12GD.

C. EVALUATION
We are interested in what factors can affect the perfor-
mance of our model and the comparison results between our
model and other algorithms. To verify these issues, we use
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FIGURE 3. Scene classification: Firstly, our model fine-tuned with the training data is used to produce a fixed
length vector representation, then, the attribute vector is fed into the classifier to obtain scene label.

average classification accuracy as evaluation indicator in
experiment.

1) DIFFERENT ALGORITHMS VS OURS
In the contrast experiments, our model is defined as
AttributesFinetune and we define three new models which
are related to our model. The AttributesNotF is a base-
line method, which is similar to our framework described
in Figure 2. However, AttributesNotF does not have
the process of fine-tuning on the target dataset. The
AttributesNotF +Gist combines the features which are
respectively extracted byAttributesNotF and by the GIST [6].
The AttributesFinetune +Gist also is a hybrid algorithm
which is similar to AttributesNotF +Gist. The attributes
extracted by these four models are used as the input of the
Linear Binary to classify image. The results of Table 6 proves
that the classification performance of Linear Binary is better
than SVM in our experiment. The Figure 3 shows the pro-
cess of scene classification for a new image. The attribute
vector of this new image is predicted by using our model
AttributesFinetune fine-tuned on target datasets and it is used
as the input of the Linear Binary to obtain the scene label of
this image.

We also compare our algorithm with two types of algo-
rithms to validate the efficiency of our algorithm. The high
level image representation: OB [8] employs the objects
which are obtained by a large of pre-trained object detec-
tors to represent the images; Basic O2C distances used
object bank on more discriminative spaces and its vari-
ations is proposed by [14]. The low level image repre-
sentation: gradient-based GIST [6], texture-based Spatial
Pyramid [7] and holistic-based CENTIRST (CENsus TRans-
form hiSTogram) [20]. Table 2 summarizes the scene

classification results of different algorithms on four scene
datasets.

There are two types of image representation algorithms
in Table 2. The algorithms of the high level image rep-
resentation include OB, KNN(searching the nearest neigh-
bor of the i-th image in every class), KA(employing the
k-means to cluster and searching the nearest cluster anchor
of the i-th image for every class), KL (finding k + 1 nearest
neighbors, assigning different weight according to distance
between i-th image and the class c in the first k-th nearest
neighbors and treating the rest of classes equally according
to k + 1-th nearest neighbors), KCL (having the varying
the numbers of the nearest neighbors for different class),
AttributesNotF, AttributesNotF +Gist, AttributesFinetune
and AttributesFinetune +Gist. AttributesNotF +Gist and
AttributesFinetune +Gist are the hybrid method, which com-
bines the high level and low level image representation. The
algorithms of the low level image representation are Gist, Sift,
CENTIRST.

Those algorithms of extracting the high level image repre-
sentation have a better performance than the Gist and Sift on
four datasets. This is because they can extract more semantic
information while the Gist and Sift operator can only obtain
the overall texture. The semantically meaningful representa-
tion can reduce the burden of sophisticated models for bridg-
ing the ‘semantic gap’ between high level scene classification
tasks and low level image representation. This advantage of
the high level image representation is more highlighted in
cluttered images. Such as, the classification accuracy has the
greatest improvement on Indoor dataset due to including the
cluttered images.

For high level representation, the accuracy of OB algo-
rithm is lower than those algorithms related to our model
because OB just obtains the objects information hidden in
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TABLE 2. Comparing the low level image representation with high level image representation on four scene datasets. Gist,Sift, CENTIRST, OB and KCL,
KNN, KA and KL algorithms directly use features extracted as input to train classifier. The K∗ in [14] uses object bank on more discriminative spaces and
different distance measurement. AttributesFinetune needs firstly fine-tune model on the different target datasets, then it predicts the attribute set, based
on words commonly found in image caption and classified by Linear Binary. Otherwise, AttributesNotF and AttributesNotF + Gist are direct to extract the
attributes without fine-tuning on target datasets.

the image. And in [24], the issue of semantic hierarchy
becomes more pronounced as the number of the objects
increasing. For instance, it cannot understand when a fruit
and an apple needs to be simultaneously detected. This
problem is caused by assigning equal importance to each
object in OB. In other words, the object vector is binary. The
value is 1 when object is included in an image, otherwise
is 0. However, the attributes not only contain the object
information but include properties information about the
image. Our attributes sought from Va are sorted by the score
and the higher the score gets, the greater importance the
influence has. Therefore, unlike OB, our algorithm does not
have the problem of the semantic hierarchy. It can easily
detect a fruit and an apple in the same image and give two
attributes (fruit and apple) different importance by the score.
The algorithm K* based on OB uses more discriminative
spaces, called distance spaces, to represent the image. We can
know that it can obtain more semantic meanings than OB,
but its performance is obviously lower than our attributes.
Three models related to our proposed model have a dis-
tinct difference in performance of extracting attributes. It is
known that the process of fine-tuning on target dataset is
greatly important for predicting the attributes by comparing
the baseline mothed AttributesNotF and AttributesFinetune,
AttributesNotF +Gist and AttributesFinetune. Although
AttributesNotF +Gist combines the attributes with low level
features, its accuracy is slightly better thanAttributesNotF on
four scene datasets. The performance of hybrid features can
be worse than attributes obtained by one method when two
methods have significantly difference. Apparently, table 2
compares the hybrid feaures(AttributesFinetune +Gist) with
the single attributes (AttributesFinetune). This experimental
result proves that our model can extract more semantic infor-
mation to represent the images comparing with the object
representation, OB and K*. And we know that the process
of fine-tuning on target datasets greatly improves the perfor-
mance of the model.

In this experiment, we compare the classification result
of each class in 15 Scene dataset between our algorithm
and CENTRIST [20].Confusion matrix from one run on this
dataset is shown in Figure 4, where row and column names
are true and predicted labels respectively. The predicted accu-
racy of our algorithm was mostly above 90% for each class
expect the bedroom. The biggest confusion happens between
category pairs such as bedroom/living room, which coincides
well with the confusion distribution in CENTRIST.

2) DIFFERENT NETWORK VS OURS
Currently, there have many different network structures
which are used to extract features. We compare our net-
work structure with some classical network on four scene
datasets to demonstrate the effectiveness of our model, and
these experimental results are shown in Table3.We define
the Softattribute as the baseline method for comparing the
different network structure. The Softattribute uses the soft-
max function as loss function, which is the only difference
between it and our network structure. The proposed method
achieves the highest classification rate on all datasets.

TABLE 3. Comparing different network structures with our model.
Among, CaffeNet, AlexNet and VGGNet16 are trained on ImageNet. These
models use target data to fine-tune model on four datasets.

CaffeNet, AlexNet and VGGNet16 are used to com-
pare the performance and they have different version of
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FIGURE 4. Top: The confusion matrix of our algorithm on the 15 scene dataset. The rates
higher than 0.04 are shown in the top of the figure. Bottom: The confusion matrix of
CENTRIST (L = 2 spatial PACT) on the 15 scene dataset. The rates higher than 0.1 are shown
in the bottom of the figure.

network structure. CaffeNet: we employ the network pro-
vided in the Zoo [57] and it uses the average pooling layer
as the last layer. AlexNet: The 8 layers network structure is
firstly proposed in [58] and the last layer can be viewed as
themulti-label layer. VGGNet16: we use the original network
structure proposed in [59] and it uses softmax function as loss
function.

The similar accuracy of CaffeNet and AlexNet is signifi-
cantly less than our model on four datasets in Table 3. We can
know that the performance of VGGNet16 is better comparing
with the former two algorithms because the VGGNet16 is a
deeper network structure. However, their accuracy is lower
than our model on four datasets. Obviously, we can con-
clude that the network structures have the different high-level
image representation and the higher the abstract extent of the
attributes is, the deeper the network structure has. We also
know that loss function of network structure affects the per-
formance of algorithm by comparing the Softattribute with
AttributesFinetune and using the element-wise logistic as loss

function is better than softmax on multi-label classification.
Proper loss function should be chosen for different tasks.This
experiment also illustrates that attributes extracted by our
network structure can carry more semantic information and
treating element-wise logistic as loss function is better for
multi-label classification.

3) DIFFERENT TRAINING DATASET VS OURS
Hierarchical Matching Pursuit (HMP) [60] is an recent pro-
posed unsupervised feature learning method and trained
on SUNRGBD dataset. It builds feature hierarchy layer-
by-layer using matching pursuit encoder. SSCNN [61]
makes use of a slightly modified AlexNet that trained
with the SUNRGBD dataset. The network is divided into
two branches, one for semantic segmentation, the other
for image classification. Zhu et al. [62] proposes a novel
network trained on SUNRGBD dataset, which includes
RGB CNN and Depth CNN to fuse information from
multimodalities. Place-CNN and Hybrid-CNN are proposed
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by Zhou et al. [63]. Place-CNN with softmax loss func-
tion is trained on the scene-centric dataset. Hybrid-CNN
is trained over 700,000 iterations on Place dataset and
the ImageNet dataset removed the overlapping scene cate-
gories,under the same network architecture of Place-CNN.
Our model is compared with them to verify the effectiveness
in table 4.

TABLE 4. Indoor scene recognition accuracy of different methods.

From the table 4, it can be seen that the CNN trained with
scene centric databases, such as SSCNN, [62], Place-CNN,
Hybrid-CNN, out-perform those hand-craft GIST and HMP
based on unsupervised feature learning, which proves the
advantage of scene specific modeling. However, they are less
effective than ours due to the difference of network structure
and setting. In running the experiment, our model needs fewer
iterations to convergence due to the size of the filter and the
depth of network. The different interval models are saved in
the process of fine-tuning. And the performance of different
interval models vary with the number of fine-tune. To find
the model with good performance, we compare the accuracy
of the saved models in several different intervals as shown
in Figure 5.

FIGURE 5. The trend of classification accuracy is obtained by our model
which is fine-tuned in different interval on four scene datasets.

As seen in Figure 5, the trend of the accuracy of our
model is on the rise as the increase of iteraction times from
the integral view. However, The performance has the light
fluctuations as the increase of interation times due to using
the gradient search method to solve the parameters. From
Figure 5, our model is more stable and has the best classi-
fication result on Outdoor dataset. By experiment, the perfor-
mance of model saved at 20 intervals is satisfactory, which
avoids overfitting and can obtain the good classification
accuracy on the four datasets.

4) ROBUSTNESS WITH RESPECT TO TRAINING SAMPLE SIZE
It is an interesting question that training sample size is how to
influence the performance of our model. Previously, a large
number of experiments have shown that the efficiency of
scene classification algorithms is closely related to training
samples number [64]–[66]. In our experiment, we use the
different size of the training data to fine-tune our model and
employ the different size of features to train classifier for
testing its robustness. Where, the features are extracted by the
GIST and defined as Featuregist. To guarantee the validity
of the followed experiment, we use multiple sizes of training
samples to fine-tune our model and to train classifier on four
datasets, which ranges 50%, 70%, 100% of training data.
Table 5 summaries the influence of the number of training
data on fine-tuning our model and training classifier.

TABLE 5. The performance of our model fine-tuned and the classifier
trained by different size of training images on four datasets. The ratio of
the training data used to fine-tune model ranges 50%, 70%, 100% and
the test is done on test data.

Table 5 shows that the number of images which are used to
fine-tune our model significantly influences the performance
of our model. The classification accuracy of our network
structure is greatly improved when the proportion of the data
increases from 50% to 100% and it is the highest when
all of the training data is employed to fine-tune our model.
Similarly, Table 5 also illustrates that the size of the training
set (attributes or features) makes the accuracy of classifier
greatly increase on four datasets due to increasing the pro-
portion of the training data from 50% to 100%. However,
the efficiency of the classifier is not sensitive to the size of
training data when GIST features are used to train classifier
on dataset having inherited features. Such as, Indoor dataset
in our experiment. It proves the limitation of the GIST oper-
ator in another perspective. The performance of attributes
obtained by the fine-tuned model with 50% of training data is
much better than the features obtained by Gist using 100% of
training data to train classifier except 15 Scene dataset. This
result demonstrates that the attribute representation carries
more discriminated information which is hidden in a lower
dimensional ‘informative’ feature space.

5) DIFFERENT SEMANTIC GAP VS OURS
The algorithms of the low level image representation just
only extract single vision features such as color, texture,
shape and spatial relations. These single features result in the
weak connection between features and words described the
image. This also is the reason why ‘semantic gap’ is not be
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well addressed by those algorithms of the low level image
representation. Some algorithms employing the statistics of
the local appearance of an image are often used to bridge
‘semantic gap’. This partly foster the popularity of the bag-
of-words (BoW) model, in which local features extracted
from an image are first mapped to a set of visual words
by vector quantization [20]. An image is then represented
as a histogram of visual word occurrences, which naturally
encodes the statistics of local features. Also, some models
represent an image as a scale-invariant response map of
a large number of pre-trained generic object detectors to
extract the semantic contents [47]. The Figure 6 shows the
effect of eliminating ‘semantic gap’ by comparing our model
with [20] and [47].

FIGURE 6. The classification accuracy of each class is compared on sport
dataset. The accuracy is respectively our model, [20] and [47].

The accuracy of Sport scene classification directly vali-
date the effect of bridging the ‘semantic gap’ of our model
in Figure 6. The performance of our model is apparently
higher than [20] and [47] on each class. It proves that con-
structing attribute vectors is excellent in the process of train-
ing our model on COCO dataset. Also, we can conclude that
the image representation obtained [20] has more semantic
information than [47].

6) CLASSIFICATION WITH STATE OF THE ART CLASSIFIER
Classification is the second step in scene classification.
Different algorithms have an influence on the accuracy and
efficiency of scene classification. In this paper, we treat
the attributes of image as the input of simple off-the-shelf
classifier to classify scene images and compare two com-
mon classifier (One-against-all algorithm and Linear binary
classifier) in the experiment. Table 6 shows the comparison
between One-against-all algorithm (Linear SVM) and Linear
Binary with multi-logistic on four scene datasets. The results
present that the classification performance of Linear SVM is
less than Linear Binary on classifying the high dimensional
data. That is partly because One-against-all algorithm needs
to compute the distance between the point to the hyperplane
in the process of solving the optimal hyperplane, but this
distance may be invalid in high dimension space. In the
One-against-all algorithm, the kernel function K (·, ·) is used
to map the linear non-separable data to the high dimension
space.

TABLE 6. Comparison of classification performance of different classifier
(One-against-all vs. Linear Binary) on Sport, Indoor, Outdoor and 15Scene
datasets. The input of two classifiers is attributes obtained by our model
which is fine-tuned by using training data. Two classifiers have the same
parameters on four datasets, respectively.

7) THE TIME COMPLEXITY
The time complexity is also an evaluation index. The
time of the models extracting the high level features
mostly includes: the time of pre-training detector/model
(pre-training generic object detectors/pre-training model on
ImageNet dataset), the time of fine-tuning model, the time
of extracting objects/attributes and the time of classification.
Among, the pre-training time takes up the majority of total
time and is not in the running time due to its invariance. The
time of the models extracting the low level features is just
composed of the time of extracting features and the time of
classification. The time complexity of each part depends on
the size of the dataset expect the time of pre-training model.
Table 7 compares the running time of some models.

TABLE 7. The running time of SIFT, GIST and our model fine-tuned. In this
comparison, 70% data is used to fine-tune our model on each test
dataset.

From the running time, these algorithms have approxi-
mately the same classifying time. The extracting time of
SIFT is highest due to obtaining the feature matrix for each
image. The extracting time of GIST is more long than Ours.
The running time of Ours has fine-tuning time, however, our
running time is far less than GIST and SIFT shown in Table 7.

V. CONCLUSION
The attributes representation described in this paper is a novel
high level image representation and has a good performance
on scene classification task. It has significant advantages on
classifying scene datasets containing many cluttered images.
Our attributes are not only effectively narrow the ‘semantic
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gap’ between scene classification (high level visual tasks) and
the low level representation, but also solve the problem of
semantic hierarchy. The technical contribution of our paper
is that the probability vector of attribute set is proposed to
represent the images. The experimental results show that the
performance of our algorithm is significantly better than the
current state-of-the-art approaches on four scene datasets.
The time complexity of the high level image representation
is higher than the low level image representation due to
the complexity. In the future, we will further test attributes
representation in other visualization applications and study
the more efficient network structure.
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