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ABSTRACT This paper presents a novel leader–follower formation control for autonomous surface vehicles
(ASVs). The dynamicmodel of ASV and the traditionalmethods of trajectory tracking are analyzed. Previous
research about ASVs’ formation focuses on the way of realizing trajectory tracking under conditions, such
as time-delays, finite-time, and non-holonomic system. However, principles of constructing a suitable ASVs
formation are often neglected. We present a novel leader–follower relation-invariable persistent formation
(RIPF) control for ASVs, from which a persistent formation can be generated in any position. Obtained
by using RIPF control potential function, the outputs of RIPF control are data points, which should be
smoothened using broad learning system (BLS). The global leader navigates the mission trajectory, and
each follower follows the RIPF trajectory to satisfy the RIPF potential function. The neural network-
based adaptive dynamic surface control is introduced to solve the mission trajectory tracking problems.
Environmental disturbances exist in ASV model, and BLS also can be used to approximate the disturbances.
The simulation results show that the proposed generative method and control law are effective to realize the
desired formation.

INDEX TERMS Leader-follower, autonomous surface vehicles, trajectory tracking, relation-invariable
persistent formation, broad learning system, dynamic surface control.

I. INTRODUCTION
Formation control technology for ASVs plays an increas-
ingly significant role in commerce, science, and especially
in marine [1]. Facilitated by new sensor, communication
and computer technology, more sophisticated concepts will
emerge. The dirty, dull and dangerous environment poses
a higher demand of autonomous formation, which consists
of autonomous marine craft. The vessels can function as
nodes in communication and sensor networks. Ultimately,
ASVs can complete possible tasks which cannot be com-
pleted by single vehicle caused by the increasing operational
robustness.

There are two systems for ASVs formation structure. One
is the homogeneous system in which each ASV has the same
function and structure. This system is made up of thousands

of ASVs with limited ability. Large number of these simple
ASVs gather together to generate global dynamical behavior
through local interaction. Parallel network structure is suit-
able for this system. The other is heterogeneous system in
which the function and structure of ASVs are not the same.
This system includes a limited number of powerful ASVs
and some limited ASVs. This system can perform complex
tasks which could not be completed by single ASV. Leader-
follower network structure is suitable for this system. There
are many approaches to formation control [2]. The behavioral
virtual structure and leader-follower are the most famous.
As for behavioral approach, control action for each vehicle
is derived by weighted average of desired behaviors, such
as formation keeping, goal seeking and obstacle avoiding.
This approach is widely used in decentralized control and the
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control strategies can be deduced when robots have multiple
objects to complete [3]. As for leader-follower approach [1],
[4]–[8], the leader tracks a predefined path and the follower
maintains a desired geometric configuration with the leader.
The follower can be designated as a leader for another vehicle
if necessary. The advantage of this approach is that a single
vehicle can direct the group, which is particularly appreciated
for its simplicity and scalability. The internal formation sta-
bility can be induced by control laws of individual vehicles
as the reference trajectory is clearly defined.

During the past few years, the researchers have paid
attention to formation control concept and strategy, such as
in [9]–[24]. Most of them focus on the control of predefined
formation topology but not interpret how to construct the
formation topology. As a result, the previous ASVs formation
control has the following disadvantages: (a) the predefined
formation topology is not suitable for all system and different
systems may need different predefined formation topolo-
gies; (b) the predefined formation cannot be optimized and
its topology is not guaranteed to be the optimum; (c) the
predefined formation topology cannot ensure the formation
structure valid when some vehicles fail.

RIPF can present a novel formation generation strategy,
which provides a suitable formation topology to realize
desired behavior and leader-follower. By using potential
function, RIPF control drives vehicles arrive its desired for-
mation topology. The reference trajectory in NDSC method
must be a smooth function but the output of RIPF control are
discrete points, so these discrete points should be fitted to a
smooth function. BLS is a novel network architecture, pro-
posed in [25], and it provides an effective and efficient learn-
ing framework for modeling nonlinear functions because of
its high abilities in function approximation [26], [27]. The
drawback of radial basis function NN is that it takes too much
time to train abundant parameters in the filters and layers.
All the parameters in BLS, by contrast, could be determined
by a random projection method. The leader-follower control
for ASVs is proposed in [4], [10], and [11], in which the
leader would navigate its mission trajectory and each follower
would maintain relative position in formation by using the
position of the global-leader via an exogenous system. The
backstepping technique is introduced to solve a geometric
task and a dynamic task of the formation of marine craft.
Dynamic surface control is imported into first-order filter to
reduce the computational complexity of controller, which is
easy for microprocessor system implementation. Each ASV
has a relative position to reach, named desired position. Two
tasks of ASV control are as follows: to realize the desired
formation topology and to navigate the mission trajectory.

Main contributions of this paper can be summarized as
follows:

1) RIPF, a new formation generation method for ASVs
formation, is presented. It can generate a distance-
based formation from any position.

2) A new potential function is designed for RIPF,
through which we can get the output of RIPF

control that then can be fitted by BLS to a smooth
trajectory.

3) We analyze the BLS stability, RIPF control stability,
and global stability.

The rest of the paper is as follows. Section II introduces
basic information. In Section III, the control module design is
analyzed. We analyze the BLS stability, RIPF control stabil-
ity, and global stability in Section IV. In Section V, we make
simulating experiments to test the proposed generation and
control of RIPF for ASVs. Based on simulating experiments,
conclusions are made in section VI.

II. PRELIMINARIES AND PROBLEM STATEMENT
In the section, we will introduce RIPF, BLS, and problem
statement.

A. RIPF [28]
Given a directed graph G = (V ,E), (i, j) ∈ E represents
the information transfer from j to i. In other words, i is the
follower of j or j is the leader of i. V = {1, 2, . . . ,N } is a
non-empty vertex set and E = {(i, j), i, j ∈ V , i 6= j} is a
directed edge set.
Definition 1: Given an undirected graph G = (V ,E)

in a plane, G is a relation-invariable minimal rigid graph
(RIMRG) if and only if there is a topology that satisfies

‖pi − pj‖ = c, ∀(i, j) ∈ E,
pi 6= pj, ∀i, j ∈ V ,
|E| = 2|V | − 3,

where i 6= j, pi is the position vector of the ith vertex, c is a
constant, and | • | is the number of elements in set •.
P∗ denotes the position of vertices satisfying the desired

distance set 9 and T ∗ is the formation congruent to P∗.
Definition 2: Let G = (V ,E) be a RIMRG. By attaching

direction to RIMRG, we get a directed graph Gd . The forma-
tion T is a RIPF if and only if T can congruent to P∗ when the
vertices move along the desired direction inGd , which can be
described as

T ∗ , {(i, j) ∈ E : ‖p∗i − p
∗
j ‖ = ϕij}. (1)

Fig.1 is an example to illustrate RIPF. In Fig.1, the 5th
node is the global-leader and 2nd node is the co-leader.
By constructing the rigid matrix Mc, we can judge whether
the graph is rigid or not [29]. In Fig.1(a), the rank of rigid
matrix rank(Mc) < 2|V | − 3, then the graph is flexible and
it is not a RIPF. Connecting the edge (1, 3) with the com-
munication direction, a minimal rigid persistent formation is
obtained. However, the 1st node has only one leader and the
3rd node has three leaders, which would cause disorder of
the communication. Attaching correct direction to RIMRG,
we can get a RIPF in Fig.1(c). Adjusting the distance equally,
we can obtain the desired equilateral-triangle formation
in Fig.1(d).
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FIGURE 1. Non-RIPF and RIPF.

B. BLS
In general neural control system with unknown nonlinear-
ities, the input vector of the approximator is denoted as
X = (x1, x2, · · · , xM ) and the desired output is denoted as Y .
We denote the output of the kth feature node in the ith

mapping group as [25]

F ik =
M∑
l=1

(wkl xl + b
k
l ), (2)

where wkl and b
k
l are the weight and bias term connecting the

lth input xl to the kth feature node respectively. Then the BLS
output can be denoted as

ŷ =
n∑
i=1

wiFi +
m∑
j=1

wjξj(
n∑
i=1

wijFi + bj), (3)

where wi is the weight connecting the ith feature node to the
output, wj is the weight connecting the jth enhancement node
to the output, ξj is the activation function, wij is the weight
connecting the ith feature node to the jth enhancement node,
and bj is the bias term related to the jth enhancement node.
The weight matrix, which connects feature nodes and

enhancement nodes to the output, is

W = ((wi)1×n, (wj)1×m). (4)

We denote βe = (bj)1×m. We only update W and βe by
gradient descent to retain the random features produced by
the feature mapping from inputs. The error function between
the actual output y and the model output ŷ is defined as
follows:

E =
1
2
(y− ŷ)2. (5)

C. PROBLEM STATEMENT
During the past years, researchers have paid attention to
formation control concept and strategy, but the construction
of formation topology is mostly ignored. RIPF control for
ASVs can present a novel formation strategy, which provides
a suitable formation topology to realize desired behavior

FIGURE 2. The control flow of ASVs formation.

and leader-follower. The output of RIPF control is non-
smooth and then BLS algorithm fits the curve. The global-
leader would navigate its mission trajectory and each follower
would maintain relative position in formation. The backstep-
ping technique is introduced to solve the geometric task and
the dynamic task. The dynamic surface control is introduced
to the first-order filter to reduce the computational complexity
of controller. The BLS can also be used to approximate model
uncertainties and environmental disturbances. Control flow
of tasks can be described in Fig.2.

The tracking error of the ith ASV is denoted as ε and the
optimal formation control problem can be stated as follows:

min
N∑
i=1

(εT ε +
∑

(i,j)∈E

(‖pi − pj‖ − d
ref
ij )2), (6)

where N is the number of ASVs and d refij is the desired
distance between i-ASV and j-ASV.

III. CONTROL MODULE DESIGN
In this section, we would analyze the dynamic model of ASV,
design of RIPF, and the RIPF control for ASVs formation.

A. DYNAMIC MODEL OF ASV
To describe the kinematic and dynamic model of the ASVs,
we define a body-fixed frame {XB,YB} and a global coordi-
nate frame {X ,Y }, as shown in Fig.3, and the notations inside
are shown in Table 1. In leader-follower RIPF, the global-
leader ASV does not follow any other ASVs and the co-leader
ASV follows the global-leader ASV only. As shown in Fig.3,
each follower follows two leaders and the qd is the desired
position that can satisfy the desired distances ϕ1 and ϕ2.

Kinematics of a ASV with three degree-of-freedom can be
denoted as 

ẋ = ucosψ − vsinψ,
ẏ = usinψ + vcosψ,
ψ̇ = r .

(7)
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FIGURE 3. The formation of ASVs and ASV model.

TABLE 1. Notations used in this paper.

And its dynamics can be denoted as

u̇ =
m22

m11
vr −

d11
m11

u+
F + du
m11

,

v̇ = −
m11

m22
ur −

d22
m22

v+
dv
m22

,

ṙ =
m11 − m22

m33
uv−

d33
m33

r +
T + dr
m33

,

(8)

where m11 = m− Xu̇, m22 = m− Yv̇, m33 = Iz − Nṙ , d11 =
−Xu, d22 = −Yv, and d33 = −Nr .

Let t represent the time variable. Consequently, the inertial
position and velocity vectors of the ideal particle are denoted
as q(t) = [x(t), y(t)]T ∈ R2 and q̇(t) = [ẋ(t), ẏ(t)]T ∈
R2, respectively. We simplify q(t), x(t), y(t) as q, x, y. The
velocity vector is characterized by size and orientation [30].
The size is denoted by U = (q̇T q̇)

1
2 , which represents the

speed. The orientation, which is also called azimuth angle,
can be represented by the angular variable:

χ = arctan(
ẏ
ẋ
). (9)

Then the geometric path can continuously be parameter-
ized by the time variable t , and the position of its predefined
trajectory is denoted as qd (t). The predefined trajectory of
ASV combines the fitting curve obtained by BLS algorithm
in RIPF control and the predefined trajectory of global-leader.
The formation task is achieved when the followers track their
desired position.

The distance between leader vehicle position and desired
position is

qd , qL +
[
cosχ −sinχ
sinχ cosχ

]
L, (10)

where χ is the yaw of follower with respect to the earth-
fixed inertial frame and L is the desired distance between the
center of two leaders and the desired position of follower with
respect to the body-fixed inertial frame qL .

Tracking error is

e ,
√
(xd − x)2 + (yd − y)2. (11)

Angle tracking error is

β , tan−1(
yd − y
xd − x

)− ψ − δ. (12)

As a result, themotion dynamic error can be easily deduced
as
ė = ẋdcosψd+ẏd sinψd−vsinβ+2usin2(

β

2
)−u,

β̇ = −
sinψd
e

ẋd+
cosψd
e

ẏd+
cosβ
e

v−
sinβ
e

u− r−δ̇,

(13)

where ψd = tan−1( yd−yxd−x
). In order to stabilize the dynamic

error, we present the virtual control laws as follows:
αu=k1ē+ẋdcosψd+ẏd sinψd−vsinβ+2usin2(

β

2
),

αr=k2β−
sinψd
e

ẋd+
cosψd
e

ẏd+
cosβ
e

v−
sinβ
e

u−δ̇,

(14)

where k1 > 0, k2 > 0 and ē = e − ε (ε can avoid the singu-
larity of αr ). In this virtual control laws, the sideslip angle
is compensated and the influence upon the cross velocity
swerving is avoided. Using the first-order-filter and dynamic
surface control to filter αu and αr , we can get two new
variances zu and zr :{

γ1żu + zu = αu, zu(0) = αu(0),
γ2żr + zr = αr , zr (0) = αr (0),

(15)

where γ1 and γ2 are the filter time constants.
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The linear velocities in surge error and yaw velocity error
are {

eu , zu − u,
er , zr − r .

(16)

Differentiating (16) yields the following error dynamic:{
m11ėu = m11żu + f1 − F,
m33ėr = m33żr + f2 − T ,

(17)

where {
f1 = −m22vr + d11u− du,
f2 = −(m11 − m22)uv+ d33r − dr .

(18)

We can see that environment disturbance exists in f1 and f2,
and it can be approximated by BLS as follows:

f1 =
n∑
i=1

w1
i F

1
i +

m∑
j=1

w1
j ξ

1
j (

n∑
i=1

wi,1j F1
i + b

1
j ),

f2 =
n∑
i=1

w2
i F

2
i +

m∑
j=1

w2
j ξ

2
j (

n∑
i=1

wi,2j F2
i + b

2
j ).

(19)

Consequently, the dynamic control laws are{
F = −m11ėu + m11żu + f1,
T = −m33ėr + m33żr + f2.

(20)

B. DESIGN OF RIPF
To generate RIPF, we design the generative method of RIPF,
which is described in Algorithm 1.

Algorithm 1 The Generative Method of RIPF
Require: ASVs in random position
Ensure: ASVs RIPF
1: Generate the Delaunay Triangulation from random posi-

tion;
2: Delete boundary edges under the condition that residue

graph is rigid;
3: Change special edges under the condition that residue

graph is rigid;
4: Attach direction to edges.

The ASVs would be driven to arrive their desired positions
when the RIPF is generated. The desired RIPF can be found
by solving the problem of distance-based formation, which
can be figured out by the gradient control law. One contri-
bution of this paper is to derive a new potential function for
ASVs formation.Wemodel themotion of the vehicles as first-
order integrators,

ṗi = −∇piGi, (21)

where pi and Gi represent the position and potential function
of the ith vehicle respectively.
(i, j) ∈ E denotes that (i, j) is an edge of edge set E and

ϕij represents the desired distance of edge (i, j). We denote

9 = {ϕ2ij} ∈ RN×N as the distance constraint matrix and
ϕij = 0 when (i, j) /∈ E .
We denote relative position vector as φij = pi − pj when

(i, j) ∈ E . The edge matrix is denoted as 8 = {φij} ∈ RN×N

and φij = 0 when (i, j) /∈ E .
We denote the desired RIPF as T ∗ = (G∗,P∗), whereG∗ =

(V ∗,E∗). The desired formation in (21) is defined as the set
of realizations which are congruent to P∗

E∗p := {p ∈ R
2N
: ‖pi − pj‖ = ‖p∗i − p

∗
j ‖, (i, j) ∈ E}, (22)

where ‖p∗i − p
∗
j ‖ = ϕij.

We set Sq as the neighbors of the qth ASV. The procedure of
finding out the coincidence avoidance vertex set Esv is shown
in Algorithm 2.

Algorithm 2 Find Out Coincidence Avoidance Vertex Set
Require: The RIPF G = (V ,E)
Ensure: A coincidence avoidance vertex set
1: Construct an empty set Esv;
2: for i=1:|E| do
3: p = E(i, 1) and q = E(i, 2);
4: if Sp ∩ Sq = {p, q} or Sp ∩ Sq = {q, p} then
5: Construct an edge SV = (Sp ∩ Sq);
6: Add SV to Esv;
7: end if
8: end for

For ∀(i, j) ∈ E , we can get the measured distance |pi− pj|.
Leaders of the ith vehicle is denoted as L i and its number is
denoted as |L i|. Similarly, L isv can be obtained through Esv.
There are two parts for the distance error potential function

of ith vehicle. Part one is Gdi and it is the difference between
the desired distance ϕ and the measured distance value φ. The
other part is Gpi and it is the penalty function to avoid any
vehicle colliding and coinciding with the other vehicles.

Gi = kaGdi + kbG
p
i ,

Gdi =
|Li|∑
j=1

||φij − ϕij||, j ∈ L i,

Gpi =
|Lisv|∑
j=1

||(pi − pj)− (p∗i − p
∗
j )||, j ∈ L isv,

(23)

where ka > 0 and kb > 0 are variances that should be
designed.

RIPF control realizes the desired formation topology by
using the potential function. However, the reference trajec-
tory in NDSC method should be a smooth function and the
output of RIPF control are data points, which should be
smoothed by using BLS. The trajectory of r th ASV can be
denoted as

qr (t) =
n∑
i=1

wri F
r
i +

m∑
j=1

wrj ξ
r
j (

n∑
i=1

wi,rj F
r
i + b

r
j ). (24)
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C. RIPF CONTROL FOR ASVS FORMATION
Based on RIPF, the ASVs formation is composed of the track
of the planned trajectory and that of the RIPF trajectory. The
global-leader of the formation is the only one to track the
predefined trajectory and the others track the target trajectory.
Position of the planned trajectory is denoted as qp(t) ∈ R2.
RIPF trajectory of the r th ASV is denoted as qr (t) ∈ R2.
Consequently, target trajectory of the r th ASV can be denoted
as

qrefr (t) = qp(t)+ qr (t). (25)

IV. STABILITY ANALYSIS
A. BLS STABILITY
We set the activation function as follows:

ξj =
ex − e−x

ex + e−x
. (26)

Derivative of activation function can be obtained:

ξ̇j = 1− ξ2j . (27)

From (5), we can deduce the following derivatives:

∂E
∂wi
=
∂E
∂ ŷ
·
ŷ
∂wi
= (ŷ− y)Fi,

∂E
∂wj
=
∂E
∂ ŷ
·
ŷ
∂wj
= (ŷ− y)ξj(

n∑
i=1

wijFi + bj),

∂E

∂wij
=
∂E
∂ ŷ
·
ŷ
∂ξj
·
∂ξj

∂wij

= (ŷ− y)wjFi(1− ξ2j (
n∑
i=1

wijFi + bj))),

∂E
∂bj
=
∂E
∂ ŷ
·
ŷ
∂ξj
·
∂ξj

∂bj

= (ŷ− y)wj(1− ξ2j (
n∑
i=1

wijFi + bj))).

The iterative update laws for weight wi, wj, wij and bias bj
can be expressed as:

wi(t + 1) = wi(t)− η1
∂E
∂wi

,

wj(t + 1) = wj(t)− η1
∂E
∂wj

,

wij(t + 1) = wij(t)− η1
∂E

∂wij
,

bj(t + 1) = bj(t)− η1
∂E
∂bj

,

(28)

where η1 is the learning rate of BLS.
We set

x , ‖y− ŷ‖.

Then the potential function, f (x), of BLS becomes

f (x) = x. (29)

Based on the approximation formula of total differential,
we have

∇f (xt ) ≈ ∇P[
∂xt
∂P

]T ,

where P , [wi,wj,wij, bj].
To realize the asymptotic stability, we have that:

‖xt+1‖2 = ‖xt − η1∇f (xt )‖2

= ‖xt‖2 − 2η1∇f (xt )T xt + η21‖∇f (xt )‖
2, (30)

where η1 is the learning rate of BLS gradient descent control.
Based on Lipschitz conditions, we can deduce that:

f (xt )− f (0)≤∇f (xt )T (xt − 0)+
1
2β1
‖∇f (xt )−∇f (0)‖2,

(31)

where β1 is a real constant that satisfies β1 ≥ 0.
Suppose 0 is the optimal solution, we obtain ∇f (0) = 0

and f (xt ) ≥ f (0). Then we have that:

−∇f (xt )T xt ≤
1
2β1
‖∇f (xt)‖2. (32)

Then, (30) becomes

‖xt+1‖2 ≤ ‖xt‖2 −
η1

β1
‖∇f (xt )‖2 + η21‖∇f (xt )‖

2

= ‖xt‖2 − η1(
1
β1
− η1)‖∇f (xt )‖2. (33)

Obviously, we can deduce that ‖xt+1‖2 < ‖xt‖2 under the
condition that η1 < 1

β1
and xt will converge to 0. Thus

the BLS is an effective method to fit the trajectory by using
the output in RIPF control.

B. RIPF STABILITY
Ref to Definition 1, there is a desired distance set X∗ for any
RIPF to realize. We set{

n = |E|,

xij , (‖pi − pj‖ − d
ref
ij )2,

where (i, j) is an edge in E . Then the potential function, f (xij),
of RIPF becomes

f (xij) =
∑

(i,j)∈E

xij. (34)

xij is a time-varying variable and can be denoted as xt . To
realize the asymptotic stability, we have

‖xt+1‖2 = ‖xt − η2∇f (xt )‖2

= ‖xt‖2 − 2η2∇f (xt )T xt + η22‖∇f (xt )‖
2, (35)

where η2 is the learning rate of RIPF gradient descent control.
Based on Lipschitz conditions, we can deduce that:

f (xt )− f (0) ≤ ∇f (xt )T (xt − 0)+
1
2β2
‖∇f (xt )−∇f (0)‖2,

(36)
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where β2 is a real constant that satisfies β2 ≥ 0. Suppose 0
is the optimal solution, we have ∇f (0) = 0 and f (xt ) ≥ f (0).
Then we have that:

−∇f (xt )T xt ≤
1
2β2
‖∇f (xt)‖2. (37)

Then, (35) becomes

‖xt+1‖2 ≤ ‖xt‖2 −
η2

β2
‖∇f (xt )‖2 + η22‖∇f (xt )‖

2

= ‖xt‖2 − η2(
1
β2
− η2)‖∇f (xt )‖2. (38)

Obviously, we can deduce that ‖xt+1‖2 < ‖xt‖2 under the
condition that η2 < 1

β2
and xt will converge to 0.

C. ASYMPTOTIC STABILITY FOR ASVS FORMATION
From (6), we can see that ŷj would be adjusted to realize

min
∑

(i,j)∈E

(‖pi − pj‖ − d
ref
ij )2,

which does not affect the stability of εT ε. The stability of
RIPF control is proved above and the stability of control law
which is to realize min εT ε is proved as follows.

Variables of dynamicmodel can be transformed as follows:

x1 = [x, y, ψ, u, v, r]T ,

f0(x1) =



ucosψ − vsinψ
usinψ + vcosψ
r
m22

m11
vr −

d11
m11

u

−
m11

n22
ur −

d22
m22

v

m11 − m22

m33
uv−

d33
m33

r


,

f1(x1) = [0, 0, 0,
du
m11

,
dv
m22

,
dr
m33

]T ,

U = [0, 0, 0,
F
m11

, 0,
T
m33

]T .

Then the dynamic model of ASV can be rewritten as

ẋ1 = f0(x1)+ f1(x1)+ U . (39)

Define the variances in BLS as:

4(t) , ξj(
n∑
i=1

wij(t)Fi + bj(t)),

ζ (x1) =


Fi
4(t)
wj(t)Fi(1−42(t))
wj(t)(1−42(t))
(wijwj(t)Fi + bjwj(t))(1−4

2(t))

 ,
θ̂ , [wi,wj,wij, bj,−1].

(40)

Let the error surface be

S1 = x1 − yr , (41)

where yr is the desired trajectory.
Based on (39) and (41), we get

Ṡ1 = U + f0 + f1 − ẏr . (42)

Based on NDSC technique, we have

Ṡ1 = −k1S1 − θ̃T ζ (x1)+ δ∗1 . (43)

Define the estimation error as

θ̃ = θ̂ − θ∗, (44)

where θ∗ is the vector that contains ideal weight and bias. The
update law for BLS is

˙̂
θ = −ηS1ζ (x1), (45)

where η = [η1, η1, η1, η1, 0] is the learning rate.
Given a compact set �x1 ∈ R

1 and a coefficient vector α̃j,
let θ∗ = [w̃i, w̃j, w̃ij, αjb̃j] be the ideal constant weights and
the ideal constant bias. Then we have

f1(x1) = θ∗ζ (x1)+ δ∗1 , (46)

where |δ∗1 | < δm, x1 ∈ �x1 , w̃
i
jFi = −α̃jb̃j.

Firstly, we define the positive definite and radially
unbounded control Lyapunov Function:

V =
1
2
(S21 + θ̃

T θ̃ ). (47)

The derivative of the Lyapunov function is:

V̇ = vS1Ṡ1 + θ̃T
˙̂
θ

≤ S1δ∗1 − k1S
2
1 − θ̃

T S1ζ (x1)+ θ̃T
˙̂
θ

= S1δ∗1 − k1S
2
1 − θ̃

T (S1ζ (x1)−
˙̂
θ ). (48)

Substituting the update law (45) into (48) yields

V̇ ≤ S1δ∗1 − k1S
2
1 − θ̃

T (S1ζ (x1)+ ηS1ζ (x1))

= S1δ∗1 − k1S
2
1 − (1+ η)θ̃T S1ζ (x1). (49)

Choose k1 = 1+α0 and set3 = S1ζ (x1). Then (49) becomes

V̇ ≤ S1δ∗1 − S
2
1 − α0S

2
1 − (1+ η)θ̃T3

≤
1
4
δ∗21 − α0S

2
1 − (1+ η)θ̃2 −

1+ η
4

32

≤
1
4
δ∗21 − α0S

T
1 S1 −

1+ η
β

θ̃T θ̃ , (50)

where β is a real constant that satisfies β ≥ ∇f1(x1).
There is {α0 ≤

1+η
β
, α0 ∈ (0, 1)} if 1+ η < β.

Noting that |δ∗1 | < δm, we can deduce

V̇ < −α0(ST1 S1 + θ̃
T θ̃ )+

1
4
δ2m

= −2α0V +
1
4
δ2m. (51)

Function V (t) is a continuous function, and V (t) ≥ 0 with
t > 0. If

V̇ (t) ≤ −k1V (t)+ k2 (52)
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FIGURE 4. The motion control hierarchy of ASVs formation.

where k1 and k2 are positive constants, then

V (t) ≤ V (0)e−k1t +
k2
k1
(1− e−k1t ) (53)

Asymptotic stability for ASVs formation is proved [31].

V. SIMULATION
The motion control hierarchical structure of ASVs formation
is shown in Fig.4. ASVs motion control system is com-
posed of sensor and signal processing, kinematics control,
dynamic control, actuator control, and execution of ASVs
formation. Autonomy-enabling technology is represented by
all the involved building blocks and fully autonomous opera-
tion poses a higher demand of additional control levels. The
role of so-called kinematic control level is to prescribe ASV
velocity commands which is needed to achieve motion con-
trol objectives. Kinematics control takes only the geometrical
aspects of motion into consideration but it does not refers to
forces andmoments. Next, dynamic controllers determine the
vehicle motion generative method by forces and moments.
Designed by NDSC, these controllers can be operated in
conditions of parametric uncertainties and environmental dis-
turbances. As for ASVs, they must actively change its direc-
tion to follow the velocities ordered by guidance module.
Distributed by the control alloction, various ASVs can be
controlled by their own control instruction. The execution of
ASVs formation is composed of the actuator controllers. The
execution can ensure that the actuators behave as required and
as a result the ASV can move as prescribed by the guidance
laws.

In this section, we testify the analysis of RIPF control for
ASVs with simulation results. The x-axis and the y-axis in
the simulation are the position coordinate. Parameters of the
controller are set as follows: k1 = 2, k2 = 2, γ1 = 0.2, γ2 =

0.2, ka = 1, kb = 1, m11 = 2376kg, m22 = 3949kg, m33 =

3584kg, d11 = (12 + 2.5|u|)kg/s, d22 = (17 + 4.5|v|)kg/s,
d33 = (0.5+ 0.1|r|)kg/s.

A. RIPF CONTROL
Firstly, a random position set of 6 ASVs in a plane is
generated randomly by using Gaussian distribution and
the points in Fig.5(a) denote the ASVs. Then we can
get the RIPF through Algorithm 1 with edge set E =

{(1, 6), (2, 5), (2, 6), (3, 4), (3, 6), (4, 1), (4, 6), (5, 1), (5, 6)}.
Using the gradient of potential function of RIPF control,
we can get the RIPF trajectory. Tracking the RIPF trajectory,
we can get the desired formation in Fig.5(b), where the scale
is enlarged to fit the RIPF trajectory.

FIGURE 5. Random points and desired formation.

B. THE TRAJECTORY FITTED THROUGH BLS
As presented in previous section, the entire design procedure
is followed by particularizing the BLS structure step by step.
The BLS with 5 feature nodes and 5 enhancement nodes is
used. We set η1 = 1.
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FIGURE 6. The trajectory fitted through BLS.

The input positions of ASVs can be obtained through RIPF
control. The input positions are plotted points in Fig.6 and
they can be trained so as to get BLS as curve.

FIGURE 7. Desired target trajectory, actual trajectory and real-time ASVs
formation keeping.

C. ASVS FORMATION CONTROL BASED ON RIPF
As shown in Fig.7(a), we can get the desired target trajectory
(dotted line) and actual trajectory (solid line). The desired for-
mation can be remained in the process of tracking trajectory
in Fig.7(b).

FIGURE 8. The sum of tracking error.

As shown in Fig.8, the sum of tracking error firstly
increases and then decreases. Since the angle tracking error
is large at the beginning, the tracking error would increase.
The sum of tracking error would never be zero because of the
tracking time bias.

VI. CONCLUSION
The paper presents a novel leader-follower formation control,
called RIPF control for autonomous surface vehicles. RIPF is
a novel formation strategy, which can realize its desired for-
mation topology by using the potential function. The output
of RIPF is smoothed by BLS algorithm. The global-leader
navigates the mission trajectory and each follower maintains
its place in formation. The tracking task of trajectory is solved
by NDSC. Simulations show that random-position ASVs
can successfully generate its RIPF, RIPF can converge to
its desired formation and ASVs can also realize real-time
formation keeping during the process of moving.
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