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ABSTRACT Using the semi-tensor product method, this paper studies the set stability of Boolean net-
works (BNs) with stochastic function perturbations. First, the definition of one-column function perturbation
for BNs is defined, and two kinds of stochastic function perturbations are formulated. Second, by construct-
ing a state transition matrix, a new criterion is proposed for the set stability of BNs with probabilistic function
perturbation. Third, the set stability of BNs withMarkov jump function perturbation is studied by calculating
the state probability distribution. Finally, the obtained results are applied to D. melanogaster segmentation
polarity gene network.

INDEX TERMS Boolean network, stability, stochastic function perturbation, semi-tensor product of
matrices.

I. INTRODUCTION
Stability analysis is a fundamental issue in understanding
the behavior of nonlinear dynamical systems [12], [40], [41].
Particularly, for gene regulatory networks (GRNs), it is shown
that stability analysis can reveal the phenotype of a cell and
explain some living phenomena [2], [8], [32], [33]. Recently,
a semi-tensor product (STP) method [5], [7] has been estab-
lished for Boolean networks (BNs) [14], [27], [29], [35], [37],
[38], [42], which is an effective model of GRNs.

Cheng et al. [6] firstly studied the stability analysis
problem of BNs based on STP. Then, the set stabil-
ity analysis problem of BNs was proposed and solved
in [10], [15], and [16]. The feedback stabilization problem
of Boolean control networks was well studied by many
scholars [4], [9], [17], [20]–[22], [25]. The Lyapunov func-
tion method has also been developed for the stability anal-
ysis of BNs in some recent works [18]. [31] investigated
Markov jump switching and stability analysis combining
the STP method with linear positive system theory. In [11],
a new definition of stability in the distribution (SD) for
probabilistic Boolean networks (PBNs) was proposed, based
on which, SD problems of PBNs with Markov switching
was considered. For other applications on STP, please refer
to [19], [23], [24], and [28].

It should be pointed out that due to gene mutation,
the function perturbation often occurs in the model of

GRNs [33], [36]. The solvability of function perturbation
analysis in GRNs can help us design therapeutic interven-
tions that guide a GRN from some dangerous states to
a healthy one [34]. Xiao and Dougherty [36] investigated
the impact of one-bit function perturbation on the fixed
point of BNs. Meng and Feng [30] further considered the
impact of modifications of update schedule on the topological
structure of BNs. The function perturbation impact on the
transition matrix and topological structure of singular BNs
was considered in [26] based on STP. Note that the exist-
ing results on function perturbation of BNs just considered
the deterministic function perturbation [13], [39]. In practi-
cal GRNs, most of gene mutations are generated by some
stochastic factors [3]. Hence, it is meaningful to study the
impact of stochastic function perturbation on the topologi-
cal structure of BNs. However, there exist fewer results on
this topic.

In this paper, we investigate the set stability analysis of
BNs with stochastic function perturbations based on STP, and
present several new results. The main contributions of this
paper are as follows:
(i) The stochastic function perturbation problem is firstly

proposed in this paper, which is more practical than the
existing deterministic function perturbation.

(ii) Based on STP, two new criteria are presented for
the set stability of BNs with probabilistic function
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perturbation and Markov jump function perturbation,
respectively. These conditions are easily verified via
MATLAB.

The paper is organized as follows. Section II presents pre-
liminaries and problem formulation. In Section III, we study
the stochastic function perturbation impact on the set stability
of BNs, and present the main results. In Section IV, we give
two illustrative examples. Section V is a brief conclusion.

II. PRELIMINARIES AND PROBLEM FORMULATION
A. PRELIMINARIES
D is a set consisting of 0 and 1. A mapping f : Dn

→ D is
called a logical function. 1k := {δ

i
k : i = 1, · · · , k}, where

δik denotes the i-th column of Ik . 12 := 1. 1n := [1 · · · 1]︸ ︷︷ ︸
n

.

Given Q ∈ Rm×n, Colα(Q), Rowα(Q) and (Q)α,β denote the
α-th column, α-th row and (α, β)-th entry of Q, respectively.
Given Q ∈ Rn×t , if Col(Q) ⊆ 1n, then Q = [δi1n · · · δ

it
n ] =

δn[i1 · · · it ] is called the logical matrix. The set containing all
n×t logical matrices is denoted byLn×t .Q ∈ Rn×t satisfying
(Q)α,β ≥ 0 and

∑n
α=1(Q)α,β = 1, ∀ β = 1, · · · , t is called

the stochastic matrix. The set of all n× t stochastic matrices
is denoted as ϒn×t .
The main tool of this paper is STP, denoted by ‘‘n’’. For

its definition and properties, please refer to [5].

B. PROBLEM FORMULATION
The considered BN is given as follows:

x1(t + 1) = f1(x1(t), x2(t), · · · , xn(t)),
...

xn(t + 1) = fn(x1(t), x2(t), · · · , xn(t)),

(1)

where X (t) = (x1(t), · · · , xn(t)) ∈ Dn and fi : Dn
7→ D,

i = 1, · · · , n are the state variables and logical functions,
respectively.

Identify logical variables as the vector form and set x(t) =
nn
i=1xi(t). Then, system (1) can obtain the following equiva-

lent algebraic form of system (1):

x(t + 1) = Lx(t), (2)

where L ∈ L2n×2n is called the state transition matrix. Denote

L = δ2n [i1 i2 · · · i2n ].

The definition of one-column function perturbation for
system (1) is given as follows.
Definition 1: A one-column perturbation for system (1)

occurs if some column of L changes.
In practical GRNs, gene mutation always occurs

stochastically [3]. Thus, in this paper, we consider the fol-
lowing two kinds of stochastic function perturbations:
(i) Probabilistic function perturbation: the j-th column of

L changes from ij to k ∈ {1, 2, · · · , 2n} with P{ij =
k} = pk ≥ 0. Obviously,

∑2n
k=1 pk = 1.

(ii) Markov jump function perturbation: the j-th column of
L changes according to aMarkov chain, that is, P{ij(t+
1) = s | ij(t) = l} = psl , and

∑2n
s=1 psl = 1, l =

1, · · · , 2n.
Now, we give the concepts of set stability with probability

one and with positive probability for system (1) with stochas-
tic function perturbations, respectively.

Given a nonempty set A = {δα12n , · · · , δ
αr
2n } ⊆ 12n and one

of the above two kinds of stochastic function perturbations.
Definition 2: System (1) is said to be stable at the set A

with probability one under one of the above two kinds of
stochastic function perturbations, if ∃ τ ∈ Z+ such that under
the considered stochastic function perturbation,

P{x(t) ∈ A | x(0) = x0} = 1

holds for ∀ x0 ∈ 12n and ∀ t ≥ τ , t ∈ N.
Definition 3: System (1) is said to be stable at the set A

with positive probability under one of the above two kinds of
stochastic function perturbations, if ∃ τ ∈ Z+ such that under
the considered stochastic function perturbation,

P{x(t) ∈ A | x(0) = x0} > 0

holds for ∀ x0 ∈ 12n and ∀ t ≥ τ , t ∈ N.

III. MAIN RESULTS
A. PROBABILISTIC FUNCTION PERTURBATION
This part considers the set stability problem of system (1)
with probabilistic function perturbation.

Setting

Lk := δ2n [i1 · · · ij−1 k ij+1 · · · i2n ], (3)

we obtain the following equivalent stochastic system of
system (1) with probabilistic function perturbation:

x(t + 1) = L̃x(t), (4)

where L̃ ∈ L2n×2n and P{̃L = Lk} = pk .
Define

M =
2n∑
k=1

pkLk ∈ ϒ2n×2n (5)

and

B = {α1, · · · , αr }. (6)

The necessary and sufficient condition for the set stability
with probability one of system (1) with probabilistic function
perturbation can be obtained as follows.
Theorem 1: System (1) with probabilistic function pertur-

bation is stable at the set A with probability one, iff ∃ τ ≤ 2n,
τ ∈ Z+ such that ∑

i∈B

Rowi(M τ ) = 12n . (7)

Proof: For ∀ t ∈ N and ∀ x(t) ∈ 12n , we can gain

P{x(t + 1) = Lkx(t)} = pk ,

1324 VOLUME 7, 2019



X. Ding et al.: Stability Analysis of BNs With Stochastic Function Perturbations

which implies that

P{x(t + 1) = δα2n | x(t) = δ
β

2n} =

( 2n∑
k=1

pkLk
)
α,β
= (M )α,β .

Thus,

P{x(t) = δα2n | x(0) = δ
β

2n} = (M t )α,β (8)

holds for ∀ t ∈ N and ∀ α, β ∈ {1, 2, · · · , 2n}.
(Necessity) Suppose that system (1) with probabilistic

function perturbation is stable at the set A with probability
one. Then, from (8) and Definition 2, there exists a τ ∈ Z+
such that

P{x(t) ∈ A | x(0) = δβ2n}

=

∑
i∈B

P{x(t) = δi2n | x(0) = δ
β

2n}

=

∑
i∈B

(M t )i,β = 1 (9)

holds for ∀ t ≥ τ and ∀ β ∈ {1, 2, · · · , 2n}. Hence,∑
i∈B Rowi(M

t ) = 12n holds for ∀ t ≥ τ .
Let τ be the smallest integer such that∑

i∈B

Rowi(M τ ) = 12n .

If τ > 2n, then there exist two positive integers p ≤ 2n, p /∈ B
and q ≤ 2n such that (M2n )p,q > 0, that is,

Ṕ{x(2n) = δp2n | x(0) = δ
q
2n} > 0.

Since {x(t) : t ∈ {0, 1, · · · , 2n}} has 2n different elements,
there exist t1, t2 ≤ 2n (t1 < t2, t1, t2 ∈ N) such that

x(t1) = x(t2) := δ
γ

2n

and

P{x(t2 − t1) = δ
γ

2n | δ
γ

2n} > 0.

Then,

P{x(2n + s(t2 − t1)) = δ
p
2n | x(0) = δ

q
2n}

≥

(
P{x(t2 − t1) = δ

γ

2n | δ
γ

2n}

)s
×P{x(2n) = δp2n | x(0) = δ

q
2n} > 0

holds for ∀ s > 0, s ∈ Z+. Therefore, there exists s ∈ Z+
satisfying 2n + s(t2 − t1) > τ , which contradicts to the
minimality of τ . Hence, τ ≤ 2n.
(Sufficiency) Presume that (7) holds. By induction,

we prove that
∑

i∈B Rowi(M
t ) = 12n holds for ∀ t ≥ τ , t ∈ N

at first. Obviously,
∑

i∈B Rowi(M
t ) = 12n holds for t = τ .

Provided that
∑

i∈B Rowi(M
t ) = 12n holds for t = ξ > τ ,

then∑
i∈B

Rowi(M ξ+1)

=

∑
i∈B

Rowi(M ξM )

=

∑
i∈B

[Rowi(M ξ )M ] =
[∑
i∈B

Rowi(M ξ )
]
M

= 12nM = 12n ,

which implies that
∑

i∈B Rowi(M
t ) = 12n holds for t = ξ+1.

By induction,
∑

i∈B Rowi(M
t ) = 12n holds for ∀ t ≥ τ ,

t ∈ N.
From (7) and (8),

P{x(t) ∈ A | x(0) = δβ2n} =
∑
i∈B

(M t )i,β

= Colβ
(∑
i∈B

Rowi(M t )
)
= Colβ (12n ) = 1

holds for ∀ t ≥ τ , t ∈ N, and ∀ β ∈ {1, 2, · · · , 2n},
which together with Definition 2 shows that system (1) with
probabilistic function perturbation is stable at the set A with
probability one. �
Remark 1: When (7) holds for some pk ≥ 0 with∑2n
k=1 pk = 1, it will hold for any pk satisfying pk ≥ 0 and∑2n
k=1 pk = 1.
Similarly, we can obtain the following necessary and suf-

ficient condition for the set stability with positive probability
of system (1) with probabilistic function perturbation.
Theorem 2: System (1) with probabilistic function per-

turbation is stable at the set A with positive probability,
iff ∃ τ ≤ 2n, τ ∈ Z+ such that∑

i∈B

Rowi(M τ ) > 0. (10)

Remark 2: As a special kind of one-column function per-
turbations, one-bit function perturbation [36] of system (1)
occurs if some logical function fi, i = 1, · · · , n has an
alteration by modifying the value on the j-th (j ∈ {1, · · · , n})
entry of its truth table, that is, the j-th column of Mi changes
its value toM ′i . In this case, L̃ only has two possible choices,
that is, P{̃L = L} = p and P{̃L = M1 ∗ · · · ∗M ′i ∗ · · · ∗Mn} =

1 − p, where 0 < p < 1. By letting the probability of
other 2n − 2 possible choices of L be 0, one can study the
set stability of system (1) with one-bit function perturbation
based on Theorem 1.

B. MARKOV JUMP FUNCTION PERTURBATION
This part studies the set stability problem of system (1) with
Markov jump function perturbation.

With the Markov jump function perturbation, we can con-
vert system (1) into equivalent Markov jump switched system
as follows:

x(t + 1) = Lσ (t)x(t), (11)

where σ : N 7→ {1, 2, · · · , 2n} is a switching signal satis-
fying P{σ (t + 1) = s | σ (t) = l} = psl ,

∑2n
s=1 psl = 1,

l = 1, · · · , 2n, and Lk , k = 1, 2, · · · , 2n is given in (3).
Identifying σ (t) = l as the vector form σ (t) = δl2n and

setting

L̂ = [L1 L2 · · · L2n ] ∈ L2n×22n , (12)

we have the equivalent form of system (11) as follows:

x(t + 1) = L̂σ (t)x(t), (13)
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where {σ (t) : t ∈ N} ⊆ 12n denotes the discrete-time
homogeneous Markov chain and the transition probability
matrix P = (psl)2n×2n , where

P{σ (t + 1) = δs2n | σ (t) = δ
l
2n} = psl . (14)

Given a probability distribution σ (t) ∈ ϒ2n×1, we can easily
obtain that

σ (t + 1) = Pσ (t). (15)

The above analysis can lead to the following result.
Lemma 1: For ∀ t ∈ Z+, ∀ x(0) ∈ 12n and ∀ σ (0) ∈ 12n ,

the probability distribution of x(t) for system (13) satisfies
the following formula:

x(t) = Qtσ (0)x(0), (16)

where

Qt =

{
L̂, t = 1,
L̂Pt−1(I2n ⊗ Qt−1)Mr,2n , t ≥ 2.

Proof: When t = 1, from (13), one can easily see that
x(1) = L̂σ (0)x(0) = Q1σ (0)x(0) holds for ∀ x(0) ∈ 12n and
∀ σ (0) ∈ 12n , that is, Q1 = L̂.

For t = 2, by (13) and (15), we have

x(2) = L̂σ (1)x(1)

= L̂Pσ (0)x(1)

= L̂Pσ (0)Q1σ (0)x(0)

= L̂P(I2n ⊗ Q1)Mr,2nσ (0)x(0)

= Q2σ (0)x(0),

where Q2 = L̂P(I2n ⊗ Q1)Mr,2n ∈ ϒ2n×22n .
Similarly, for any integer t ≥ 3,

x(t) = L̂σ (t − 1)x(t − 1)

= L̂Pσ (t − 2)x(t − 1)

= L̂Pt−1σ (0)Qt−1σ (0)x(0)

= L̂Pt−1(I2n ⊗ Qt−1)Mr,2nσ (0)x(0)

= Qtσ (0)x(0),

where Qt = L̂Pt−1(I2n ⊗ Qt−1)Mr,2n ∈ ϒ2n×22n .
Hence, (16) holds. This completes the proof. �
If system (1) with Markov jump function perturbation is

stable at the set A with probability one, then A should be an
invariant set for any Li, i = 1, 2, · · · , 2n. Thus, we give the
following assumption.
Assumption 1: The set A satisfies LiA ⊆ A, ∀ i =

1, 2, · · · , 2n, where LiA := {Lix : x ∈ A}.
Based on the above analysis, we present the following

result.
Theorem 3: Suppose that Assumption 1 holds. System (1)

with Markov jump function perturbation is stable at the set
A with probability one, if and only if there exists a positive
integer τ ≤ 22n such that∑

i∈B

Rowi(Qτ ) = 122n . (17)

Proof (Necessity): Presume that system (1) with Markov
jump function perturbation is stable at the set A with proba-
bility one. Then, from Definition 2 and Lemma 1, there exists
a τ ∈ Z+ such that

P{x(t) ∈ A | σ (0), x(0)} =
∑
i∈B

Rowi(Qt )σ (0)x(0) = 1

(18)

holds for ∀ t ≥ τ , t ∈ N, ∀ x(0) ∈ 12n and ∀ σ (0) ∈ 12n .
Hence,

∑
i∈B Rowi(Qt ) = 122n , ∀ t ≥ τ .

Let τ be the smallest integer such that∑
i∈B

Rowi(Qτ ) = 122n .

If τ > 22n, then there exist two positive integers p ≤ 2n,
p /∈ B and q ≤ 22n such that (Q22n )p,q > 0. Therefore, for
σ (0)x(0) = δ

q
22n

, there exists a path {σ (0), · · · , σ (22n − 1)}
such that

P{x(22n) = δp2n | x(0), σ (0)}
≥ P{σ (22n − 1) | σ (22n − 2)}P{σ (22n − 2) |

σ (22n − 3)} · · ·P{σ (1) | σ (0)} > 0.

Since {σ (t)x(t) : t ∈ {0, 1, · · · , 22n}} has 22n different
elements, there exist t1, t2 ≤ 22n (t1 < t2, t1, t2 ∈ N) such
that

σ (t1)x(t1) = σ (t2)x(t2) := δθ2n n δ
γ

2n

and

P{x(t2 − t1) = δ
γ

2n | δ
γ

2n , δ
θ
2n} > 0.

Then, for σ (0)x(0) = δq
22n

, we can obtain that

P{x(22n + s(t2 − t1)) = δ
p
2n | x(0), σ (0)}

≥

(
P{x(t2 − t1) = δ

γ

2n | δ
γ

2n , δ
θ
2n}

)s
×P{x(22n) = δp2n | x(0), σ (0)} > 0

holds for ∀ s > 0, s ∈ Z+. Therefore, there exists s ∈
Z+ satisfying 22n + s(t2 − t1) > τ , which contradicts the
minimality of τ . Hence, τ ≤ 22n.
(Sufficiency) Presume that (17) holds. By induction,

we prove that
∑

i∈B Rowi(Qt ) = 122n holds for ∀ t ≥ τ , t ∈ N
at first. Obviously,

∑
i∈B Rowi(Qt ) = 122n holds for t = τ .

Provided that
∑

i∈B Rowi(Qt ) = 122n holds for t = ξ > τ .
By (18), we obtain that P{x(ξ ) ∈ A | σ (0), x(0)} = 1
holds for ∀ x(0) ∈ 12n and ∀ σ (0) ∈ 12n . Then, from
Assumption 1, one can see that

P{x(ξ + 1) ∈ A | σ (0), x(0)}

=

∑
i∈B

P{x(ξ + 1) = δi2n | σ (0), x(0)}

=

∑
i∈B

∑
iξ∈B

P{x(ξ + 1) = δi2n | σ (ξ ) = Pσ (ξ − 1),
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x(ξ ) = δ
iξ
2n} ×

[ ∑
δ
i1
2n ,··· ,δ

iξ−1
2n ∈12n

P{x(1) = δi12n | σ (0),

x(0)} × · · · × P{x(ξ ) = δiξ2n | σ (ξ ) = Pσ (ξ − 1),

x(ξ − 1) = δ
iξ−1
2n }

]
= 1

holds for ∀ x(0) ∈ 12n and ∀ σ (0) ∈ 12n , which implies that∑
i∈B Rowi(Qξ+1) = 122n . By induction,

∑
i∈B Rowi(Qt ) =

122n holds for ∀ t ≥ τ , t ∈ N.
Therefore, for ∀ t ≥ τ , t ∈ N, ∀ x(0) ∈ 12n

and ∀ σ (0) ∈ 12n , we have P{x(t) ∈ A | σ (0), x(0)} =∑
i∈B Rowi(Qt )σ (0)x(0) = 1, which together with

Definition 2 shows that system (1) with Markov jump func-
tion perturbation is stable at the set A with probability
one. �

Similar to Theorem 3, we have the following result on
the set stability with positive probability of system (1) with
Markov jump function perturbation.
Theorem 4: Suppose that Assumption 1 holds. System (1)

with Markov jump function perturbation is stable at the set A
with positive probability, if and only if there exists a positive
integer τ ≤ 22n such that∑

i∈B

Rowi(Qτ ) > 0. (19)

Remark 3: When |A| = 1, one can use Theorems 1 and 3
to study the stability to an equilibrium of BNs with stochastic
function perturbation.

IV. ILLUSTRATIVE EXAMPLES
Example 1: The D. melanogaster segmentation polarity

gene network is given as follows:

x1(t + 1) = x1(t) ∧ ¬x2(t) ∧ ¬x4(t),

x2(t + 1) = ¬x1(t) ∧ x2(t) ∧ ¬x3(t),

x3(t + 1) = x1(t) ∨ x3(t),

x4(t + 1) = x2(t) ∨ x4(t),

x5(t + 1) = {¬x2(t) ∧ ¬x4(t)} ∨ {x5(t)

∧ ¬x1(t) ∧ ¬x3(t)},

x6(t + 1) = {¬x1(t) ∧ ¬x3(t)} ∨ {x6(t)

∧ ¬x2(t) ∧ ¬x4(t)},

(20)

where x1 = wg1, x2 = wg2, x3 = wg3, x4 = wg4, x5 = PTC1
and x6 = PTC2, wg and PTC denote the secreted proteins
wingless and the transmembrane receptor proteins patched,
respectively [1].

Setting x(t) = n6
i=1xi(t), by the STP method, system (20)

has the algebraic representation as follows:

x(t + 1) = Lx(t),

FIGURE 1. The probability trajectory of equilibrium xe = δ3
4 under the

Markov jump function perturbation σ (t), where σ (0) = δ2
4 and x(0) = δ4

4 .

where

L = δ64[ 52 52 52 52 52 52 52 52

52 52 52 52 52 52 52 52

52 52 52 52 21 22 21 22

52 52 52 52 21 22 21 22

52 52 52 52 52 52 52 52

41 41 43 43 41 41 43 43

52 52 52 52 53 54 53 54

57 57 59 59 61 61 61 61].

From the algebraic form, we can easily obtain the total 10
fixed points of system (20) as δ2164 , δ

22
64 , δ

41
64 , δ

43
64 , δ

52
64 , δ

53
64 , δ

54
64 ,

δ5764 , δ
59
64 , δ

61
64 .

Assume that after probabilistic function perturbation,
P{Col1(L) = δ2064} = 0.6 and P{Col1(L) = δ5264} = 0.4.
In the following, we verify whether system (20) is stable
at A = {δ2164, δ

22
64 , δ

41
64, δ

43
64, δ

52
64 , δ

53
64, δ

54
64, δ

57
64 , δ

59
64, δ

61
64} with

probability one or not.
Setting M = L1 × 0.6+ L2 × 0.4, where

L1 = δ64[ 20 52 52 52 52 52 52 52

52 52 52 52 52 52 52 52

52 52 52 52 21 22 21 22

52 52 52 52 21 22 21 22

52 52 52 52 52 52 52 52

41 41 43 43 41 41 43 43

52 52 52 52 53 54 53 54

57 57 59 59 61 61 61 61]

and L2 = L. A simple calculation shows that∑
i∈{21,22,41,43,52,53,54,57,59,61}

Rowi(M2) = 164.

Therefore, by Theorem 1, system (20) with probabilistic
function perturbation is stable at the set A with probability
one.
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Example 2: The considered BN is:{
x1(t + 1) = ¬x2(t),
x2(t + 1) = x1(t) ∨ x2(t).

(21)

Setting x(t) = x1(t)n x2(t), system (21) has the algebraic
representation as follows:

x(t + 1) = Lx(t), (22)

where L = δ4[3 1 3 2]. Obviously, system (21) is stable
at xe = δ34 .
Suppose that the 4-th column of L is perturbed by aMarkov

jump function perturbation with

P =


0.3 0.1 0.2 0
0.2 0.5 0.3 0
0.1 0.2 0.4 1
0.4 0.2 0.1 0

 .
According to (12), L̂ = [L1 L2 L3 L4], where Li =

δ4[3 1 3 i], i = 1, 2, 3, 4. One can easily see that Lixe = xe,
i = 1, 2, 3, 4. Thus, Assumption 1 holds.
By Lemma 1, a simple calculation shows that

Q3 = δ4[3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3].

Therefore, Row3(Q3) = 116. By Theorem 3, system (21) with
the Markov jump function perturbation is stable at δ34 with
probability one.

V. CONCLUSION
We have considered the set stability of BNs with two kinds of
stochastic function perturbations, that is, probabilistic func-
tion perturbation and Markov jump function perturbation.
By constructing a state transition matrix, we have proposed a
new criterion for the set stability of BNs with probabilistic
function perturbation. In addition, by calculating the state
probability distribution, we have studied the set stability of
BNs with Markov jump function perturbation.

It is noted that we only consider stochastic one-column
function perturbations in this paper. Future works will study
the case of stochastic multi-column function perturbations,
and the set stabilization of BNs with stochastic function
perturbations.

REFERENCES
[1] R. Albert and H. Othmer, ‘‘The topology of the regulatory interactions

predicts the expression pattern of the segment polarity genes inDrosophila
melanogaster,’’ J. Theor. Biol., vol. 223, no. 1, pp. 1–18, 2003.

[2] F. Ay, F. Xu, and T. Kahveci, ‘‘Scalable steady state analysis of Boolean
biological regulatory networks,’’ PLoS ONE, vol. 4, no. 12, p. e7992, 2009.

[3] J. H. Bielas and L. A. Loeb, ‘‘Quantification of random genomic muta-
tions,’’ Nature Methods, vol. 2, no. 4, pp. 285–290, 2005.

[4] H. Chen, X. Li, and J. Sun, ‘‘Stabilization, controllability and optimal
control of Boolean networks with impulsive effects and state constraints,’’
IEEE Trans. Autom. Control, vol. 60, no. 3, pp. 806–811, Mar. 2015.

[5] D. Cheng, H. Qi, and Z. Li, Analysis and Control of Boolean Networks:
A Semi-Tensor Product Approach. London, U.K.: Springer, 2011.

[6] D. Cheng, H. Qi, Z. Li, and J. B. Liu, ‘‘Stability and stabilization of
Boolean networks,’’ Int. J. Robust Nonlinear Control, vol. 21, no. 2,
pp. 134–156, 2011.

[7] D. Cheng, H. Qi, and Z. Liu, ‘‘From STP to game-based control,’’ Sci.
China Inf. Sci., vol. 61, no. 1, p. 010201, 2018.

[8] J. Feng, W. Liang, S. X. Ng, and L. Hanzo, ‘‘Distributed reciprocal-
selection-based ‘win-win’ cooperative medium access and its stability
analysis,’’ IEEE Access, vol. 4, pp. 7703–7715, 2017.

[9] E. Fornasini and M. E. Valcher, ‘‘On the periodic trajectories of Boolean
control networks,’’ Automatica, vol. 49, no. 5, pp. 1506–1509, 2013.

[10] Y. Guo, P.Wang,W. Gui, and C. Yang, ‘‘Set stability and set stabilization of
Boolean control networks based on invariant subsets,’’Automatica, vol. 61,
pp. 106–112, Nov. 2015.

[11] Y. Guo, R. Zhou, Y. Wu, W. Gui, and C. Yang, ‘‘Stability and set stability
in distribution of probabilistic Boolean networks,’’ IEEE Trans. Autom.
Control, to be published, doi: 10.1109/TAC.2018.2833170.

[12] S. He, ‘‘Fault detection filter design for a class of nonlinear Markovian
jumping systems with mode-dependent time-varying delays,’’ Nonlinear
Dyn., vol. 91, no. 3, pp. 1871–1884, 2018.

[13] G. Jia, M. Meng, and J.-E. Feng, ‘‘Function perturbation of mix-valued
logical networks with impacts on limit sets,’’ Neurocomputing, vol. 207,
pp. 428–436, Sep. 2016

[14] D. Laschov and M. Margaliot, ‘‘Controllability of Boolean control net-
works via the Perron–Frobenius theory,’’ Automatica, vol. 48, no. 6,
pp. 1218–1223, 2012.

[15] F. Li and Y. Tang, ‘‘Set stabilization for switched Boolean control net-
works,’’ Automatica, vol. 78, pp. 223–230, Apr. 2017.

[16] F. Li, H. Li, L. Xie, and Q. Zhou, ‘‘On stabilization and set stabilization of
multivalued logical systems,’’ Automatica, vol. 80, pp. 41–47, Jun. 2017.

[17] H. Li and Y. Wang, ‘‘Further results on feedback stabilization control
design of Boolean control networks,’’ Automatica, vol. 83, pp. 303–308,
Sep. 2017.

[18] H. Li and Y. Wang, ‘‘Lyapunov-based stability and construction of
Lyapunov functions for Boolean networks,’’ SIAM J. Control Optim.,
vol. 55, no. 6, pp. 3437–3457, 2017.

[19] H. Li, G. Zhao, M. Meng, and J. Feng, ‘‘A survey on applications of semi-
tensor product method in engineering,’’ Sci. China Inf. Sci., vol. 61, no. 1,
p. 010202, 2018.

[20] M. Li, J. Lu, J. Lou, Y. Liu, and F. E. Alsaadi, ‘‘The equivalence issue of two
kinds of controllers in Boolean control networks,’’ Appl. Math. Comput.,
vol. 321, pp. 633–640, Mar. 2018.

[21] R. Li, M. Yang, and T. Chu, ‘‘State feedback stabilization for Boolean
control networks,’’ IEEE Trans. Autom. Control, vol. 58, no. 7,
pp. 1853–1857, Jul. 2013.

[22] Y. Li, B. Li, Y. Liu, J. Lu, Z. Wang, and F. E. Alsaadi, ‘‘Set stability and
stabilization of switched Boolean networks with state-based switching,’’
IEEE Access, vol. 6, pp. 35624–35630, 2018.

[23] Y. Li, H. Li, X. Ding, and G. Zhao, ‘‘Leader-follower consensus of multia-
gent systems with time delays over finite fields,’’ IEEE Trans. Cybern., to
be published, doi: 10.1109/TCYB.2018.2839892.

[24] Y. Li, H. Li, X. Xu, and Y. Li, ‘‘Semi-tensor product approach to minimal-
agent consensus control of networked evolutionary games,’’ IET Control
Theory Appl., vol. 12, no. 16, pp. 2269–2275, 2018.

[25] J. Liang, H. Chen, and Y. Liu, ‘‘On algorithms for state feedback stabi-
lization of Boolean control networks,’’ Automatica, vol. 84, pp. 10–16,
Oct. 2017.

[26] Y. Liu, B. Li, H. Chen, and J. Cao, ‘‘Function perturbations on singular
Boolean networks,’’ Automatica, vol. 84, pp. 36–42, Oct. 2017.

[27] J. Lu, J. Zhong, D. W. C. Ho, Y. Tang, and J. Cao, ‘‘On controllability of
delayed Boolean control networks,’’ SIAM J. Control Optim., vol. 54, no. 2,
pp. 475–494, Mar. 2016.

[28] J. Lu, H. Li, Y. Liu, and F. Li, ‘‘Survey on semi-tensor product method
with its applications in logical networks and other finite-valued systems,’’
IET Control Theory Appl., vol. 11, no. 13, pp. 2040–2047, 2017.

[29] J. Lu, M. Li, Y. Liu, D. W. C. Ho, and J. Kurths, ‘‘Nonsingularity of grain-
like cascade FSRs via semi-tensor product,’’ Sci. China Inf. Sci., vol. 61,
no. 1, p. 010204, 2018.

[30] M. Meng and J. Feng, ‘‘Function perturbations in Boolean networks with
its application in a D.Melanogaster gene network,’’Eur. J. Control, vol. 20,
no. 2, pp. 87–94, 2014.

[31] M. Meng, L. Liu, and G. Feng, ‘‘Stability and `1 gain analysis of Boolean
networks with Markovian jump parameters,’’ IEEE Trans. Autom. Control,
vol. 62, no. 8, pp. 4222–4228, 2018.

1328 VOLUME 7, 2019

http://dx.doi.org/10.1109/TAC.2018.2833170
http://dx.doi.org/10.1109/TCYB.2018.2839892


X. Ding et al.: Stability Analysis of BNs With Stochastic Function Perturbations

[32] C. Possieri and A. R. Teel, ‘‘Asymptotic stability in probability for stochas-
tic Boolean networks,’’ Automatica, vol. 83, pp. 1–9, Sep. 2017.

[33] X. Qian and E. R. Dougherty, ‘‘Effect of function perturbation on the
steady-state distribution of genetic regulatory networks: Optimal structural
intervention,’’ IEEE Trans. Signal Process., vol. 56, no. 10, pp. 4966–4976,
Oct. 2008.

[34] G. Vahedi, B. Faryabi, J.-F. Chamberland, A. Datta, and E. R. Dougherty,
‘‘Optimal intervention strategies for cyclic therapeutic methods,’’ IEEE
Trans. Biomed. Eng., vol. 56, no. 2, pp. 281–291, Feb. 2009.

[35] Y. Wu and T. Shen, ‘‘An algebraic expression of finite horizon optimal
control algorithm for stochastic logical dynamical systems,’’ Syst. Control
Lett., vol. 82, pp. 108–114, Aug. 2015.

[36] Y. Xiao and E. R. Dougherty, ‘‘The impact of function perturbations in
Boolean networks,’’ Bioinformatics, vol. 23, no. 10, pp. 1265–1273, 2007.

[37] K. Zhang, L. Zhang, and L. Xie, ‘‘Invertibility and nonsingularity of
Boolean control networks,’’ Automatica, vol. 60, pp. 155–164, Oct. 2015.

[38] Z. Zhang, T. Leifeld, and P. Zhang, ‘‘Finite horizon tracking control of
Boolean control networks,’’ IEEE Trans. Autom. Control, vol. 63, no. 6,
pp. 1798–1805, 2018.

[39] J. Zhong, D. W. C. Ho, J. Lu, and Q. Jiao, ‘‘Pinning controllers for
activation output tracking of Boolean network under one-bit perturbation,’’
IEEE Trans. Cybern., to be published, doi: 10.1109/TCYB.2018.2842819.

[40] S. Zhu, P. Shi, and C.-C. Lim, ‘‘New criteria for stochastic suppression
and stabilization of hybrid functional differential systems,’’ Int. J. Robust
Nonlinear Control, vol. 28, no. 13, pp. 3946–3958, 2018.

[41] S. Zhu, Q. Yang, and Y. Shen, ‘‘Noise further expresses exponential decay
for globally exponentially stable time-varying delayed neural networks,’’
Neural Netw., vol. 77, pp. 7–13, May 2016.

[42] Y. Zou and J. Zhu, ‘‘System decomposition with respect to inputs for
Boolean control networks,’’ Automatica, vol. 50, no. 4, pp. 1304–1309,
2014.

XUEYING DING received the B.S. degree
from the School of Mathematics and Statistics,
Shandong Normal University, Jinan, China, where
she is currently pursuing the master’s degree. Her
research interests include random evolutionary
game theory and logical dynamic systems.

HAITAO LI received the B.S. and M.S. degrees
from the School of Mathematical Science,
Shandong Normal University, China, in 2007 and
2010, respectively, and the Ph.D. degree from
the School of Control Science and Engineering,
Shandong University, in 2014. From 2014 to 2015,
he was a Research Fellow with Nanyang Techno-
logical University, Singapore. Since 2015, he has
been with the School of Mathematics and Statis-
tics, Shandong Normal University, where he is

currently a Professor. His research interests include finite-value systems and
networked evolutionary games. He received the Second Class Prize of The
Natural Science Award of Shandong Province, in 2018, the Distinguished
Young Scholars of Shandong Province, in 2016, the ‘‘Guan Zhaozhi Award,’’
in 2012, and the ‘‘Best Student Paper Award’’ at the 10th WCICA, in 2012.

XIAODONG LI received the B.S. degree from
the College of Mathematics, Taiyuan University
of Technology, Taiyuan, China. He is currently
pursuing the master’s degree with the School
of Mathematics and Statistics, Shandong Normal
University. His research interests include genetic
regulatory networks and nonlinear control.

WEIWEI SUN received the B.Sc. degree in
applied mathematics and the M.Sc. degree in con-
trol theory from Qufu Normal University, China,
in 2002 and 2005, respectively, and the Ph.D.
degree in control theory and control engineering
from Shandong University, China, in 2009. She
was a Visiting Scholar with the Department of
Electrical and Computer Engineering, University
of Virginia, USA, from 2007 to 2008, and with the
Department of Computer Science, Brunel Univer-

sity London, U.K., in 2018. She is currently a Professor with the School of
Engineering and the Institute of Automation, Qufu Normal University. She
has published over 20 papers in refereed international journals. Her current
research interests include nonlinear systems control, sensor networks, and
Hamiltonian systems control and its applications.

VOLUME 7, 2019 1329

http://dx.doi.org/10.1109/TCYB.2018.2842819

	INTRODUCTION
	PRELIMINARIES AND PROBLEM FORMULATION
	PRELIMINARIES
	PROBLEM FORMULATION

	MAIN RESULTS
	PROBABILISTIC FUNCTION PERTURBATION
	MARKOV JUMP FUNCTION PERTURBATION

	ILLUSTRATIVE EXAMPLES
	CONCLUSION
	REFERENCES
	Biographies
	XUEYING DING
	HAITAO LI
	XIAODONG LI
	WEIWEI SUN


