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ABSTRACT Overflow problem is essential to reversible watermarking algorithms, as it would lead to
great distortion or irreversibility if not properly handled. In general, the existing algorithms handle overflow
problemwithmethods that take a lot changes to pixels, which consequently brings a possibly poor quality or a
high complexity. In order to solve the overflow problem specifically with a higher quality and a lower
complexity, and improve the security of watermark, we put forward a new reversible watermarking scheme.
We take the strategy of twice embedding—first, the proposed scheme uses wavelet histogram shifting
to embed the watermark information; second, a proposed low-distortion overflow processing algorithm
(LDOPA) is implemented to process the overflow problem occurred during the first step, which iteratively
scans the pixels, modifies the overflow pixels one by one, and embeds the modification record with its
authentication information on the image. In addition, we apply logistic mapping, torus mapping, and CRC
to improve the security of the watermark, allowing users to extract watermark only when they hold the correct
password. The experimental results prove that the scheme realizes the complete reversibility of watermark
and carrier image. Especially, the proposed LDOPA can be easily combined with the existing watermarking
methods to further improve their performance.

INDEX TERMS Reversible watermark, overflow handling, logistic mapping, torus mapping.

I. INTRODUCTION
Digital watermarking [1] is an important tool of copy-
right protection and content authentication for multimedia
resources. Reversible watermarking, due to its feature of loss-
less reversibility, has become an important research direction
of the field [2]. It can not only hide watermark information in
carrier image, but also restorewatermark information and car-
rier image completely through the inverse process. At present,
the representative reversible watermarking algorithms are
mainly based on difference expansion and histogram shifting.

Difference-expansion-based algorithm was firstly
proposed by Tian [3] They designed a reversible integer
transform, expanding the difference of adjacent pixels and
replacing the primitive values with new values, in which
way the watermark was embedded. It works well, and has
brought a profound impact to the development of reversible
watermarking. Based on the work of Tian, Alattar proposed
a generalized difference expansion algorithm [4], which
increased the watermarking capacity; Thodi et al. embedded
watermark into the prediction errors of each pixel [5], which
improved the payload while keeping the distortion low; etc.

Histogram-shifting-based algorithm was first put forward
by Ni et al. [6]. The principle is to modify the pixels of
specific values, and embed watermark with these values,
which intuitively equal to shifting the histogram of pixel
values. The algorithm is simple in calculation, and has a
high quality of watermark invisibility, but the embedding
capacity relies too much on the carrier images. Subsequently,
Xuan et al. [7] and Wu [8] presented algorithms of wavelet
histogram shifting. Instead of modifying the pixel values in
spatial domain, these methods embedded the watermark by
modifying wavelet coefficients in integer wavelet transform
domain, which improved the quality and capacity of the
watermark. A number of improved innovations have also
been proposed later.

For reversible watermarking, overflow is always a problem
that we must consider and solve. The so-called overflow
refers to that the pixel values exceed the boundary of the
valid range. That is, for a grayscale image, a pixel overflows
when its value is less than 0 or greater than 255. If not
handled, the overflow would cause great damages to the
image, and the loss of information leads to the failure of
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reversible recovery of the carrier image and the watermark.
At present, the main methods to handle the overflow include
Module-C [9], [10], location mapping [3], [11] and histogram
compression [12], [13]. The Module-C method adjusts the
pixels with a reversible modulus operation, but values of
adjusted pixels change greatly, which causes noises and
decreases the quality of the image. Location mapping method
works by skipping embedding into the pixels where overflow
would happen, and the skipped pixels should be recorded.
However, it makes the embedding capacity rely too much on
the characteristics of the carrier image, and the efficiency is
low. Histogram compression method makes the pixel values
near the boundary closer to the middle of the valid range,
and records the adjustment information [14]. Yet, it is hard
to determine the adjustment threshold before embedding the
watermark, and the operation is complicated.

In this paper, we do research on the reversible water-
marking algorithms based on image. Aiming at solving
the above problems, we propose a new reversible image
watermarking scheme with a new overflow solution. It is a
two-stage embedding process. Firstly, we embed watermark
information into carrier image with wavelet histogram shift-
ing method. Secondly, we adjust the overflowed pixels in
the carrier image and embed the adjustment records with
the proposed low distortion overflow processing algorithm
(LDOPA). The contributions of this paper include: firstly,
the LDOPA represents a new idea of solving the overflow
problem for reversible watermarking, with a higher quality
and a lower complexity; secondly, with the application of
Logistic mapping, MD5 hash function, Torus mapping and
Cyclic Redundancy Check (CRC) [15], the proposed scheme
also enhances the security of the watermark [16].

The constitution of the paper is as follows. In the next
part, we will introduce some related techniques adopted in
our watermarking scheme. In the third part, we will describe
the new overflow solution – LDOPA in detail. Then, we will
introduce the entire process of our watermarking scheme.
At last, extensive experiments are conducted to assess the
performance of the LDOPA and the watermarking scheme.

II. RELATED TECHNIQUES
A. LOGISTIC MAPPING
Chaotic system is a nonlinear system with complex pseudo-
random. After being processed by a chaotic system, a numer-
ical sequence will become chaotic and seemingly random,
while it is actually regular [17]. Logistic mapping is a com-
mon instance of chaotic systems [18]. Its widely-used model
is

xn+1 = µxn(1− xn), (1)

where xn is a variable, xn ∈ (0, 1), and n ∈ N . The letter
µ represents the indicator of the system state. If 3.569945 ≤
µ ≤ 4, the system is in a chaotic state [19]. Since Logistic
mapping is strongly sensitive to the initial value x0 and the
state indicator µ, and the correlation between adjacent num-
bers is weak [20], it can effectively prevent exhaustive key

FIGURE 1. Subbands of wavelet transform.

attack and statistical attack. Therefore, we adopt it for image
encryption. Set the value ofµ and choose a secret initial value
x0, and through the Logistic mapping, the encrypted image
will be highly scrambled.

B. TORUS AUTOMORPHISM MAPPING
Torus automorphism mapping is a simple but useful
method, with which we can get the mapping sequence
A→B→C→. . .→A, that is, position A is mapped to
position B, position B is mapped to position C , and so
on, and the last position is mapped to position A. The
one-dimensional Torus mapping is formulated as

X ′ = kX mod M + 1,X ∈ [1,M ] and ∈ Z , (2)

where k is a prime number, k ∈ [0,M − 1].M is the amount
of all the positions. X and X ′ are the original position and its
mapped position respectively.

In our watermarking scheme, we use Torus mapping to
determine the block where information will be embedded
each time. For example, we divide the carrier image into a×b,
altogetherM blocks, and number them from left to right, from
top to bottom, so the order numbers will be 1 to M . With the
one-dimensional Torusmapping, we can get the order number
of the block where to embed information for the i-th time as

P(i) = ik mod M + 1, i ∈ [1,M ] and ∈ Z , (3)

where P(i) is the order number of the block. By Torus map-
ping, we can scramble the order of blocks, whichwill improve
the invisibility of watermark, and avoid the problem that a
serial of watermark information cannot be extracted if the
image is damaged in a big scale [21].

C. INTEGER WAVELET TRANSFORM (IWT)
Wavelet transform [22] supports good time-frequency local-
ization and multi-resolution analysis, and is wide-applied
in image processing. Through the wavelet transform, image
will be decomposed, as shown in Fig. 1, into four subbands:
LL, HL, LH and HH. The LL subband contains most of the
energy, while the HL and the LH subbands contain details of
the image.

However, the transform domain coefficients of general
wavelet transform are floating numbers, which will cause
the loss of accuracy, thus the original image will fail to be
reconstructed. Therefore, we use integer wavelet transform
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FIGURE 2. A wavelet histogram of the HH subband of an image.

(IWT, for the method please refer to [7]). It does not rely
on the Fourier transform. Instead, it is based on lifting, and
goes through three steps – splitting, predicting and updat-
ing, to decompose the original signal into high-frequency
and low-frequency signals. Since the transform executes in
integer domains, the IWT is fully reversible. In addition, it has
the advantages of easy expansion, low complexity and fast
computation.

D. WAVELET HISTOGRAM SHIFTING
Different from the general histogram shifting that modifies
the pixel values, wavelet histogram shifting modifies the
wavelet coefficients to embed the watermark information.
We now give an example to introduce its principle described
in [7].

For example, we implement the IWT over an image,
do statistics of the wavelet coefficients in HH subband,
and generate the wavelet histogram as Fig. 2. The X-axis
represents the value of the wavelet coefficients, while the
Y-axis represents the amount of each coefficient value in the
HH subband.

When embedding, we should first choose a zero-point Z ,
from which we start to modify the histogram. Since wavelet
coefficients in the middle-and-high-frequency subbands
(HL, LH, HH) are in concordance with Laplacian-like dis-
tribution, and the mean value is near zero [23], we choose the
wavelet coefficient 0 as the first zero-point, so Z = 0. Then,
we increase the coefficients larger than Z by 1, which is equal
to shifting the part of the histogram with values larger than Z
towards right by 1. Thus, there is no longer any coefficient
with value Z + 1 existing in the image, and at Z + 1 in the
histogram forms a blank space, as shown in Fig. 3. Then,
we scan all the coefficients, and for every coefficient with
value Z , if the to-be-embedded bit is ‘‘1’’, increase it by 1; if
not, no change is made.

When extracting, for every coefficient with value Z+1, bit
‘‘1’’ is extracted and the coefficient should be recovered to Z ;
for every coefficient with value Z , bit ‘‘0’’ is extracted. After
all the coefficients with value Z+1 or Z have been processed,
coefficients larger than Z + 1 should be subtracted by 1 to
come back to the original values.

Due to the Laplacian-like distribution of the coefficients,
we can embed data in both sides of the histogram alterna-
tively. We will introduce the detailed method that adopted in
our scheme later.

FIGURE 3. The wavelet histogram after the first shift from Fig. 2.

FIGURE 4. Pixels before and after the transform of the low distortion
reversible watermarking algorithm. (a) Before. (b) After.

E. LOW DISTORTION REVERSIBLE WATERMARKING
ALGORITHM
We use a low distortion reversible watermarking algo-
rithm [24] to embed the overflow-related information. This
algorithm can embed 1 bit into each 2×2 block through a
reversible transform. Fig. 4 shows the pixels in a 2×2 block
before and after the transform.

Denote b (b = 0 or 1) as the bit to be embedded. Then we
get the predicted value of x, x̂ = n + w − nw. The error of
prediction is p = x− x̂. Calculate pb = p+b. Then, the pixels
after the transform will be

X = x +
⌊
pb
4

⌋
,

N = n−
⌊
pb + 3

4

⌋
,

W = w−
⌊
pb + 1

4

⌋
,

NW = nw+
⌊
pb + 2

4

⌋
. (4)

This transform is reversible as the following equations
show:

X̂ = N +W − NW

= x̂ −
⌊
pb + 3

4

⌋
−

⌊
pb + 1

4

⌋
−

⌊
pb + 2

4

⌋
,

P = X − X̂

= x − x̂ +
⌊
pb + 3

4

⌋
+

⌊
pb + 1

4

⌋
+

⌊
pb + 2

4

⌋
+

⌊
pb
4

⌋
= p+ (p+ b)

= 2p+ b. (5)
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The recovered bit is

b = (X − X̂ )− 2×
⌊
X − X̂

2

⌋
, (6)

then

p =
X − X̂ − b

2
,

pb = p+ b. (7)

And the recovered original pixels are

x = X −
⌊
pb
4

⌋
,

n = N +
⌊
pb + 3

4

⌋
,

w = W +
⌊
pb + 1

4

⌋
,

nw = NW −
⌊
pb + 2

4

⌋
. (8)

F. CYCLIC REDUNDANCY CHECK (CRC)
CRC [25] is a commonly-used validation method in commu-
nication, and the length of its information field and authenti-
cation field can be arbitrarily selected.

The following example illustrates the process of CRC.
Suppose that the information field is a seven-bit binary
string ‘‘1100111.’’ Select a fixed generator polynomial, such
as G(x) = x3 + x2 + 1, which can be converted to binary
digital ‘‘1101.’’ First, move information fields left by the
supreme power of G(x) (which is 3 here). This means to
add three 0s at the end of the information field and it
becomes ‘‘1100111000.’’ Then, according to the binary divi-
sion, divide the information field by ‘‘1101’’, and finally
get the three-bit remainder ‘‘111’’, which is exactly the
CRC check code of the authentication field.

When verifying, connect the information field with the
authentication field as ‘‘1100111111’’, and use the binary
division to divide it by ‘‘1101.’’ If the remainder is 0, the infor-
mation is correct. Otherwise, the information field or authen-
tication field has been tampered.

III. LOW DISTORTION OVERFLOW PROCESSING
ALGORITHM (LDOPA)
In order to handle the problem that overflow probably appears
after embedding the watermark information, we design a low
distortion overflow processing algorithm (LDOPA). It scans
the image to find out the overflowed pixels and process them
one by one, and generate the modification record. Then,
it encodes the records and embed them into the carrier image.

A. OVERFLOW PROCESSING PROCESS
Suppose the carrier image is anm×n grayscale image, where
m, n ≤ 512, and there exists some overflowed pixels in the
image after embedding watermark. Fig. 5 shows the process
of handling overflow.

FIGURE 5. The flowchart of overflow processing process of LDOPA.

Step 1 (Divide Image): Divide the carrier image into
8×8 blocks (unit block), and number them 1 toM from left to
right, from top to bottom.M is the amount of all unit blocks.
Step 2 (Generate a Prime Number): Choose a secret prime

number k , where k < M .
Step 3 (Modify and Record): Scan every pixel of the image.

Once an overflowed pixel is found, stop scanning imme-
diately. Modify its value into a valid one, and generate a
modification record. If no overflow found, jump to Step 8.

Suppose the pixel at row x column y, denoted as Pt (x, y),
is the overflowed pixel. The modified pixel P′t (x, y) will be

P′t (x, y) =

{
255, if Pt (x, y) > 255

0, if Pt (x, y) < 0
(9)

and the modifier m is

m =

{
Pt (x, y)− 255, if Pt (x, y) > 255

Pt (x, y)− 0, if Pt (x, y) < 0
(10)

and the modification record R = (x, y,m).
Step 4 (Determine Embedding Positions): Use the

one-dimensional Torus mapping as (3), along with the prime
number k to determine two unit blocks for embedding the
modification record. For the j-th record, the order numbers
of the two unit blocks are p1 = (2j − 1)k mod M + 1
and p2 = 2jk mod M + 1. We denote the blocks as S(p1)
and S(p2).
Step 5 (Encode Record): Calculate x ′ = x − 1, y′ = y− 1.

Since 1 ≤ x ≤ m ≤ 512 and 1 ≤ y ≤ n ≤ 512, we have
x ′, y′ ∈ [0, 511]. Therefore, the location information x ′ and
y′ can be stored with 9 bits. Transform x ′, y′ into 9-bit binary
numbers, and transform |m| into 7-bit binary number (fill the
high empty bit(s) with 0). Suppose that xi, yi andmi represent
the i-th bit of the binary numbers of x ′ y′ and |m| respectively.
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FIGURE 6. Auxiliary information matrix for a overflow modification
record. (a) The first matrix. (b) The second matrix.

The sign bit that represents the sign of the modifier m is

sn =

{
1, if m < 0,
0, otherwise.

(11)

Then, joint 1, s, m1 to m3, x1 to x9 as a long binary string,
and calculate its CRC check code cx1 to cx3 with the generator
polynomial G(x) = x3 + x2 + 1. In the same way, joint 1,
m4 to m7, y1 to y9 and calculate the check code cy1 to cy3
with G(x). The reason why we introduce CRC is that,
the check code can help to distinguish whether information is
correct in the recovery process, and if not, we can make some
efforts to decrease the impact of wrong records. Besides, that
we add ‘‘1’’ before other bits to form the long binary strings is
to handle the situation where the string starts with ‘‘0’’ or all
the bits are ‘‘0.’’

We define the combination of modification record infor-
mation and the authentication information (the CRC check
code) as the auxiliary information, and the two 4×4 auxiliary
information matrixes made up by the bits we get above are
shown in Fig. 6.
Step 6 (Embed Information): Use the low distortion water-

marking algorithm we introduced before to embed the two
matrixes in Fig. 6 into unit blocks S(p1) and S(p2). Since each
2×2 block supports 1 bit information, we can embed all the
16 bits of a matrix into an 8×8 unit block.
Step 7 Cycle the Process): Cycle Step 3 to Step 6 circu-

larly, which is to iterate the process of scanning overflowed
pixel, modifying it and embedding the record, until there is
no overflowed pixel any longer.

Through the process above, we handled the overflow prob-
lem, not only the overflowed pixels originally existing in the
image, but also the ones appear during the process. We also
stored all the records properly, so the reversibility is ensured.
In addition, the LDOPA also supports overlapping embed-
ding, that is, even after we run out of all the unit blocks in
the image, the remain records can still be embedded into the
used unit blocks, overlapping the previous one. Thus, there is
no limit for the amount of overflowed pixels Noverflow.

B. OVERFLOW RECOVERY PROCESS
The recovery process is to restore the pixels back to their
overflowed values. The brief description is as follows:
Step 1 (Input Parameters): Require user to input the

amount of overflowed pixels Noverflow and the prime
number k .
Step 2 (Divide Image): Divide the carrier image into unit

blocks and number them in the same way as before.
Step 3 (Determine Positions): Use Torus mapping in the

same way to get the unit blocks of a modification record.
At the first time, we should determine the two blocks for the
last modification record according to Noverflow.
Step 4 (Extract Information): Use the inverse transform

of the low distortion watermarking algorithm to extract the
auxiliary information from the two unit blocks. Decode and
rebuild the modification record R. During the process, restore
the original values of each unit blocks.
Step 5 (Verify and Recover): Verify the extracted informa-

tion. If correct, recover the overflowed pixel, otherwise drop
the record. The verification includes two checks: (1) CRC:
check whether the auxiliary information can pass the CRC;
(2) boundary check: check whether the recorded pixel has the
value at the corresponding boundary, that is, when the sign
bit sn is 1, whether the pixel value is equal to 0; when the
sign bit sn is 0, whether the pixel value is equal to 255. Only
when both the two checks pass can the information be correct,
and then recover the overflowed value of the pixel.
Step 6 (Cycle the Process): Run Step 3 to Step 5 repeat-

edly, and recover every record from the last one to the first
one, until all the Noverflow records done.

IV. REVERSIBLE WATERMARKING SCHEME
For definiteness and without loss of generality, we use
grayscale images of size 512×512 as the carrier images, and
a grayscale image of different sizes as the watermark image.
First, we introduce the embedding process.

A. EMBEDDING PROCESS
In the embedding process, we adopt wavelet histogram
shifting to embed watermark information, and use the
LDOPA to solve the overflow problem. We changed the
process of wavelet histogram shifting, and all we have to do
is complete embedding a bit sequence of a specific length
into each unit block. Let’s first illustrate the specific pro-
cess of wavelet histogram shifting for each unit block in
detail.
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FIGURE 7. Wavelet coefficients of one unit block.

FIGURE 8. Wavelet coefficients histogram of the unit block in Fig. 7.

For instance, Fig. 7 shows the wavelet coefficients of a unit
block in 512×512 ‘‘Lena’’ image. First of all, we define the
area in subband HL, LH, and HH except the shaded parts as
the embeddable area C . Denote Ci,j as the coefficient at row i
column j in the unit block, the embeddable area will be

C = {ci,j|i ∈ {5, 6, 7} or j ∈ {5, 6, 7}} (12)

As we can see, in the area C of Fig 7, the absolute values of
wavelet coefficients are small and closed to the zero value.
This feature does not fit for any unit block in any image, but
all the small absolute values of coefficients in any unit block
assemble in the scope of area C .
We only do statistics over andmodify the coefficients in the

embeddable area, for doing which we can, on the one hand,
avoid modifying the big coefficients, thus decrease the extent
of pixel change, reduce overflow and improve the quality,
on the other hand, reduce the number of modified coefficients
and improve the algorithm efficiency. Fig. 8 shows the his-
togram of the wavelet coefficients of the embeddable area C
of Fig. 7.

When embedding, first, shift the part greater than 0 towards
right by 1 unit, so the histogram transforms to Fig. 9.

FIGURE 9. Wavelet coefficients histogram after the first move from Fig. 8.

Then, embed bits at coefficient 0 in the way we introduced
before. After all the wavelet coefficients with value 0 are
used, and if there is still more information to be embedded,
shift the part less than 0 of the histogram towards left by
1 unit, and continue embedding at the wavelet coefficients
with value -2 (the value was -1 before the second move).
Repeat shifting the right part and the left part of the histogram
alternatively and embed until all the bits for the unit block
is embedded, and finish the embedding mission in this unit
block.

Next, let’s introduce the whole process of the embedding
process, as is shown in Fig. 10.
Step 1 (Divide Image): Divide the carrier image P into

8×8 blocks (unit blocks), and number them from left to right,
from top to bottom. M is the total amount of all unit blocks,
which is 4096 in our example.
Step 2 (Generate Parameters): Generate several secret

parameters for the later steps, including the initial value of
Logistic model x0, and two prime numbers k1, k2. We use the
following method to generate these parameters:

1) Require the user to input the password of any length s;
2) Use MD5 hash function to generate the 32-bit digest

of s, denoted as a, where all the letters are lowercase;
3) Get the ASCII codes for each letter in a, to form an

ASCII code vector a′;
4) Calculate r =

∏
i=2k+1

a′i, k ∈ N and ∈ [1, 15];

5) Calculate x0 = r×10−n, where n is the smallest natural
number that let x0 be in the range [0.1, 1);

6) Calculate the product of the 4th and the 5th number
in a′ as m1. Denote the largest prime number that less
thanm1/24 as k1; calculate the product of the 12nd and
the 13rd number in a′ as m2. Denote the largest prime
number that less than m2/13 as k2.

In this way, the parameters are all related to the password s,
and they will determine the encryption process or the embed-
ding positions in the following steps.
Step 3 (Encrypt Watermark):Use Logistic mapping, as (1),

to encrypt the watermark. The state indicator µ is set to 4 to
make the system chaotic. The initial value x0 is what we
generate in the last step. For example, if the password s is
‘‘Dalian, Liaoning, China’’, we get x0 = 0.308397. And
a 64×64 grayscale watermark image and its encrypted ver-
sion are shown in Fig. 11. After the encryption, the content
becomes not recognizable, so the effect is good.
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FIGURE 10. Flowchart of the embedding process of the reversible watermarking scheme.

FIGURE 11. Watermark image and the encrypted watermark image.
(a) Watermark image (64×64). (b) Encrypted watermark image.

TABLE 1. Experiment for testing the password mechanism.

Step 4 (Group Watermark Information): Transform the
value of each pixel in the watermark image into binary num-
ber, and connect them as a binary sequence. Divide them
into groups in sequence. Except the last group, every group
contains t bits, and the last group contains all the remained
bits.

t =
⌈
nw
M

⌉
(13)

where nw is the amount of watermark information bit.
dxe represents rounding up to the bigger integer. Denote all
the watermark information groups as I , and Ii represents the
i-th group.

TABLE 2. Experiment for assessing the distortion of LDOPA.

TABLE 3. Experiment for testing the reversibility of LDOPA.

Step 5 (Embedding Watermark Information): Embed the
groups I into unit blocks. For each group Ii:
1) Determine position: Use the Torus mapping, with the

prime number k1, to get the order of a unit block
P(i) = k1i mod 4096 + 1. Denote the corresponding
unit block as S(P(i));

2) IWT: Implement integer wavelet transform on S(P(i));
3) Embed with wavelet histogram shifting: Use wavelet

histogram shifting to embed the watermark information
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TABLE 4. Result of processing and recovering overflowed pixels with LDOPA. The overflowed pixels are highlighted with 9×9 white blocks.

group Ii on the embeddable area C of the unit
block S(P(i));

4) Reverse IWT: Implement the reverse IWT on unit
block S(P(i));

Step 6 (Process Overflow):Use the LDOPA to make all the
pixel values become in the valid range, and finally generate
the image with watermark information P′.

B. EXTRACTING AND RECOVERING PROCESS
The extracting and recovering process is the reverse process
of embedding. Its simple steps are as follow:

Step 1 (Divide Image):Divide the imagewith watermarkP′

into unit blocks and number them in the same way as before.
Step 2 (Generate Parameters): Require user to input

the password, and with the same method to generate x0,
k1 and k2.
Step 3 (Recovering Overflow): Follow the recovering pro-

cess of LDOPA to recover the overflowed pixels. Use k2 as
the necessary prime number in this process.
Step 4 (Extracting Watermark): Use Torus mapping and

prime number k1 to determine the location of unit blocks
one by one. Use wavelet histogram shifting to recover the
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FIGURE 12. The extracted watermark image using a wrong password.

watermark information and the original coefficients where
watermark is embedded.
Step 5 (Rebuild and Decrypt the Watermark): Rebuild the

watermark information and recover the watermark image.
Use x0 as the initial value of Logistic mapping to decrypt the
watermark, and get the extracted watermark image W ′.

V. EXPERIMENTS AND ANALYSIS
A. SECURITY ANALYSIS
1) TEST OF PASSWORD MECHANISM
The proposed watermarking scheme requires the user to
provide password of arbitrary length, which is used for
encrypting and determining locations for embedding. When
recovering, watermark image and carrier image can be com-
pletely restored only if user provide the same password.
To prove this, we implement an experiment of Table 1.
The extracted watermark with wrong password is shown
in Fig. 12.

As we can see, even the password is slightly different from
the correct one, the content of the extracted watermark is
unrecognizable, which proves that the encryption effect is
good, and the password mechanism works well.

2) OTHER TECHNIQUES
We applied many techniques to improve the security of the
scheme:

First of all, we used MD5 hash function to gener-
ate the initial value x0 of Logistic mapping, and prime
number k1, k2. Due to the collision resistance of hash func-
tion, the different password, even if the difference is tiny,
will result in a completely different digest, and generate com-
pletely different parameters x0, k1 and k2. Thus, the security
of secret parameters generation is ensured. In addition, since
MD5 supports any length of data as input and outputs a
digest of fixed length, the length of the user’s password is
unrestricted, which is also simple to operate.

We also used the Logistic mapping to disarrange the water-
mark, which makes the information contained in the water-
mark be disturbed. The sensitivity towards the initial value
allows that slight difference of the initial value have a great
impact on the result of scrambling. Even if the watermark is
extracted, the attacker still cannot know the original informa-
tion of the watermark.

Besides, the locations of watermark information and
the auxiliary information are disarranged further with

FIGURE 13. PSNR of overflow processing of ‘‘Peppers.’’

TABLE 5. Experiment for testing the reversibility of the watermarking
scheme.

Torus mapping. Locations are determined by the prime num-
ber generated by the user password. The scattered infor-
mation improved the invisibility and reduced the impact on
extracting watermark if a piece of the image is attacked.

Finally, we proposed a low distortion overflow processing
algorithm (LDOPA). This algorithm is a good solution to
overflow problem, and the verification mechanism helps to
judge the correctness of information and avoid the larger
damage caused by wrong overflow records.

B. LDOPA PERFORMANCE ANALYSIS
1) TEST OF DISTORTION OF LDOPA
Different watermark payload embedded in different carrier
images will lead to different amount of overflowed pixels. For
some images, even a large payload will not cause overflow,
while for others, a small payload will lead to overflowed pix-
els. To assess the distortion level of LDOPA, we implement
an experiment of Table 2. Fig. 13 shows PSNR, and Fig. 14
shows SSIM, with respect to different amount of overflowed
pixels.

From the result, we can get that, when there are only a few
overflowed pixels, the PSNR is at a high level, yet it decreases
with the increasement of the amount. However, even the
amount increases up to 800, the PSNR remains larger than 35,
which means the difference is hard to be recognized. Besides,
the SSIM remains larger than 97% all the time, which also
proves the low distortion of LDOPA. Considering that for
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TABLE 6. Result of reversibility test on different carrier images.

most carrier images, there will not be too many overflowed
pixels after embedding the watermark, the effect of LDOPA
is acceptable.

2) TEST OF REVERSIBILITY OF LDOPA
For testing the reversibility of LDOPA, we implement the
experiment of Table 3. The result of processing and recov-
ering overflow is shown in Table 4, where the third column
shows the images with overflow after embedding watermark
but before processing overflow with LDOPA, the fourth
column shows the images after processing overflow with
LDOPA, and the last colomn shows the images recovered by

the inverse process of LDOPA. In order to see the overflowed
pixels clearly, we highlight each overflowed pixels with a
9×9 white block.
As we can see, after the processing of LDOPA, the image

(in the fourth column) contains no overflowed pixel, either
those originally existing in images or those caused by embed-
ding the modification record during the process of LDOPA.
Besides, the position and the amount of overflowed pix-
els in the ‘‘before processing’’ image (third column) and
the ‘‘after processing’’ image (fifth column) are exactly
the same, which proves that the LDOPA is completely
reversible.
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FIGURE 14. SSIM of overflow processing of ‘‘Peppers.’’

TABLE 7. Experiment for assessing the quality of the watermarking
scheme.

In addition, the LDOPA adopts a different embedding
algorithm from the one for embedding watermark informa-
tion, and overlaps the auxiliary information onto the image
with watermark information, so it does not occupy the
embedding watermark. Therefore, the LDOPA is proved to
be a new effective way for handling overflow problem in
watermarking.

C. REVERSIBILITY ANALYSIS
To demonstrate the proposed watermarking scheme is
reversible, we implement the experiment of Table 5. The
result is shown in Table 6, where the second column shows
the original carrier images, the third column shows the
images with watermark embedded using the proposed entire
watermarking scheme, and the fourth column shows the
recovered carrier images with the inverse process of the
scheme.

As the result tells, the recovered images are always exactly
the same as the original ones, and the extracted watermark
images are also completely the same as the original one. Thus,
the reversibility of the scheme has been proved.

D. QUALITY ANALYSIS
We implement the experiment of Table 7 to assess the quality
of the watermarking scheme. Fig. 15 shows PSNR, Fig. 16
shows SSIM, with respect to the different payload.

As we can see, when the payload is low, the PSNR is at
a high level, and it decreases with the increasing payload.
For most images, the PSNR remains over 30 dB, and the

FIGURE 15. PSNR under different watermark payload.

FIGURE 16. SSIM under different watermark payload.

TABLE 8. Experiment for testing the robustness: modification and cutting.

SSIM remains over 90%when ER is up to 0.6, whichmeans it
is hard for human to recognize the existence of thewatermark.
Therefore, there is still room for increasing the quality further,
yet in most circumstances, the quality of the watermarkinging
scheme is acceptable.

E. ROBUSTNESS ANALYSIS
1) TEST OF MODIFICATION AND CUTTING
To test the robustness of the scheme, firstly, we implement
the experiment of Table 8. The modifications and cutting,
as well as their corresponding extracted watermark image, are
displayed in Table 9.

From the result, we can get that, even we modify a
lot, or remove a large part of the image, the extracting process
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TABLE 9. Result of robustness test, adding some modification or cut over
the image and extract the watermark.

TABLE 10. Experiment for testing the robustness: noise.

can still work, and the recovered watermark remains recog-
nizable. That is because we applied Logistic mapping and
Torus mapping in our scheme. They effectively distributes the
watermark information in the image, so the loss of a large part
of the image will not hinder the most and other information
to be restored.

2) TEST OF NOISE
Next, we implement an experiment of Table 10 to value the
robustness against noise. The result is shown in Table 11,
which shows the extracted watermark images extracted from
images with salt & peppers noises of different variance
added.

As we can see, even we add the noise with a large variance
up to 0.02, the watermark can still be recognized. Therefore,
the scheme is capable to resist some attacks. The robustness
of our watermarking scheme is satisfying.

TABLE 11. Result of robustness test, adding salt & peppers noises on the
image and extract the watermark.

VI. CONCLUSION
We proposed a new reversible watermarking scheme with a
new overflow solution. The main idea is to embed twice –
First, embed watermark information with wavelet histogram
shifting. Then, embed overflowmodification records to solve
the overflow problem with a low distortion reversible water-
marking algorithm. The biggest contribution of this paper
is that we designed a new low distortion overflow process-
ing algorithm (LDOPA). It has a low distortion, with SSIM
always greater than 97% even if the amount of overflowed
pixels is up to 800. Meanwhile, it is proved that LDOPA is
completely reversible, therefore it can be used in reversible
watermarking techniques. Different from general overflow
solutions that operates before embedding or during embed-
ding, the new solution is implemented independently after
embedding watermark. So, LDOPA can be used for any
reversible watermarking algorithm theoretically. In addition,
we embed the watermark information evenly into the blocks
of the carrier image, and no threshold should be determined
ahead of time, so the operation is simple, and the application
of encryption and scrambling methods ensures the security of
the watermark.
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The whole process of reversible watermarking scheme
ensured the complete reversibility. Carrier image and water-
mark image can be recovered lossless if the image is not
damaged. Thus, the new scheme can be applied in the fields
where high integrity of multimedia data is required, such as
medical images, military image, judicial authentication, etc.
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