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ABSTRACT There are a number of research challenges associated with Internet of Things (IoT) security, and
one of these challenges is to design novel frameworks to mine malicious frequent patterns for identifying
misuse and detecting anomalies without incurring high computational costs (e.g., due to generation and
analysis of unnecessary patterns and gap creation between patterns). Association rule mining is a popular
approach in the literature; hence, in this paper, we critically analyze existing association rule mining
techniques. We then present a framework for mining malicious frequent patterns in an IoT deployment,
prior to evaluating the utility of the proposed framework using data from a Pakistan-based organization.
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INDEX TERMS Malicious behavior, security logs, Internet of Things (IoTs), frequent pattern mining,
anomaly detection.

I. INTRODUCTION10

Internet of Things (IoT) is a recent promising trend, which has11

widespread applications. Specifically, in an IoT implementa-12

tion, device to device communications [1] can be achieved13

using communication platforms such as wireless sensor14

networks, radio frequency identification, Bluetooth, etc. The15

amount of data store and transfer between IoT devices in a16

typical deployment is increasing, partly due to the digitization17

of our society [2]–[4]. Construction of IoTs has progressed18

fundamentally in last couple of years – see Table 1.19

This, however, results in vectors that could potentially be20

exploited by attackers to infiltrate a system and/or exfilitrate21

data from IoT devices. as billions of devices are intercon-22

nected, so networks are vulnerable to a range of security23

threats which in turns have an adverse effect on performance24

of the thing [6], [7]. Not surprisingly, IoT security and privacy25

have attracted the attention of both researchers and policy26

makers.27

A popular area of research is using data mining tech-28

niques, such as classification, association analysis, statistical29

learning, link mining and clustering, to analyze and discover30

relationships, patterns and other useful information from IoT31

raw data [8]–[10]. Association rule mining (ARM) is one32

such popular technique, which allows one to determine the33

correlations among all features of a dataset, and detect anoma- 34

lies [11]. ARM has been used in a number of applications, 35

such as market basket analysis whose objective is to identify 36

/ predict trends (commonly grouped items) within the data 37

[12]. In the latter context, findings are used to determine 38

which items are more probable to be paired with other items 39

to make an itemset [13], [14]. 40

ARM technique comprises of multiple algorithms such 41

as Apriori, FP-Growth association rule, Prefixspan, Spade, 42

and Spam. For example, the Apriori algorithm was proposed 43

in 1994 by Agarwal and Srikant. This level-wise bottom- 44

up approach is used to extract frequent itemsets (candidate 45

generation) from a dataset. It finds the itemsets according 46

to the specified minimum support count. However, there are 47

some limitations with Apriori. For instance, multiple scans 48

are required. An explicit scan is required for each candidate 49

set that can lead to an I/O cost. Moreover, all required patterns 50

are not guaranteed. The computational cost is also high due 51

to the need for large storage and processing time. Pattern 52

fragment growth is another method commonly used to mine 53

the complete set of frequent patterns (FP-Growth Associa- 54

tion Rule Mining). This method uses a divide-and-conquer 55

approach to create a relationship among multiple items. The 56

processing speed is comparatively fast and it utilizes the space 57
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TABLE 1. Device connections and expected growth: A snapshot [5].

in a better way. However, this method is inefficient when58

the dataset has a large number of items and the patterns are59

twinned. Prefixspan (i.e., Prefix-projected Sequential pattern60

mining) mines the complete set of patterns in sequential61

pattern mining. Unlike FP-Growth, the attempts of candidate62

sequel generation are significantly reduced. It uses the divide63

and conquer approach to discover hidden patterns in the64

database [15]. The limitations with Prefixspan include the65

processing required for further child possible patterns and66

Gaps.67

These algorithms, however, do not performwell in network68

security applications, as we would need to locate malicious69

patterns in the IoT real-time traffic [16]. For example, due to70

high costs in memory, resources for processing, creation of71

unnecessary pattern and gap creation between the patterns,72

these algorithms are not suitable for suspicious pattern73

mining – see also Section V.74

In order to overcome the limitations in these algorithms,75

the Mine Malicious Frequent Patterns (MMFP) algorithm is76

proposed in this paper. MMFP is designed to mine frequent77

patterns efficiently to facilitate the detection of anomalous78

behavior. However, prior to presenting MMFP in Section III,79

we will first discuss related work (see Section II).80

II. RELATED WORK81

The process to find hidden behavior in a dataset that may82

either be benign or abnormal, is known as anomaly detection.83

While anomaly refers to an unexpected behavior, not all84

anomalies are cyber or attempted attacks [17]–[20]. Anomaly85

detection has widespread applications such as detecting86

fraudulent credit card transactions and malicious network87

activities [21]–[25]. For instance, a behavior profile of a legit-88

imate user is learned by the algorithm, and any behavior that89

deviates from the typical behavior (e.g. a banking transaction90

in a different country or conducted when the user is supposed91

to be asleep) will trigger an alarm [26]–[28].92

A number of data mining techniques designed to detect93

malicious activity have been proposed in the literature. For94

example, techniques such as Prefixspan [29], Apriori [30],95

GSP [31] and FP-Growth [32] are used to locate hidden96

patterns and their associations. This allows the identification97

of zero day attacks. Agrawal et al. [33] proposed the AIS98

algorithm, which uses the previous acquaintance of the recur-99

sive item set. In this algorithm, level-wise search is used.100

In order to search kitems, we need to have (k-1) itemsets, and 101

in order to find recursive 1itemsets, the database is scanned 102

to obtain counts for each item. Any item that satisfies the 103

minimum support will produce a result labeled L1. Recursive 104

2itemsets i.e. L2 is found by using L1. The process continues 105

until no k-itemset can be found. However, this requires the 106

searching of the entire database for each itemset. To reduce 107

the search efforts, Apriori property is used. According to this 108

property, every non-empty subset of recursive itemset must 109

also be recursive [34]. 110

To improve search efficiency, another method was intro- 111

duced to remove the itemsets that may not be frequent. 112

By doing so, counting is reduced for these itemsets. For 113

efficient memory management, one could remove redundant 114

itemsets or to remove larger set having parent and children 115

and store only the parent on the disk at the start of the next 116

iteration [35]. A limitation with AIS is that a lot of candidate 117

itemsets are generated which are not useful due to their small 118

size. Also, the database is scanned multiple times, which 119

results in unnecessary time and CPU cycles [36]. 120

The Apriori algorithm is proposed for ARM in [30]. 121

Apriori is comparatively accurate and faster than AIS. 122

In Apriori, there are two steps involved in discovering the 123

large-size itemsets. First, the candidate sets are created. 124

To find the support threshold value, the database is scanned. 125

Next, we prune itemsets whose frequencies are less than the 126

pre-defined support threshold value. Apriori avoids investi- 127

gating candidate itemsets that are rare [37]. Consequently, 128

after pruning again and again, the leftover candidate sets are 129

reduced. Therefore, the requirements for I/O, computational 130

cost and memory are also slightly reduced [38]. However, 131

Apriori still scans the entire databases several times and does 132

not guarantee all required patterns due to limitation in storage. 133

To find frequent items, the MCAR (Multi-class Classifica- 134

tion based on Association Rule) is proposed. MCAR con- 135

sists of a rule generation, and a building classifier. In rule 136

generation, MCAR studies the training dataset to identify the 137

frequent k items. After that, it recursively pools the items 138

to return items that have more attributes. Then, ranks are 139

created and the patterns of these itemsets stored. At the second 140

stage, rules are defined for the patterns that were stored to 141

build a classifier [39]. Accuracy and speed are two important 142

performance parameters. The advantages of using MCAR 143

is the ability to identify frequent items and rules in only 144
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single pass; thus, saving on storage and execution time. By145

following a method of rule ranking, a random choice to pick146

one rule among different rules is minimized [40].147

In RARM (Rapid Association Rule Mining) [41], the148

database is viewed in the form of a tree rather than a can-149

didate generation process. RARM is much quicker than FP-150

Tree. In the sizable itemsets generation process, there are two151

phases:152

i) Preprocessing phase: SOTrieIT (Support Ordered Trie153

Itemset) structure is used to rapidly generate big size154

1-itemsets and 2-itemsets from every transaction.155

By doing so, scanning the database and candidate gen-156

eration for the next time is not required. Similar to157

FP-Tree, every link of SOTRie IT bears one item and the158

relevant support count. SOTrieIT is the enhanced version159

of TrieIT. TrielIT is similar to SOTrieIT. However, in160

TrieIT, morememory is required due to the need for indi-161

vidual storage of support counts. SOTrieIT is introduced162

to reduce the storage requirement.163

ii) Mining large itemsets: by following a depth-first164

approach, SOTrieIT tree first scans the leftmost first165

level node and checks for the minimal support threshold166

value at each level. After the generation of big size167

1-itemsets and 2-itemsets, the Apriori algorithm is168

applied to identify some new large itemsets.169

Although the most expensive operation during the process170

of mining is to create the biggest size 2 itemsets. How-171

ever, findings in [41] demonstrate that generation of big size172

1-itemsets and 2-itemsets through SOTrieIT algorithm can173

be improved. However, SOTrieIT has the same limitations to174

FP-Tree [36], [42].175

FP-Tree (Frequent Pattern Tree) [32] is an ARM tech-176

nique that mines better than Apriori as it overcomes two177

limitations of Apriori. Rules are generated using a tree struc-178

ture of multiple items. By scanning only the database twice,179

frequent itemsets are generated without generating a candi-180

date set. Thus, the databases are scanned only twice and it181

is much faster than Apriori [43]. This involves two child182

processes:183

i) Building FP-Tree: Similar to the Apriori algorithm,184

it first scans the database, collects the support count of all185

items, sorts the frequent itemsets in descending order by186

considering their support values. By doing so, sequential187

frequent 1-itemsets is generated.188

ii) Creating frequent patterns using FP-Tree: An FP-Tree189

is constructed by scanning the database again with the190

main table. For each iteration, frequent items’ state is191

re-sorted according to the main table. For instance; the192

T1 (I2, I4, I6) is changed to T2 (I4, I2, I6) because193

I4 occurs more frequently than I2 in the dataset.194

Frequent patterns use a divide-and-conquer approach.195

While this has a low computational cost since no candidate196

set is generated, the FP-Tree is not suitable for incremental197

mining and interactive mining system as in the incremen-198

tal mining approach, databases continually change as time199

passes. This is because records may be updated or newly200

inserted, and this updating may results in repetition of the 201

entire process. While in interactive mining system, legiti- 202

mate users can alter the minimum support threshold value 203

by considering the rules and it too results in repetition of the 204

entire process. This approach also generates similar patterns 205

of itemsets, according to the frequency [36], [44]. 206

A comparative summary of AIS, Apriori, MCAR, RARM, 207

and FP-Growth is presented in Table 2. and GSP, SPADE, 208

SPAM, and Prefixspan is presented in Table 3. 209

The GSP (Generalized Sequential Pattern) algorithm [31] 210

is an effective method to examine ordered patterns which 211

uses the bottom-up approach. However, by decreasing 212

the minimum support value, large number of candidates 213

are generated. Thus, this requires significant time and 214

resources [45], [46]. Candidate k-sequences are generated 215

from (k-1)-sequences. Depending on the support count, 216

the candidate k-sequence frequency is obtained in every 217

iteration [47]. To address this over generated candidate 218

set problem, the authors proposed using the SPADE algo- 219

rithm to split the candidate sequences into blocks [48]. 220

A bottom-up approach is used in SPADE to obtain the regular 221

sequences [49]. In order to reduce the cost, an ID-List tech- 222

nique is used to compute support count. This ID-List keeps 223

a record of pairs that indexes the positions in the database. 224

However, a single sequence can be recorded more than once. 225

SPADE is costly when the number of candidate sequences is 226

large andwhen continual merging of Id-lists are required [50]. 227

To reduce merging costs, the authors in [51] proposed the 228

SPAM algorithm where every ID-list is viewed as a straight 229

icon. As all icons can be stored in the RAM, the algorithm 230

has a fast performance [52], [53]. 231

Prefixspan is designed to mine frequent items from a 232

dataset, using a divide-and-conquer approach to discover 233

hidden patterns in the database. Here, unlike FP-growth, the 234

number of candidate sequel generation is greatly reduced. 235

In order to discover the frequent 1-sequences, such as 236

<(x)>, <(y)>, <(z)>, <(a)>, <(b)>, it scans the database 237

first. Next, projected database is generated for all frequent 238

1-sequence [29]. To detect the frequent (k+1)-sequences, 239

the Prefixspan algorithm recursively creates the projecting 240

databases for every frequent k-sequence. However, similar to 241

SPADE and SPAM, Prefixspan is costly and extra Gapsİ are 242

created while yielding sizable projected databases twinned 243

patterns are generated [53]–[55]. 244

As previously discussed, ARM techniques have been 245

widely used in networking context. For instance, the authors 246

in [56] demonstrated the utility of association rules in extract- 247

ing intrusion patterns from tcpdump log file and system 248

call logs. In [57], the author identifies events of interest 249

from the MAWI traffic depository using frequent itemset 250

mining technique in traces [58]. Chandola and Kumar [59] 251

outlined heuristic program rules for discovering small set of 252

frequent itemsets that can sum up sizeable sets of flows. The 253

‘‘eXpose’’ [60] is an application that exploits the imperma- 254

nent correlation between flows in a very small time stamp 255

window and detects abnormal communication patterns [61]. 256
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TABLE 2. A comparative summary of existing data mining approaches: AIS, Apriori, MCAR, RARM, and FP-growth.

TABLE 3. A comparative summary of existing data mining approaches: GSP, SPADE, SPAM, and Prefixspan.

In the proposed framework, we have evaluated perfor-257

mance of Prefixspan, FP-Growth and Apriori mining tech-258

niques. We have compared the performance against our novel259

approach (as mentioned in section V. All aforementioned260

shortcomings affiliated to these three techniques are resolved261

in the proposed framework. We claim that Prefixspan262

generates surplus gaps; however, our algorithm efficiently263

overcome this issue. Prefixspan and FP-Growth generates264

redundant patterns due to which large storage is utilized and265

performance is compromised. Likewise, FP-Growth, Apriori266

is also not preferable for large datasets as all required pat- 267

terns are not guaranteed, and thus it requires extra storage 268

and surplus processing time which is unfordable in IoT(s). 269

We have overcome these deficiencies by converting all 270

records to the same data type through mask creation (as men- 271

tioned in section 3.B), due to which processing time, power 272

and storage utilization is reduced [62]. Our proposed scheme 273

MMFP, expeditiously results in exact existing patterns with 274

no gaps. Hence, an optimized framework is launched that can 275

deliver better performance for secure communication among 276
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things. The resulting patterns from this structure aid firms to277

discover anomalies and respond accurately against them in278

things to things communication.279

III. PROPOSED FRAMEWORK FOR MINING280

MALICIOUS FREQUENT PATTERN281

Our proposed scheme is illustrated in Fig. 1, which consists282

of three key phases.283

A. FEATURE SELECTION284

Determining the right dataset for pattern mining can be285

challenging but this is an important step, as the choice of286

accurate features for dataset will dictate the effectiveness287

of discovering anomalies. In our proposed framework, the288

essential features are extracted using Principle Component289

Analysis (PCA). It is used to investigate and conceptualize290

the data by concentrating on fluctuation(s) in the dataset.291

Features having identical values are removed and those with292

most variations are selected. This phase is described in293

Algorithm 1.294

Algorithm 1 Feature Selection
1: Input: dataset.txt
2: Output: legends_dataset.txt F A file

containing records with legends.
3: procedure
4: for each li ∈ logs do
5: extract redundant features
6: apply PCA F Principle

Component Analysis.
7: store in feature_extr.txt
8: endfor
9: if features extraction done then
10: call Legends Creation
11: endif
12: return legends_dataset.txt

B. LEGENDS CREATION295

In practice, it is challenging to build the desired dataset296

manually out of log files as there are various types of log files297

with different kinds of attributes. Moreover, the features of298

the dataset also need to be managed properly, as we have to299

set appropriate data types of the features in order to prepare300

them for association. In order to make the dataset appropriate301

for computations, we have to convert the string values to302

numerical values.303

0 −→ feature should not be selected for dataset;304

1 −→ feature should be selected the way it is;305

2 −→ feature should be selected and assigned with306

legends.307

After the selection of attributes using PCA, the next step is308

to create legends by making mask. Mask is the structure that309

facilitates the construction of legends of a specific data type.310

In order to make our scheme space efficient, non-numeric311

Algorithm 2 Legends Creation
1: Input:
a) feature_extr .txt
b) mask.txt
2: Output: legends_dataset.txt F A file containing

records with legends.
3: procedure
4: for each Mi ∈ Mask do
5: if Mi == 0 then
6: move to next
7: endif
8: else
9: if Mi == 1 then
10: store Mi in legends_dataset.txt
11: M++
12: endif
13: else
14: if Mi == 2 then
15: Mi← UL F A file

containing records with legends.
16: create UL.attr .txt
17: write Mi | UL
18: store UL in legends_dataset.txt
19: endif
20: endfor
21: return legends_dataset.txt

Algorithm 3Main Framework
1: Input: legends_dataset.txt
2: Output: OFP.txt
3: procedure
4: for each Fi ∈ legend do
5: calculate index of F_i
6: If ← indexofFi
7: j← If + 1
8: while line(j) != Fi do
9: j++
10: end while
11: for k ← If ; k < j do
12: for z← If − 1; z < k do
13: write line[z] in the OFP.txt
14: move to next line
15: endfor
16: endfor
17: endfor
18: return OFP.txt

values can be converted to numeric values using mask, which 312

ranges between [0-2] according to the requirement of values 313

of the attributes. With a view to convert all values to the same 314

data type, a novel approach is proposed and demonstrated in 315

Algorithm 2. 316

The desired datasets can be formed through a mask as it 317

is user-defined. After converting values to a single data type, 318
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FIGURE 1. Proposed framework for mining malicious frequent patterns (MMFP).

FIGURE 2. Framework for mask creation.

the scheme consumes less memory; thus, more cost efficient.319

Fig. 2 outlines the complete legend assignment phase.320

C. FREQUENT PATTERN MINING321

Existing algorithms do not only result in redundant patterns,322

but also yield extra gaps; thus, consuming more memory and323

incurring additional costs. MMFP mines frequent patterns324

without producing extra gaps and redundant patterns. The 325

main framework of the proposed approach is described in 326

Algorithm 3. 327

IV. PARAMETERS SELECTION 328

Two user-defined parameters, that are incorporated by the 329

proposed algorithm which are listed below: 330
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TABLE 4. Comparison of ARM techniques and MMFP for a sample of 50 records.

TABLE 5. Comparison of ARM techniques and MMFP for a sample of 100 records.

TABLE 6. Comparison of ARM techniques and MMFP for a sample of 150 records.

TABLE 7. Comparison of ARM techniques and MMFP for a sample of 200 records.

• Minimum Support Value (MSV): In order to collect331

frequent patterns that occur more than the specified332

threshold value, the Minimum Support Value parameter333

is used. MSV takes a value in [0-1].334

• Confidence Level: For observing the occurrence of a335

pattern in the dataset, a confidence level is specified336

which takes a value in [0-1].337

The MMFP algorithm scans the entire dataset at once to338

locate frequent patterns according to MSV and confidence339

level; thus, avoiding limitations in existing algorithms. Unlike340

traditional algorithms, all frequent patterns that reside in the341

original database become the output file. The algorithm dis-342

cards non-frequent patterns and ensures an optimum solution.343

After the frequent patterns have been mined, rules are created344

for every resultant pattern. If a pattern deviates from normal,345

then expert analysis is performed on that sequence to deter- 346

mine whether it is an anomaly. 347

V. FINDINGS AND DISCUSSIONS 348

We now present a comparative summary of Apriori, Prefixs- 349

pan, FP-Growth and the proposed framework MMFP. In the 350

evaluations, we used a machine of at least 6GB RAM, and 351

2.10Giga Hertz processor. A sample of 200 security pertinent 352

records from a dataset of 10,48,569 records of a real-world 353

case study organization (Trillium Pakistan) was segregated in 354

4 chunks (i.e. 50, 100, 150 and 200), and the performance 355

metrics used were processing time, memory utilization, and 356

number of generated patterns. 357

Table 4 displays the outcomes of using Apriori, Prefixs- 358

pan, FP-Growth and MMFP for 50 records. Based on the 359
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FIGURE 3. Processing time for multiple transactions.

specified value for number of transactions and minSup, the360

algorithms were then evaluated. By comparing the results,361

we observed that MMFP performs comparatively well with362

respect to memory usage. Prefixspan needs more memory363

as it creates the projecting databases for every frequent k-364

sequence and generates extra gaps in the patterns. Therefore,365

it requires additional time for rules generation and is not366

suitable for environment that consists of resource-constrained367

devices (e.g. IoT devices) [63]. In terms of memory usage368

and time, FP-Growth performance is very poor because of369

redundant pattern generation. Table 5 displays the outcomes370

of using Apriori, Prefixspan, FP-Growth and MMFP for 100371

records. MMFP outperforms Apriori in terms of memory372

usage.373

The other findings for 150 and 200 records are reported in374

Tables 6 and 7, respectively. As observed from Table 7.375

From our evaluations, we observed that Apriori does not376

workwell for large dataset as it does not guarantee all frequent377

patterns. Prefixspan modifies existing frequent patterns by378

creating gaps in order to generate every possible pattern;379

however, these patterns are of little use in detecting anoma-380

lies. FP-Growth is also not suitable for large datasets as it381

generates identical patterns more than once; thus, incurring382

additional costs. The processing time for multiple transac-383

tions of the four algorithms is illustrated in Fig. 3. It is384

clear that FP-Growth results in the most number of frequent385

itemsets as it returns surplus patterns. Prefixspan with a large386

difference shows frequent itemsets, and Apriori achieves387

better performance than FP-Growth and Prefixspan in all388

segregated portions. MMFP executes all transactions with389

the optimal number of frequent itemsets and thus, results in390

optimal use of memory and processing time.391

Fig. 4 depicts the rule generation processing time for all the392

four algorithms, it is clear that MMFP has the best processing393

time.394

From Figs. 5.a), 5.b), 5.c) and 5.d), we observed that395

MMFP requires less memory compared to the three algo-396

rithms as it generates meaningful but fewer number of397

FIGURE 4. Frequent patterns generated for multiple transactions.

FIGURE 5. Memory required in multiple transactions.

patterns. 398

The products and systems that connect to the IoT are 399

changing business in many commercial enterprises. MMFP 400

can be used anywhere such as in scheduling maintenance for 401

auto vehicles, predicting results through E-voting, tracking 402

exact record for home appliances, medical applications for 403

patients to capture their health data and so on. 404

VI. CONCLUDING REMARKS 405

Ensuring the security of data and devices in an IoT 406

infrastructure can be challenging due to the nature of such 407

infrastructure (e.g. resource-constrained devices). Thus, it is 408

generally accepted that deployed security solutions should be 409

lightweight [64], [65]. 410

In this paper, we presented a framework to mine mali- 411

cious frequent patterns in IoT communications that would 412

allow us to identify misuse and detect anomalies without 413

incurring high computational costs. We evaluated the utility 414

of our proposed framework by benchmarking the frame- 415
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work with three popular ARM techniques, namely: Apriori,416

FP-Growth and Prefixspan, using real-world security logs417

from a Pakistan-based organization.418

Future research includes deploying the proposed frame-419

work on multiple datasets and systems to further fune-tune420

the framework for enhanced efficiency and accuracy. In order421

to make a proficient recommendation system, there is a need422

to associate MMFP with Deep Learning techniques for inter-423

communication and intra-communication among Internet of424

Things (IoTs).425
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