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ABSTRACT In this paper, a novel remote sensing image registration method based on phase congru-
ency (PC) and spatial constraint is proposed. PC can provide intrinsic and meaningful image features,
even when there are complex intensity changes or noise. Image features will be well detected from
the corresponding PC images by the SAR-SIFT operator. It means that the feature detection methods
in the frequency domain (PC) and the spatial domain (SAR-SIFT operator) are combined. To further
improve the result of registration, spatial constraints, including point and line constraint, are established
by utilizing the position and orientation information. Then, one to more matches can be removed and the
influence of adjacent point can be greatly eliminated. The experimental results demonstrate that our method
can obtain a better registration performance with higher accuracy and more correct correspondences than
the state-of-the-art methods, such as SIFT, SAR-SIFT, SURF, PSO-SIFT, RIFT, and GLPM.

INDEX TERMS Phase congruency, spatial constraint, SAR-SIFT operator, remote sensing, image registra-
tion.

I. INTRODUCTION
Remote sensing image registration is a process of aligning
images of the same scene which are acquired under different
conditions, such as different times, various viewpoints or
different sensors [1]–[3]. It is a vital fundamental step of
many applications such as image fusion [4], [5], 3-D recon-
struction [6], change detection [7], and so on.

Many methods have been developed for remote sens-
ing image registration. They are mainly divided into two
groups: area-based and feature-based methods [8], [9]. Area-
based methods directly rely on the pixel intensities in the
overlapped area to get the geometric transformation model
with a certain similarity measure [10], [11]. Cross correla-
tion (CC) [12] and mutual information (MI) [13] are two
most well-known area-based methods. Area-based methods
avoid complex feature extraction steps, but they are easily
influenced by violent illumination changes or noise. Also,

the computational complexity of area-based methods is very
high.

Compared with area-based methods, feature-based meth-
ods will extract features such as points, lines [14], curve and
edges. And these methods need to establish reliable feature
correspondences first according to the similarities of the
descriptors [15], then features are utilized to estimate the geo-
metric transformation between two images. Feature matching
is an important step which affects the performance of reg-
istration approaches [16], [17]. Feature-based methods are
more robust and have higher precision and effectiveness [18].
And feature-basedmethods can work well when there is com-
plex geometric deformation between two images. Therefore
this kind of method is more widely used in remote sensing
image registration. In this paper, we mainly study the feature-
based methods. Scale-invariant feature transform (SIFT) is
one of the commonly used feature-based methods [19].
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Gaussian scale space is built to find keypoints. It is invariant
to scale changes, rotation, translations and robust to illumi-
nation changes and affine distortions. Wang et al. [20] intro-
duced a novel bilateral filter SIFT (BFSIFT) method, which
uses bilateral filter to build the anisotropic scale space (ASS).
ASS can provide more details at coarser scales and more
precise location. Delliinger et al. [21] developed a SIFT-like
(SAR-SIFT) algorithm for SAR images registration, which
gives a new gradient computation method. SAR-SIFT is
actually based on multiscale Harris algorithm. Ma et al. [22]
proposed a robust point matching method called PSO-
SIFT which utilizes the position, scale, orientation infor-
mation to redefine the Euclidean distance, and rematches
to increase correct correspondences. Fan et al. [23] proposed
an improved SAR image registration method (LDSR) which
directly uses neighborhood intensity information to construct
the local descriptors and obtains correspondences by spare
representation. Fischler and Bolles [24] proposed a robust
sample consensus judging algorithm (RSCJ) and embedded
it into random sample consensus (RANSAC). This algorithm
can identify bad samples efficiently and dramatically reduce
the computational load.Wu et al. [25] developed a new point-
matching algorithm called fast sample consensus (FSC),
which has higher efficiency and stability than RANSAC.
Chen et al. [26] proposed a robust feature matching method
for SAR and optical images by using Gaussian-Gamma-
Shaped (GGS) bi-windows-based descriptor and geometric
constraint. Li et al. [27] proposed a novel feature matching
algorithm called RIFT which uses MIM instead of gradi-
ent for feature description and achieves rotation-invariant
by construction of multiple MIMs. Ma et al. [28] proposed
a robust guided locality preserving matching (GLPM) for
remote sensing image registration. This method is able to
handle outliers extremely and can significantly improve the
true matches without sacrificing accuracy.

Many feature-based registration methods take advantage
of the gray or gradient information to detect the keypoints
and get the corresponding descriptors in spatial domain.
Such methods are easily affected by illumination, contrast
and noise. These factors will make the keypoints unsta-
ble and imprecise. Due to the noise, some points will be
wrongly detected as keypoints, and some keypoints may
not be detected. More importantly, the descriptors will be
affected. Then the descriptors cannot correctly express the
features of the keypoints. Thus we sometimes cannot find
enough correct correspondences or ensure high location accu-
racy. There are still many practical problems and challenges
in remote sensing image registration. Aimed at these prob-
lems, phase congruency is applied to image registration in
frequency domain. PC is not affected by image illumination
and contrast, and robust to speckle noise, and PC also pro-
vides rich texture, edge and structural information which is in
accordance to human vision [29], so PC has a strong advan-
tage in feature detection [30]. Moreover, to reduce the pos-
sibility of mismatch, the spatial constraint is widely used in
the computer vision community when matching challenging

images [31]. The spatial relationship between objects remains
approximately the same [32]. The one to more matches and
wrong matches caused by similar descriptors can be greatly
removed.

In this paper, a novel remote sensing image registration
method based on phase congruency and spatial constraint is
proposed. First of all, the PC images of the original images
are calculated. PC image can fully reflect the structure infor-
mation and provide rich meaningful features. Then features
are extracted from the two corresponding PC images by
SAR-SIFT operator. In this way, methods in both spatial
and frequency domain are combined together skillfully. The
spatial relationship across corresponding images should basi-
cally not change. If two keypoints are close enough, correct
matching pairs will not be found. Also there are some one to
more matches. To remove these incorrect correspondences as
much as possible, the spatial constraints are constructed by
using the position and orientation information of the corre-
sponding points. The spatial constraint will increase the num-
ber of correct correspondences (inliers) and also improve the
accuracy.

Motivated by the success of PSO-SIFT [22], PSO-SIFT
utilizes the position, scale, orientation information to build
a robust joint distance named position scale orientation
Euclidean distance (PSOED), and uses PSOED as the dis-
tance measure to rematch. The keypoints are matched by the
ratio between the distance of the nearest neighbor and that of
the second nearest neighbor. The PSOED will be minimized
in most cases when the point pairs are correctly matched.
In this way, PSO-SIFT increases correct correspondences.
However, if two keypoints are close enough, correct matching
pairs will not be found. In this paper, the spatial constraints
are constructed by using the position and orientation infor-
mation of the corresponding points. If two points are correct
matching points, then the spatial relationship between these
points should be consistent from reference image to sensing
image. For example, pi1, pi2 and qj1, qj2 are correct corre-
sponding matching point pairs which are obtained by SAR-
SIFT in the first match. If pi and qj are correct matching
points, their deviation error should be less than dth. The
proposedmethod is not easy to be affected by noise, so spatial
constraint is used to find more point pairs, then the second
match can increase inliers very well.

The rest of this paper is organized as follows: SAR-SIFT
operator and PC is briefly introduced in Section 2. And the
novel method based on PC and spatial constraint is presented
in Section 3. Then the datasets, evaluation criterion and
parameter setting are described in Section 4. The experimen-
tal results are illustrated and compared in Section 5. Finally,
the conclusion is drawn in Section 6.

II. RELATED WORK
A. SAR-SIFT OPERATOR
Image registration is actually a process of finding a best trans-
formationmatrix to map the sensed image to reference image,
andminimizing the dissimilarity between the reference image
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and the transformed sensed image in the overlapped area [33].
In feature-based methods, the main challenge is to get enough
correct corresponding keypoints. Then the transformation
matrix can be calculated. The feature-based methods mainly
consist of these steps: feature extraction, feature matching,
transformation selection and calculation, image resampling.
Feature extraction is the fundamental and important part of
image registration methods. Here the SAR-SIFT operator is
briefly introduced to show the procedure of feature extraction.
As for feature matching, Euclidean distance of descriptors
is calculated, then nearest neighbor distance ratio (NNDR)
strategy is used to build correspondences. Finally RANSAC
is adopted to compute the transformation matrix.

SAR-SIFT is a SIFT-like descriptormainly adapted to SAR
images. The SAR-SIFT algorithm consists of three parts:
keypoint detection, orientation assignment, and descriptor
extraction.

(1) Keypoint detection: Firstly, the SAR-Harris scale space
is constructed by computing the logarithmic ratio of the
exponentially weighted averages (ROEWA) operator in
each image octave [34]. A new gradient computation
method called gradient by ratio (GR) which is based
on ROEWA is introduced. GR is more suitable to mul-
tiplicative noise than gradient by difference because
it takes neighborhood information into consideration.
Then extreme points are selected as keypoints. The new
multiscale SAR-Harris matrix and the new multiscale
SAR-Harris function are defined as:

CSH (x, y, α) = G√2α ?
[
(Ix,α)2 (Ix,α) · (Iy,α)
(Iy,α) · (Ix,α) (Iy,α)2

]
(1)

RSH (x, y, α) = det(CSH (x, y, α))

−d · tr(CSH (x, y, α))2 (2)

where α is the scale, G√2α is a Gaussian kernel with
standard deviation

√
2α, ? is the convolution operator,

Ix,α and Iy,α are respectively the horizontal and vertical
gradients and d is an arbitrary parameter.

(2) Orientation assignment and Descriptor extraction:
A circular neighborhood is used to calculate the main
orientation histogram for each keypoint. Then the main
orientation can be obtained. As for descriptor extrac-
tion, a circular neighborhood and log-polar sectors are
used. And the GR gradient makes the feature descrip-
tors efficient. This method is invariant to scale and
rotation, and has good robustness to the speckle noise.

B. PHASE CONGRUENCY
PC is a frequency-based model that finds keypoints in an
image where there is a high degree of order in the Fourier
domain. Assume that, f (t) is a one dimensional signal.
At location x, An(x) and φn(x) are corresponding amplitude
component and phase component in the nth sinusoidal com-
ponent. Yuan [35] developed a measure of phase congruency
via Log Gabor wavelets, which is robust to noise and offers

good localization. It is defined as:

PC =
6nW (x)bAn(x)1φn(x)− T c

6nAn(x)+ ε
(3)

1φn(x) = cos(φn(x)− φ̄(x))−
∣∣sin(φn(x)− φ̄(x))∣∣ (4)

where W(x) weighs for frequency spread. T is a noise
threshold. ε is a small parameter for avoiding divided by
zero [36]. The term φ̄(x) denotes the weighted mean phase
angle. b·c indicates to get the integer that is not larger than it.

The values of PC are high at edge and boundary. According
to the principle of PC, features like lines and edges are per-
ceived at points where the Fourier components are in phase
with each other. That is to say, values of PC are high in these
points. Therefore, PC is usually used as a feature detector
in image registration. PC’s invariance to image illumination
and contrast makes it a robust and reliable feature detection
method [30]. Some experiments show that the human visual
system reacts more strongly to the points of high PC value by
some physiological evidence [37], [38]. In this paper, we do
not directly select the points of high PC as initial keypoints.
Instead, SAR-SIFT operator is used to detect keypoints on
PC images. The following section will clearly illustrate the
specific implementation process.

C. TRANSFORMATION MODELS
In remote sensing tasks such as image registration, environ-
mental monitoring, and change detection, the relationships
between image pairs are typically modeled by rigid, affine,
and similarity transformations [39]. However, most remote
sensing images are taken by satellites vertically from high
altitude. This will lead to translation, rotation, and other
transformations between image pairs, and similarity trans-
formation can process common geometric transformation in
remote sensing images registration. Therefore, we assume
a similarity transformation model which is widely used in
the registration of remote sensing images [22]. Similarity
transformation consists of four parameters: rotation, scale,
and two shifts. Under the similarity transformation model,
the correct matching pairs will have the same rotation angle
in space, the same scale ratio, the same horizontal shifts,
and the same vertical shifts in most cases. In this paper,
similarity transformation is used to study the best geometrical
transformation method.

III. PROPOSED METHOD
A. FEATURE DETECTION ON PHASE CONGRUENCY
IMAGES USING SAR-SIFT OPERATOR
The methods for feature detection are divided into two types:
spatial domain methods and frequency domain methods. Fea-
ture detection algorithms based on spatial domain are usually
realized by gradient operators such as Sobel, Laplace and
Log. In the spatial domain, these gradient operators are used
to calculate the gray transformation to detect the features.
This kind of method is easy to implement with fast speed,
but it is easily affected by illumination, contrast, especially
speckle noise, which leads to a large number of unreliable
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FIGURE 1. Comparsion of features detected by several operators.
(a) Image with speckle noise. (b) Laplace. (c) Canny. (d) PC.

keypoints appearing within the initial keypoints. These unre-
liable keypoints will lead to inaccurate correspondences and
further affect the correct calculation of the transformation
parameters. While in the frequency domain, Fourier trans-
form is mainly used like phase congruency. It has been proved
that phase congruency is invariant to illumination and contrast
condition [29], and robust to noise in frequency domain.
Also, it offers accurate feature positioning. In view of this,
phase congruency model is used to extract feature points in
remote sensing images to reduce the influence of wrong and
unstable feature points in images. In this paper, we consider
the problem from another point of view, and features are
extracted on PC images rather than original images. Due
to the excellent characteristics of phase congruency, rich
and reliable structure information can be obtained. Then the
features can be efficiently extracted by SAR-SIFT operator,
thus realizing the combination of space domain method and
frequency domain method for feature detection.

A simple comparison in Fig. 1 is conducted to illustrate
the robustness of PC to noise. The multiplicative noise with
a mean of 0 and a variance of 0.04 is added to the image.
Laplace, Canny and Phase congruency operators are used as
contrast algorithms to detect the features. It can be seen from
Fig. 1 that Laplace operator ismost sensitive to noise, even the
noise is treated as image features to be detected, and the edges
are not clear or continuous. As for Canny operator, it will
denoise the image with the Gaussian filter, thus this method is
not affected by noise. But after filtering, the image becomes
blurred and the feature details are lost, which reduces the
detection accuracy. As for phase congruency, no filtering is
needed. PC can acquire not only features but also internal
structure information of the images. As shown, PC is most
robust to noise. We also make the same comparison in the
real images and the results are shown in Section 5.

PC provides rich texture, edge and structural information.
This is consistent with the human visual system’s cognition

of image features [40]. Owing to these characteristics of PC,
the number of feature points obtained by this method is much
more than that of the traditional methods which get feature
points on original gray images. Sometimes we even cannot
get enough correct correspondences on original gray image,
thus getting the wrong registration result. But our method can
still work well under such condition.

Here the main process of our method is introduced. First
of all, phase congruency of every point in two images is
calculated. Then SAR-Harris detector as introduced in SAR-
SIFT is used to detect keypoints on PC images. In the next
step, the dominant orientations of the points are assigned and
descriptors are extracted as in SAR-SIFT. After the image
descriptors of the keypoints in two images are obtained,
NNDR is used to establish feature correspondences. The
threshold dratio is set to 0.9 in experiment. After that,
RANSAC is used to obtain the optimal transformation model
parameters and get the correct matching pairs at the same
time. Finally, we obtain the initial correct matching point
pairs and the transformation matrix.

By the way, in order to reduce the computational com-
plexity, we only choose a part of initial keypoints before
featurematching. Similar to structural similarity (SSIM) [41],
the criterion for preselection is defined as:

ρ(PR(rm),PS (sn)) =
2µR(rm)µS (sn)

[µR(rm)]2 + [µS (sn)]2

×
2σR(rm)σS (sn)

[σR(rm)]2 + [σS (sn)]2
(5)

where PR(rm) means the image patch in the reference image
centered at the feature point rm, PS (sn) indicates the image
patch in the sensed image centered at the sensed point sn,
µR(rm) and σR(rm) are the intensity mean and standard devi-
ation in image patch PR(rm). Likewise, µS (sn) and σS (sn)
are the intensity mean and standard deviation in image patch
PS (sn). If ρ ≤ ρth, then the sensed point sn can be regarded as
the potential match of rm. Many impossible matching points
are removed by this way to avoid unnecessary calculation.

In view of the characteristic of PC, features are detected
on corresponding PC images by SAR-SIFT operator. The
influence of noise can be reduced as much as possible. But
one to more matches and wrong matches are still inevitable.
Multiple orientations and adjacent keypoints all could lead
to this situation. And then spatial constraint is used to solve
these problems.

B. INCREASE CORRECT CORRESPONDENCES USING
SPATIAL CONSTRAINT
An enhanced feature point matching strategy called spatial
constraint is proposed to greatly increase the number of cor-
rect matching points (inliers). If two points are correct match-
ing points, then the spatial relationship between these points
should be consistent from reference image to sensing image.
PC is robust to noise, we can largely reduce its influence. But
there are some close enough keypoints, these points will have
similar descriptors. Thus some potential correct matching
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FIGURE 2. Spatial constraint between two images. pi1, pi2 and qj1, qj2
are correct corresponding matching point pairs which are obtained in the
first match. If pi and qj are correct matching points, their deviation error
should be less than dth (Point constraint), and rd =

dp
dq

should be
approximately a constant (Line constraint).

points cannot be found by NNDR. Also, there are some one to
more matches or even wrong matches. The spatial constraint
is not easy to be affected by noise, so spatial constraint is used
to find more point pairs, then the second match can increase
inliers very well.

Two initial keypoint sets P = {p1, p2, ...pm} and Q =
{q1, q2, ..., qn} have been acquired after NNDR. (xi, yi) and
θi indicate the position and dominant orientation of ith key-
point in the reference image. Similarly, (x ′j , y

′
j) and θj indicate

the position and dominant orientation of jth keypoint in the
sensed image. The point set PC and QC represent the match
pairs filtered by RANSAC. And the mapped point (x ′′j , y

′′
j )

of original point (x ′j , y
′
j) in the sensed image is obtained by

transformation matrix. Think of the spatial constraint from
two perspectives: Point and Line. Specifically, the correct
match pairs should have the same main orientation error and
the unchanged distance ratio. These spatial constraints go
forward one by one, gradually reduce the scope, and finally
get the exact results.

(1) Point constraint: Firstly, the main orientation error for
each correct correspondence should be basically same.
eθ (i, j) is the main orientation error between the two
points (pi and qj) to be judged, and θ̄C is the average
main orientation error between PC and QC . By this
way, on the basis of the results which we have obtained,
we choose the potential point pairs from the original
keypoint sets. We set a threshold θth, then the main
orientation error and main orientation constraint can be
defined as:

eθ (i, j) =
∣∣θi − θj∣∣ ∣∣eθ (i, j)− θ̄C ∣∣ ≤ θth (6)

Secondly, the correct corresponding keypoints should
locate in the same position in the corresponding image.
Considering the unavoidable error of the point coor-
dinates, the deviation error between each correct cor-
responding points should be less than a threshold dth.
By so doing, the range of possible matching pairs is
further narrowing. The deviation error of pi and q′j is

defined as:

ed (i, j) =
√
(xi − x ′′j )

2 + (yi − y′′j )
2 < dth (7)

(2) Line constraint: If pi1 in setPC and qj1 in setQC are one
correct match pair which is regarded as a benchmark for
judgment. There are two points pi in setP and qj in setQ
to be judged. The distance between pi1 and pi is called
dp1. Similarly, the distance between qj1 and qj is called
dq1. If this two points pi and qj are a correct match pair,
the distance ratio rd =

dp1
dq1

should be a constant. This
is called the distance ratio invariant criterion. In the
experiment, the distance ratio invariant criterion is used
to get the final precise results.

rd =

√
(xi1 − xi)2 + (yi1 − yi)2√
(x ′j1 − x

′
j )
2 + (y′j1 − y

′
j)
2

(8)

The geometric relationship between matching features
should not change too much across images. Point constraint
and line constraint are effective and reliable even if there
are violent illumination changes or noise. More importantly,
when some descriptors cannot fully express the difference
between features of the keypoints, spatial constraint can still
work. For this reason, we can increase reliable matching point
pairs.

IV. DATASET, EVALUATION CRITERION AND
PARAMETER SETTING
A. DATASET
To evaluate the effectiveness and accuracy of our method,
four image pairs are tested. These image pairs are shown
in Fig. 3. Similarity transformmodel is used for the geometric
distortion between image pairs.
(1) Image pair 1: The first pair includes two 614×611 mul-

tispectral images form USGS project, Lat/Long: 69.6/-
92.7, 240-m resolution. The reference image is from
band 5(Sensor: Landsat-7 ETM+, Date: 2000/7/24).
The sensed image is from Band 3 (Sensor: Landsat 4-
5 TM, Date: 1999/6/28). There are violent and irregular
gray changes between two images.

(2) Image pair 2: The second pair includes two
256×256 multisensor images of the same area (an
urban area in Brasilia, Brazil).While reference image is
band 3 from a scene taken by SPOT on August 8, 1995.
Sensed image is band 4 from a scene by the sensor
Landsat Thematic Mapper (TM) on June 07, 1994.

(3) Image Pair 3: The third pair includes two
400×400 images from different looks. Reference
image is a single-look SAR image and sensed image
which contains more noise is a four-look SAR image.
They were taken in June 2008 and June 2009 by
Radarset-2 (C band) at the region of Yellow River
Estuary, respectively. The spatial resolution is 8 m.

(4) Image Pair 4: The fourth pair includes two
400×400 SAR images of same places (Wuhan, China)
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FIGURE 3. Remote sensing image pairs. (a)(b) Landsat-7 ETM+, band 5. (c)(d) Landsat 4-5 TM, band 3. (e)(f) SPOT,
band 3. (g)(h) TM, band 4. (i) Radarsat-2, C-band. (j) Google Earth. (k)-(p) Erdas example data.

by ALOS-PALSAR. They were taken in June 04,
2006 and March 07, 2009, respectively. The spatial
resolution is 10 m.

(5) Image pair 5: The fifth pair includes one SAR image
of size 463×413×1 and one optical image of size
463×413×3. The SAR image is the C-band of the
Radarsat-2 image acquired in June 2008, whereas the
optical image is acquired fromGoogle Earth in Septem-
ber 2012, including red, green, and blue bands. This
dataset records the changes of land use in Shuguang
Village, Dongying City, China. The spatial resolution
is 8 m.

(6) Image pair 6, 7, and 8: The three pairs are all of
size 700×700 and have already been rectified, and
hence, undergo just rigid transformation. The feature
matching task for such image pairs typically arises in

the image mosaic problem. The images are publicly
available (from the Erdas example data), which were
captured over eastern Illinois, IL, USA.

B. EVALUATION CRITERION
(1) Root-Mean-Square Error (RMSE): RMSE [8] is com-

puted to evaluate the accuracy. The RMSE is defined
as:

RMSE =

√√√√ 1
N

N∑
i=1

(xi − x ′′i )
2 + (yi − y′′i )

2 (9)

where (x ′′i , y
′′
i ) means the transformed coordinates of

(x ′i , y
′
i). N means the total number of correct matching

pairs. To reduce the error, the algorithm is repeated for
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FIGURE 4. Experimental results of these image pairs with different values of dth. (a) The number of correct matches. (b) The
rate of correct matches (CMR).

TABLE 1. Compare of RMSE, Number of correct matches, and Time of test
image pairs.

five times and the average value is regarded as the final
RMSE.

(2) Number of correct matches (N): The number of correct
correspondences is used as the criterion to evaluate the
robustness of the proposed method. The correct match-
ing correspondence denotes the matched points which
have been filtered by spatial constraint and RANSAC
as inliers.

C. PARAMETER SETTING
When SAR-SIFT operator is used to detect features on PC
images, we keep the same parameter settings of the relative
parameters such as the first scale α, the arbitrary parameter
of the SAR-Harris criterion d , and so on. In the preselection
procedure, an empirical value of 0.9 is suggested for ρth.
Only the neighborhood paths of two corresponding keypoints
are similar enough, this pair keypoints are considered as
potential matches. This means that we do not need to spend
time on the impossible keypoint pairs whose neighborhood
paths are quite different. As for the procedure of second
match, the main orientation error threshold θth is set to 4.
It is an experimental value because we only take the correct
correspondences of the first match into account up to present.
The main orientation constraint can narrow the search scope,
and it does not need to be very accurate. The deviation
error constraint is utilized to get more accurate results.

FIGURE 5. Comparsion of features detected from reference image of
image pair 2. (a) The original image. (b) Laplace. (c) Canny. (d) PC.

The deviation error threshold dth is very important to get
enough correct matching correspondences and ensure the
accuracy at the same time. From Fig. 4, we can know that the
number of correct matches increases first and then basically
remains unchanged with the dth, while the rate of correct
matches decreases. To ensure the rate of correct matches
(CMR) and get enough correct matches at the same time, dth
is set to 1.25.

V. EXPERIMENT RESULTS
A. NOISE ROBUSTNESS TEST
We use the real images without manually added speckle noise
as contrasts to illustrate the robustness of phase congruency to
noise. Fig. 5 and Fig. 6 are the comparisons of the results of
the detected features. And the matching accuracy (RMSE),
Number of correct matches (N), and Time (T) of different
operators are listed in the Table 1.

77560 VOLUME 6, 2018



W. Ma et al.: Remote Sensing Image Registration Based on PC Feature Detection and Spatial Constraint Matching

TABLE 2. Compare of RMSE, Number of correct matches, and Time of test image pairs (+: uses spatial constraints *: fails to get correct registration result).

FIGURE 6. Comparsion of features detected from reference image of
image pair 3. (a) The original image. (b) Laplace. (c) Canny. (d) PC.

It can be seen from Fig. 5 and Fig. 6 that Laplace operator
and Canny operator are most sensitive to noise, and the edge
features detected by PC are clear and continuous. Overall,
the performance of features extracted by Canny operator is
better than that of Laplace operator. That’s because the Canny
operator uses the Gaussian filter to reduce noise. PC provides
rich texture, edge and structural information, thus PC can

acquire not only features but also internal structure informa-
tion of the images. And we utilize PC to detect features in
order to obtain better performance of registration with higher
accuracy and more correct correspondences.

From the Table 1, we can see that PC obtains better RMSE,
more number of correct matches and spends less time. PC is
able to provide rich texture, edge, and structural information.
Owing to these characteristics of PC, the number of feature
points obtained by this method is much more than that of the
traditional methods which get feature points on original gray
images. Sometimes we even cannot get enough correct cor-
respondences on original gray image to get the wrong regis-
tration result. But our method can increase reliable matching
point pairs and still work well in this case. So PC is most
robust to noise.

B. REGISTRATION PERFORMANCE TEST
We compare the proposed method with the SIFT [42], SAR-
SIFT [21], SURF [43], RSCJ [44], PSO-SIFT [22], LDSR
[23], RIFT [27], GLPM [28] algorithms, and to be fair, we add
spatial constraints to SIFT, SAR-SIFT, SURF, RIFT, and
GLPM algorithms. SIFT is a most representative method.
SIFT and SIFT-based methods like SURF, PSO-SIFT have
been widely used in remote sensing image registration.
SAR-SIFT has good performance on SAR image registra-
tion. There are several SAR image pairs in our dataset. And
the contrastive experiment results will prove the advantage
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FIGURE 7. Matching results of pair 2: (a) SIFT. (b) SURF. (c) RSCJ. (d) PSO-SIFT. (e) SIFT+. (f) RIFT+. (g) The proposed method.

FIGURE 8. Matching results of pair 3: (a) SIFT. (b) SAR-SIFT. (c) RSCJ. (d) LDSR. (e) PSO-SIFT. (f) SIFT+. (g) SAR-SIFT+. (h) The proposed method.

FIGURE 9. Matching results of pair 4: (a) SIFT. (b) SURF. (c) SAR-SIFT. (d) RSCJ. (e) PSO-SIFT. (f) SIFT+. (g) SAR-SIFT+. (h) RIFT+. (i) The proposed
method.

of our method. As for LDSR, it constructs the descriptors
with intensity and geometric information of image patches
rather than gradient information. This method actually can
only get good results when two images are similar enough
and it usually suffers from geometry deformation and gray
distortion. Similarly, our method does not directly use gray

gradient information either. The descriptors are extracted
on PC images. RSCJ is a method which is used in feature
matching stage. RIFT has rotation invariance and is suitable
for a variety of multi-modal remote sensing images. And
GLPM is a novel mismatch removal method for robust feature
matching of remote sensing images. It works based on a
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FIGURE 10. Matching results of pair 5: (a) SIFT. (b) SIFT+. (c) SAR-SIFT. (d) SAR-SIFT+. (e) LDSR. (f) RIFT+. (g) PSO-SIFT. (h) The proposed method.

FIGURE 11. Matching results of pair 6: (a) SIFT. (b) SIFT+. (c) SAR-SIFT. (d) SAR-SIFT+. (e) SURF. (f) SURF+. (g) RSCJ. (h) LDSR. (i) PSO-SIFT.
(l) RIFT+. (k) GLPM+. (l) The proposed method.

general characteristic that the neighborhood structures of fea-
ture correspondences between two images of the same scene
should be similar. Experimental results show that our method
has a better performance than these traditional methods for
remote sensing image registration.

The matching results and the mosaiced images for eight
image pairs are shown in Fig. 7-14. And the matching accu-
racy (RMSE), Number of correct matches (N), and Time
(T) are listed in Table 2. Owing to the adoption of phase
congruency and spatial constraint, our method can get better
result.

Image pair 1 and 2 are obtained in two different bands from
different sensors. So the intensity mapping relation between
these two images is complex. Common methods are usually
ineffective in this situation. The results in Table 2 indicate
that SIFT, SURF, SAR-SIFT, RSCJ, LDSR, RIFT, andGLPM
all fail to get right registration result for pair 1. The descrip-
tors of these methods are seriously influenced by significant
difference of the image intensity. So the descriptors of com-
pared methods may not well express the features. Then
the distance of corresponding feature descriptors will not

measure the real relation of two corresponding points.
Therefore, these methods cannot obtain enough reliable
correspondences to compute the transformation matrix
parameters. But our method considers this question from
another perspective. Two images are registered on PC images
by SAR-SIFT operator. PC images provide us rich and mean-
ingful texture, edge and structural information. Thus true
image features are obtained. As shown, we can get correct
and better registration result.

As shown in the Table 2 and Fig. 7, although SIFT, SURF,
RSCJ, PSO-SIFT, and RIFT can get match results for image
pair 2, the number of correct correspondences is small, and
the accuracy is poor. These criteria indicate that common
methods may not meet the requirements. Due to the local
geometry deformation, gray distortion and different imaging
mechanism, it is difficult to get good registration result. The
characteristics of PC and spatial constraint play an important
role in such circumstances. PC images reflect the internal
nature image features to reduce the impact of mentioned
influence factors as much as possible. And the spatial con-
straint is mainly used to remove imprecise keypoints instead

VOLUME 6, 2018 77563



W. Ma et al.: Remote Sensing Image Registration Based on PC Feature Detection and Spatial Constraint Matching

FIGURE 12. Matching results of pair 7: (a) SIFT. (b) SIFT+. (c) SAR-SIFT. (d) SAR-SIFT+. (e) SURF. (f) SURF+. (g) RSCJ. (h) LDSR. (i) PSO-SIFT.
(l) RIFT+. (k) GLPM+. (l) The proposed method.

FIGURE 13. Matching results of pair 8: (a) SIFT. (b) SIFT+. (c) SAR-SIFT. (d) SAR-SIFT+. (e) SURF. (f) SURF+. (g) RSCJ. (h) LDSR. (i) PSO-SIFT.
(l) RIFT+. (k) GLPM+. (l) The proposed method.

of increasing correct correspondences in this case. Thus our
method can get a result with higher accuracy and a little more
correct correspondences.

And the Table 2 and Fig. 8 show that all the methods
can align image pair 3. But spatial constraint is adopted in
our method, and more correct correspondences are obtained.
We can see that SIFT, SAR-SIFT, and SURF using spatial
constraint can get more correct matches. Number of cor-
rect matches in our method is almost two to six times as
many as other methods. Many wrong matches are caused by
noise or similar pixels around the keypoints. And one to more
matches are found because two keypoints are close enough
in position or they have similar descriptors. By setting the
suitable error thresholds of spatial constraint, these wrong
matches can be removed.

As shown in Fig. 9, the compared methods can get the
registration result for image pair 4. However, the numbers
of correct matches almost are no more than 10. There are
lots of speckle noise between this two SAR images. Due
to the speckle noise, some real keypoints cannot be found
and some pseudo keypoints are regarded as real keypoints.
Furthermore, the calculation of gradient and descriptors is
influenced. Then only few correct matching pairs are found.
But PC images are more robust to noise, and then keypoints
and descriptors of our method are more stable and reliable.
Therefore, much more correct correspondences are obtained.
Moreover, the spatial constraint helps to increase the correct
matches.

The registration results for image pair 5 are shown
in Fig. 10. Since the SAR image’s imaging principle is
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FIGURE 14. Mosaiced images of proposed method: (a) pair 1. (b) pair 2.
(c) pair 3. (d) pair 4. (e) pair 5. (f) pair 6. (g) pair 7. (h) pair 8.

very different from the optical image and there is inherent
speckle noise, the compared algorithms find only few correct
matching pairs. The PC uses location, scale, and orienta-
tion information, features are well detected, and the spatial
constraint approach also increases the number of potential
correct matches. But the spatial constraint requests the higher
computational complexity. Our method can get better results
than other methods.

And the Table 2 and Fig. 11-13 show that all the methods
can align image pair 6, 7, and 8. But spatial constraint is
adopted in our method, and more correct correspondences are
obtained. Many wrong matches are caused by noise or sim-
ilar pixels around the keypoints. And one to more matches
are found because two keypoints are close enough in posi-
tion or they have similar descriptors. By setting the suitable
error thresholds of spatial constraint, the wrong matches
can be removed. However, the proposed method needs to
calculate the PC images and construct the spatial constraint

relation. Especially when the images with large size have very
rich corner and texture information, these steps will lead to
unavoidable computation. Because SIFT features are local
features of the image, which remain invariant to rotation,
scale scaling, and brightness changes. Image pairs 6, 7, and
8 are simply rigid (such as translation and rotation) transfor-
mations, and SIFT can extract features well. The first step of
GLPM algorithm is to use SIFT to extract features, so SIFT
and GLPM can get better matching performance. In addition,
GLPM can identify outliers from over 1000 putative matches
in only a few milliseconds. All in all, the proposed method is
better than other methods except GLPM in these three image
pairs.

Furthermore, the Taylor expansion of SAR-Harris scale-
space is utilized to achieve sub-pixel accuracy. Although
keypoints are preselected before matching, the number of
remaining keypoints is still several times as many as the
compared methods. And considering the calculation of
descriptors and the construction of the spatial constraint,
the computational complexity is higher than compared
algorithms. The checkerboard mosaiced images are shown
in Fig. 14. The overlapped region can been clearly seen.

VI. CONCLUSION
In this paper, a novel registration method based on phase
congruency and spatial constraint is introduced for remote
sensing image registration. Different from traditional algo-
rithms, we register PC images of the the reference image and
sensed image rather than that of the original gray images.
Experiments show that this method overcomes the challenge
of irregular and complex intensity changes of remote sensing
images and can get higher accuracy compared with the state-
of-the-art and classic methods. Moreover, spatial constraint
is utilized to get more correct matches to improve the reg-
istration results. It will remove the wrong or one to more
matches and identify the right matching points even there are
interfering points just around the point to be matched. But
we need to calculate the PC images and construct the spatial
constraint relation. Especially when the images with large
size have very rich corner and texture information, these steps
will lead to unavoidable computation. The computational
efficiency needs to be improved in further research.
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