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ABSTRACT With the growth of the Internet of Things (IoT), increasingly, more computing tasks are
implemented on power-sensitive mobile devices, causing a bottleneck on energy consumption. Most mobile
devices consume considerable power in the standby mode, during which the capacitive DRAM cells’
self-refresh power, which is used to preserve data integrity, accounts for a large part. To address this issue,
strategies from both hardware and software perspectives have been proposed, and yet, the existing hardware
methods usually have a high cost. Software strategies mainly focus on the operating system page allocation
strategy to maximize resource idleness. The partial array self-refresh technique has been proposed to allow
for some of the DRAM cells to retain the self-refresh state while shutting down the others. Using this
technique, numerous studies extend the unused DRAM idle time by clustering the applications’ data but do
not discuss the impact of the address mapping mechanism on power consumption. However, this impact was
proven to be essential in our previous study. In this paper, we attempt to investigate the impacts of different
memory mapping schemes on different clustering strategies using a hierarchy-based memory management
system (HBMM) and provide insights for selecting the optimal schemes. The experimental results on the
Android platform demonstrate that the schemes and strategies are closely correlated, and memory idle time
can be prolonged 125 times with their suitable combination. Conversely, the worst scheme may decrease
memory idleness by 12% compared with the original system. Furthermore, our studies on a physical platform
show that standby power consumption can be saved by 23% when using HBMM combined with the best
clustering strategy.

INDEX TERMS DRAM, mapping scheme, operating system, self-refresh power.

I. INTRODUCTION
With the development of IoT, mobile devices have morphed
into general-purpose computing platforms; as a result, energy
has become a first-class design constraint [1]–[4]. Saving
energy is one of the best ways to enhance the mobility of
mobile computing devices.

The liquid crystal display (LCD), backlight and CPU are
typically the highest consumers of the mobile devices’ total
power in active mode. However, from the perspective of cus-
tom groove-in, mobile computing devices such as monitors
and smartphones are idle (standby and sleep) most of the
time [15], and the highest power consumers mentioned above
should be shut down. In the meantime, with the DRAM cell
being periodically recharged, the self-refresh power naturally

becomes the dominant consumer. A study in 2003 illus-
trates that power consumed by DRAM accounts for 35%
of the power consumption in smart devices [5]. Further,
the heavy implementation of computing-intensive applica-
tions such as video-based and AI-based ones have caused
increasing demand for producing memory with larger capac-
ity and larger bandwidth. All these demands are making the
energy-efficiency problem much more prominent. For exam-
ple, the bandwidth of LPDDR4 used on Apple’s A9x and A10
platform has reached 51.2 GB/s [6]; the Monolith Chaconne
smartphone to be published in 2018 will deploy 18 GB mem-
ory [7]. In the past five years, there have been many
papers concerning this problem at top international confer-
ences such as HPCA, ASPLOS, ISCA, DATE, and ISLPED,
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meaning that it has apparently become a hot topic in both
industry and academia.

There are plenty of previous studies that have proposed to
reduce the refresh power from various perspectives.

In the hardware field, for example, Flikker [8] reduced
hardware reliability by applying different refreshing strate-
gies to critical and noncritical data to save power. A mod-
ification to the DRAM proposed by Chang et al. [10]
added the DRAM’s internal refresh counter into its existing
control-register access protocol. There are also some studies
on optimizing the memory controller. Ghosh and Lee [11]
introduced a timeout counter for each row in memory. Ashish
Ranjan et al. increased the number of free memory areas
by modifying the memory controller to provide support for
data compression and decompression [12]. However, these
techniques require hardware support, which is costly or even
infeasible for battery-based mobile devices.

For software methods, Sudharsan et al. reduced the number
of wake-up banks during half-write bymodifying thememory
mapping mechanism [13]. Our previous work studied the
optimization of the page allocation strategy at the operat-
ing system (OS) level [14], which mainly focused on the
active mode. The software optimization methods under active
mode have guiding significance for power optimization in
standby mode. Some application programming models, such
as the Android platform, emphasize reducing DRAM usage
in idle mode [16], which focuses on maximizing DRAM
idleness based on the page allocation mechanism. Further,
some manufacturers have produced the new generation of
low-power DRAM (LPDDR), and a new feature called partial
array self-refresh (PASR) is developed. PASR enables the
DRAM to retain state in only part of the memory, thus fur-
ther reducing the self-refresh power. There are some classic
PASR-based solutions, such as the single-/dual-ended bank
PASR and the bank-selective PASR [17]. Because the bank-
selective PASR covers smaller granularity and each bank can
be independently marked to be self-refreshed, it has become
the most attractive methodology and has been adopted by
Hynix, Samsung, Elpida and Micron DRAM manufacturers.
However, although many studies aggregate data from the
perspective of the OS, they are often based on the assump-
tion of a linear address mapping mechanism and do not
discuss the impact of the address mapping mechanism on
power consumption. Our investigation results illustrate that
the impact of the address mapping mechanism on PASR
is still noticeably large and has not been well resolved by
previous solutions.

In summary, previous energy-optimizing methods can be
divided into hardware and software categories. The hardware
optimization method is usually costly. At the operating sys-
tem (OS) level, to coordinate with PASR more effectively,
most similar works mainly focus on prolonging memory idle
time by clustering data together via proper data allocation
or dynamic data migration [18]–[20]. However, there are no
studies considering the impacts of memory mapping schemes
on data clustering strategies, which is significant in designing

the power-efficient system. To build power-efficient systems,
this study focuses on reducing the refresh power using the
bank selective PASR strategy for mobile devices. Our experi-
mental results show that the optimal scheme-strategy match-
ing can increase memory idle time 125 times, while the
worst strategymay decrease by 12%. Furthermore, to confirm
HBMM’s effectiveness, numerous experiments are also per-
formed on a real platform, and the results show that it can save
23% standby power consumption with the best clustering
strategy.

The rest of this paper is organized as follows. After dis-
cussing the proposed mechanisms in detail in Section II,
we present our methods of experimental studies and analyse
the results in Section III. Section IV summarizes the related
work, and finally, Section V concludes the paper.

II. PROPOSED MECHANISMS
A bank is the basic unit of PASR, and in the DRAMmemory
address translation procedure, the address mapping mecha-
nism determines which bank to place pages into.

A. HIERARCHY-BASED MEMORY MANAGEMENT
i SYSTEM (HBMM)
The buddy system is a classic memory resource manager
having excellent allocation efficiency. In the buddy system,
continuous 2order free pages (called a page block) are orga-
nized in the free_area list with the corresponding order,
which ranges from 0 to a specific upper limit.

FIGURE 1. Bank-sensitive buddy system structure.

When threads request a size of 2order pages, the algo-
rithm will return the selected pages if they are found using
the find_page function from the free_area[order]; otherwise,
2order+1 pages will be removed from the free_area[order+1]
and be divided into two equal page blocks, where one is
allocated, and another is inserted into the free_area[order].
Originally, the buddy system treats all of the page blocks
in one free_area list equally, and the physical memory is a
black box. As is shown in Fig. 1, a hierarchy-based memory
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management system (HBMM) is introduced, and we modify
the original free list organization into a hierarchy: for each
order of the free_area list, we reorganize the free page blocks
to form Bank[0..n] lists according to its bank identification.
The bank table sys_bank_array[0..number_banks] is main-
tained to support different clustering strategies.

In light of the previous work in [18]–[20], four strategies
cooperated with different sys_bank_array organizations and
are summarized as follows:
• Utilization strategy: To create more bank idleness,
the table will be sorted by the utilization of the banks
in descending order.

• LRU strategy: To fully exploit memory access locality,
the bank table is organized according to the basis of the
bank access time.

• Ascend strategy: The bank table is sorted according to
the bank identification in ascending order, which fills an
entire bank before moving on to the next.

• Descend strategy: The bank table is sorted in descending
order in contrast to the ascend strategy.

FIGURE 2. Different classic mapping schemes.

B. HBMM COMBINED WITH DIFFERENT
MAPPING SCHEMES
An address-translating mechanism establishes the connec-
tions between the physical and the DRAM address, and the
mapping scheme directly determines which bank to place
pages into. Fig. 2 gives the correspondence of the virtual
address, physical address and DRAM address. The virtual
address and the physical address have fixed formats. The
DRAM address has different formats according to the map-
ping schemes. In the DRAM address row (a group of storage
cells activated in parallel in response to a row activation
command), it shows the interleaved and linear mapping
scheme used by the HiSilicon K3V2 product [33] along
with the default scheme adopted by DRAMSim [21], which
is an open-source joint-electron device engineering coun-
cil (JEDEC) DDR memory system simulator. The mem-
ory architecture can be divided into a low-bit multi-access
cross-memory (LMCM) architecture and a high-bit multi-
access cross-memory (HMCM) architecture according to the
position of bank bits in virtual address [14].

Based on the above classification, DRAMSim’s default
scheme belongs to LMCM. Fig. 3 describes an example of
LMCM whose granularity is page_size/8 = 512 Bytes (the
default page size is 4 KB in Linux, while some platforms
support big page mode whose size is 4 MB). However, since
bank bits fall in the range of the page_offset on LMCM,

FIGURE 3. 512-Byte LMCM architecture.

FIGURE 4. Linear mapping scheme.

FIGURE 5. Interleaved mapping scheme.

the size of the basic management unit is less than the page
size. In other words, idle banks may rarely appear, and PASR
would become inapplicable for optimizing the power regard-
less as to whether it is integrated with page migration or allo-
cator mechanisms [18]–[20]. To address this issue, hardware
modification is required, and we proposed the solution in our
previous work [14]; it is beyond the scope of this paper.

Compared with the DRAMSim’s default scheme, the lin-
ear and interleaved mapping scheme will be classified as
HMCM. In the linear scheme, the physical address will be
mapped to the DRAM address in the order of bank, row,
column and width, and an application’s data would typically
concentrate on as few banks as possible as Fig. 4 shows.
The interleaved mapping scheme maps the physical address
in the order of row, bank, column and width. As illustrated
in Fig. 5, a thread will generate multiple memory requests
to different memory banks, which hide the latencies by
overlapping accesses to many banks and then dramatically
increases performance but consumes more power. As a result,
an interleaved scheme could not perform the same clustering
result as a linear scheme. Hence, clustering strategies play a
much more important role and should be carefully selected
compared with the linear one.

III. EXPERIMENTAL RESULTS
The evaluation is based on the VMware [22] simulator,
and the operating system is Androidx86 4.1. The hardware
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configuration includes a quad-core CPU and 2 GB DRAM
integrated with 16 banks. To evaluate the impacts of the map-
ping scheme on different HBMM strategies’ effectiveness,
three test scenarios are supplied. The first scenario corre-
sponds to the OS startup process, the second test randomly
requests 512 MB memory, and the last test is a 1-GB random
memory allocation. The memory architecture of Fig. 2 is con-
sidered in the experiments: the linear mapping scheme uses
the physical address’ 28th-31st bits as the bank identification,
and the interleaved scheme applies the 14-16th bits and the
31st bit to identify the bank number.

A. PERFORMANCE LOSS
HBMM will update the sys_bank_array to track all the
banks’ information, e.g., utilization and accessed state, which
directly leads to theO(n) time complexity where n is the num-
ber of banks. To stressfully evaluate the performance impacts,
Ring dream factory, Sogou input method, Shredder chess,
Youdao dictionary, Moboplayer video player, IQIYI video
and Backgammon game, these seven popular applications are
selected. Fig. 6 depicts the absolute difference of the different
applications’ performance compared with the original sys-
tem. The results prove that our algorithm’s performance loss
is within 4.5%.

FIGURE 6. Difference of application’s performance compared with the
original system.

B. BANK IDLE TIME EVALUATION
To reduce power consumption, one common idea is to use
as few resources as possible. In other words, memory man-
agement should cluster pages into fewer banks to maintain
idleness as long as possible. Thus, the bank idle time can be
an important factor to evaluate the HBMM’s clustering effect.
It is possible to calculate the refresh power consumption
through the bank idle time according to the micron supported
DRAM power calculation method [35]. In this subsection,
we will discuss the clustering effects of the different HBMM
strategies on different mapping schemes.
• Linear Mapping Scheme: Fig. 7 (the x-axis shows the
different HBMM strategies cooperating with the three
test scenarios, and the y-axis represents the bank idle
time ratio) depicts the bank idle time ratio cooperating
with the HBMM’s four sys_bank_array organizations

FIGURE 7. Bank idle time ration in the linear mapping scheme.

in three test scenarios. It is apparent that utilization,
LRU and descend strategies have a weak effect in dif-
ferent scenarios. Even worse, the ascend strategy plays a
negative role except in the 1-GB allocation scenario. The
reason for this result is that when the mapping scheme
is configured as a linear mapping scheme, the physical
addresses will sequentially correspond with the DRAM
address, and then, the sequent virtual address will also
be mapped to the sequent banks to a great extent. Given
that the kernel image will always be at the start of
the DRAM, the Linux kernel maximizes the contiguous
space by allocating runtime memory from the end of the
physical DRAM moving downward. During the system
boot-up stage, there may be so few running processes
that the utilization and LRU strategies will cluster pages
into some specific banks similar to the original policy.
However, the ascend strategy is contrary to the original
policy and allocates pages from bottom to top DRAM
addresses; as a result, memory accesses will spread into
more banks and cannot achieve the intended clustering
effect. It should be pointed out that when the allocation
reaches 1 G in size, more processes are created or freed,
and the default Linux sequential principle will be bro-
ken, but all of the clustering strategies can hold their
clustering effect and directly talk to DRAM, and then,
more idleness will be created compared with the original
Linux system.

• Interleaved Mapping Scheme: Fig. 8 (the x-axis shows
the different HBMM strategies cooperating with the
three test scenarios, and the y-axis represents the bank
idle time ratio) shows the three test scenarios’ bank
idle time ratio of the four HBMM strategies on the
interleaved mapping scheme. It can be concluded that
the utilization and ascend strategies are more efficient
than LRU and the descend strategies in all tested sce-
narios. After the system starts up, the OS will occupy
hundreds ofmegabytes of thememory region; as a result,
bank 0-7 will be pre-allocated to the OS due to inter-
leaved mapping scheme. The results of Fig. 9 (the x-axis
shows the different HBMM strategies cooperating with
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FIGURE 8. Bank idle time ration in linear mapping scheme.

FIGURE 9. Each bank idle time ratio on interleaved mapping scheme.

the three test scenarios, and the y-axis represents each
bank number, and the z-axis gives the bank’s idle time
ratio) demonstrate that the descend strategy also prefers
to utilize the former banks, and then, it is difficult to gain
profit. Though applications may perform a good local-
ization on their virtual address space, the interleaved
scheme will result in different physical banks being
switched in turn to achieve contiguous virtual address
accesses. In summary, the LRU strategy updates the
sys_bank_array table as soon as possible and performs
poorly in regard to the clustering result, thus gaining
non-obvious energy efficiency.

In summary, the experimental results have demonstrated
that the memory mapping scheme plays an important role
in HBMM, and the worst selected strategy may even decrease
the bank idle time by 12%. The Linux kernel has already
performed better on the clustering effect on the linear map-
ping scheme while performing poorly on the interleaved
scheme. It is worth mentioning that the utilization strategy
may be the best candidate for both schemes, especially for the
interleaved one.

C. HBMM’S EFFECTIVENESS ON A REAL PLATFORM
To evaluate HBMM’s maximum effectiveness, we adapt the
best suitable utilization strategy. Fig. 10 illustrates HBMM’s

FIGURE 10. Real hardware platform and measuring system environment.
The left part is a mobile phone, and the right part is the power measuring
hardware and software.

FIGURE 11. The original system and HBMM’s standby current.

real test platform and its corresponding power measurement
system in detail. The K3 V2 development board, as the exper-
imental testbed, supports the interleaved scheme by default,
and its mapping detail is shown in Fig. 2. The Monsoon
Solution powermeasurement system [36] including hardware
and software tools is used to measure the system standby
power. To avoid other interferences, the system’s standby
current will be plotted after the system enters the standby state
for 5 minutes.

As power consumption equals the product of system volt-
age and current, and the Monsoon system is in charge of
supplying constant system voltage, typically 5.0 v, the system
standby power will synchronize with the current. It can be
concluded from Fig. 11 that HBMM’s standby current is
approximately 2.00 mA, while that of the original system is
approximately 2.60 mA. The saved power percent can be up
to 23%.

There is one special case in which the system has insuffi-
cient idle memory, and HBMM may have difficulty achiev-
ing good performance. However, some mobile devices’ OSs,
such as Android, emphasize reducing application DRAM
usage in idle mode. In other words, memory resources will be
recycled to create more memory idleness, and HBMM can be
easily integrated with other power-saving software.

IV. RELATED WORK
Mobile device hardware design techniques traditionally over-
provision for the system’s worst-case behaviour during
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computing tasks. However, the worst case behaviour is rarely
exhibited in the majority of common usage scenarios, and
therefore, a new class of techniques called the better-than-
worst case (BTWC) [21] have emerged that provision for
the average case and treat the worst case behaviour as an
exception.

Razor [24], one of the best knownBTWCexamples, lowers
the processor’s voltage to such a point that the processor starts
to experience errors due to timing violations. RAPID [25] and
ESKIMO [9] are hardware-software techniques that apply
the BTWC principle for DRAM refresh-power reduction.
RAPID focuses on characterizing each physical page’s leak-
age behaviour and divides the pages into different classes.
ESKIMO saves DRAM power with the help of the knowl-
edge of application semantics. Flikker [8] is different than
RAPID and ESKIMO; it requires the programmers to specify
critical and non-critical data in programs to reduce unnec-
essary refresh regions. Finally, similar to RAPID, ESKIMO
and Flikker, many other techniques modify the memory
controller hardware and memory allocator to expose the
details of the application’s allocation patterns for reducing
redundant refreshes [11], [26], [27]. Meanwhile, numerous
software-based techniques have been proposed to make a
tradeoff between hardware reliability and power consumption
in an application specific manner [28]–[31]. For example,
Fluid-NMR [31] performs N-way replication (N is varied
based on the ability to tolerate errors) of applications for toler-
ating errors due to reductions in the processor’s voltage levels.
Relax [29] is a technique to save computational power by
exposing hardware errors to the software in specified regions
of code; it allows programmers to mark certain regions of
the code as relaxed and adjusts the processor’s voltage and
frequency when executing such regions. IshwarBhati et al.
proposed a modification to the DRAM that extends its exist-
ing control-register access protocol to include the DRAM’s
internal refresh counter [10]. Byoungchan Oh et al. provided
a solution to optimize the leakage current of DRAM cells by
selectively applying different voltage levels to the DRAMcell
transistors when they are active (accessed for refreshing) and
idle (pre-charged) by adjusting both the word-line and body
voltages [4]. However, the aforementioned techniques either
require substantial changes to the memory controller’s hard-
ware or are not applicable to battery-based mobile devices.

To the best of our knowledge, the memory power mode
control scheme and PASR technology are the most practical
solutions that have been proposed by numerous manufac-
turers. The single-/dual-ended bank PASR and the bank-
selective PASR focus mainly on refreshing only part of the
memory, which is critical and allows the system to lose the
noncritical data [17]. Some works at the OS level have also
been proposed to prolong memory module idle time. They
mainly focus on clustering data into fewer modules by proper
data allocation or dynamic data migration. Lebeck et al. [20]
were the first to propose two power-aware page allocation
policies to increase the chances that the DRAM chips could
be put into low power modes. Kruijf et al. [29] proposed

migrating hot micro-pages using DRAM copy to co-locate
frequently accessed micro-pages in the same row-buffer, but
identifying and migrating the hot data are time-consuming
and cause considerable performance loss.

In summary, to manage memory resources effectively,
there exists a challenge in how to allocate pages in a specific
memory region under the BTWC principle when building
the power-aware memory management system. We believe
that the impacts of the memory mapping scheme should be
considered. Hence, our work could play a positive role in
further works on this topic.

V. CONCLUSIONS
In this paper, our goal is to prolong the battery lifetime of
mobile devices by decreasing the DRAM self-refresh power
in standby mode. We first combine a hierarchy-based mem-
ory system (HBMM) with four previously different policies
to cluster pages together to prolong the DRAM bank idle
time. Then, by introducing the memory mapping scheme
factor on these policies, we find that memory mapping
schemes play an important role in saving DRAM self-refresh
power. The original Linux kernel has already demonstrated
an improved clustering effect for the linear mapping scheme
while performing poorly on the interleaved scheme. Fur-
thermore, experiments show that the utilization strategy may
be the best candidate for both schemes and especially for
the interleaved scheme. Our proposed strategy can also be
applied to memory active mode and storage power control
designs.
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