
Received October 31, 2018, accepted November 22, 2018, date of publication December 5, 2018,
date of current version December 27, 2018.

Digital Object Identifier 10.1109/ACCESS.2018.2884254

Robust L2 − L∞ Filter Design for Uncertain
2-D Continuous Nonlinear Delayed
Systems With Saturation
ZHAOXIA DUAN1, IMRAN GHOUS 2, JAHANZEB AKHTAR2,
KHURRAM ALI 2, AND MUJTABA HUSSAIN JAFFERY2
1College of Energy and Electrical Engineering, Hohai University, Nanjing 210098, China
2Department of Electrical and Computer Engineering, COMSATS University Islamabad (Lahore Campus), Lahore 54000, Pakistan

Corresponding author: Imran Ghous (imranghous@cuilahore.edu.pk)

This work was supported in part by the COMSATS University Islamabad (Lahore Campus), Pakistan, in part by the National Natural
Science Foundation of China under Grant 61703137, and in part by the Fundamental Research Funds for the Central Universities under
Grant 2019B14814.

ABSTRACT This paper discusses the L2 − L∞ filter design problem for non-linear two-dimensional (2-D)
uncertain continuous systems with state delays and saturation. The non-linear function under consideration
is assumed to satisfy the Lipschitz condition while the saturation term is being dealt by using a memory-less
sector region methodology. A suitable Lyapunov-Krasovskii functional is considered, and the Wirtinger-
based integral inequality method is used to derive some sufficient conditions which ensure that the resultant
filtering error system is robustly asymptotically stable along-with the specified L2 − L∞ disturbance
attenuation level γ . A suitable example explains the derived results’ usefulness.

INDEX TERMS Roesser model, 2-D systems, non-linear systems, saturation, uncertainties, L2 − L∞ filter.

I. INTRODUCTION
There exist a variety of practical systems in the area of signal
and image processing, electrical transmission systems and
thermal processes modeling [1], [2], whose dynamics are
entirely different from conventional one-dimensional (1-D)
systems due to the dependence of systems’ states upon two
independent variables. The dynamics of such systems can be
modeled by the theory of 2-D systems and can be expressed
in several standard 2-D state-space forms such as Roesser and
FM models [3], [4] etc. Similar to 1-D systems, researchers
have made efforts to exploit the Lyapunov approach for the
stability analysis and controller synthesis of 2-D systems
[5]–[7]. Some other relevant and useful works can be found
in [8] and [9].

The excessive applications of state estimation in control
has made this topic a focus of research among the researchers
during the recent decades. Among the filtering techniques,
the standard Kalman filtering [10]–[13] is most popular but
rather conservative technique due to its reliance upon the
assumptions of the accurate system model and the known
noise, which would consequently bring limitation to its appli-
cation in practice. This motivated the practitioners to focus on
L2−L∞ filter andH∞ filter [14] designmethodologies which

make no assumption on the noise other than the bounded
energy one. Among 2-D systems, the work in [15], mainly
discussed the design procedure for H∞ filter by making use
of 1-D system results. Wu et al. [16] established a method
to design H∞ and l2 − l∞ filters ensuring the asymptot-
ical stability of the FE dynamics with guaranteed desired
performance. Considering the uncertain systems, researchers
in [17]–[19] explored H∞ filtering problem for both discrete
and continuous 2-D systems.
In fact, a dominant role is played by the non-linearities

and time delays which naturally exists in practical situations
and may cause degradation in the system’s performance or,
in some situations, the stability of system is even compro-
mised. For 2-D non-linear systems, H∞ filter design strategy
was proposed in [20], with the non-linearity satisfying the
assumption of sector boundedness. Discussion about similar
problems can be seen in [21] and references therein. The
saturation problem in actuators, sensors, and states occurs
most frequently in real systems with a typical non-linear
nature and many 2-D systems studies were devoted to this
problem [22]–[25]. It should be highlighted that most of the
2-D delayed and non-delayed systems’ literature have mostly
solved H∞ controller synthesis problem for the systems with
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non-linearities and actuator saturation [26]–[28]. Recently,
a few studies have also been devoted to the H∞ filtering
problem of discrete delayed systemswith sensor failures [29].
Other relevant works can be found in [30]–[33].

Moreover, the utilization of Jensen inequality is very
common in integral inequality method [34] for time-
delayed systems but it introduces conservatism, which lead
Seuret et al. [35] to propose a less conservative class of
inequality known as Wirtinger inequality which prompted its
applications to many 1-D systems works [36], [37]. It must
be indicated here that most of the 2-D continuous delayed
systems’ literature at hand so far have employed Jensen
inequality during the analysis and synthesis rather than the
Wirtinger inequality.

It should be pointed out that the aforementioned 2-D
system studies have considered the practical factors such
as uncertainties, time-delays, non-linearities, external distur-
bance and saturation either individually or in combination.
However, it is a well-established fact that almost all practical
systems have non-linear nature, and there might exist time-
delays in system states due to several reasons. Moreover,
the saturation problem in sensor occurs frequently in practice,
whenever they are pushed beyond their design boundaries.
Therefore, the simultaneous consideration of the aforemen-
tioned practical factors with an emphasis on utilizing theWBI
inequality technique would make the analysis and synthesis
problem more complex and challenging especially in the
framework of 2-D systems.

In light of above-motivating factors, we propose to solve
robust L2 − L∞ filter design problem for 2-D continuous
non-linear delayed systems with saturation that has not been
studied as yet according to best of our knowledge. The non-
linearities and uncertainties satisfy the Lipschitz and norm-
bounded conditions, respectively. By considering a suitable
LKF and utilizing WBI inequality, a criterion for L2 − L∞
filter is devised to ensure that FE system is asymptotically
stable with desired L2− L∞ performance index. An example
explains the advantage of the proposed strategy.

This paper adopts the following organization. Section 2 for-
mulates the problem and presents the necessary preliminaries.
The discussion about main results is given in Section 3.
Then, Section 4 and Section 5 present numerical example and
concluding remarks.
Notations: In this paper, MT

∈ Rb×a simply means the
transposition of M ∈ Ra×b; A > 0 and A ≥ 0 show
the positive definite and semi-definite matrices, respectively;
diag {.} is notation reserved for the block diagonal matrix.
The symmetric terms in matrices are shown by ‘‘∗’’. The zero
and the identity matrices with suitable dimensions are shown
by the notations I and 0, respectively; 0n,n means n× n zeros
matrix. If the matrix dimensions are not explicitly specified
then they should be assumed compatible for algebric opera-
tions. The L2-norm of a 2-D signal w(t1, t2) is given by:

‖w(t1, t2)‖22 =
∫
∞

0

∫
∞

0
wT (t1, t2)w(t1, t2)dt1dt2.

II. PROBLEM FORMULATION AND PRELIMINARIES
Let us consider the following 2-D continuous non-linear
Roesser model with uncertainties, time-delays and saturation
that is frequently used to represent the dynamics of many
practical systems such as chemical reactors, pipe furnaces,
heat exchangers, transmission lines [1] and also has large
applications in image deblurring, image enhancement, and
signal processing [2], [4]:
∂h (t1, t2)
∂t1

∂v (t1, t2)
∂t2

 = Ā1x (t1, t2)+ Ā2x (t1 − h(t1), t2 − v(t2))

+ B̄w (t1, t2)+ ψ (t, x) ,

y (t1, t2) = sat
[
D̄1x (t1, t2)

]
+ sat

[
D̄2x (t1 − h(t1), t2 − v(t2))

]
+ Ēw (t1, t2) ,

z (t1, t2) = Fx (t1, t2), (1)

with

x(t1, t2) =
[
h(t1, t2)
v(t1, t2)

]
,

x(t1 − h(t1), t2 − v(t2)) =
[
h(t1 − h(t1), t2)
v(t1, t2 − v(t2))

]
,

ψ (t, x) = ψ (t1, t2, x (t1, t2), x (t1 − h(t1), t2 − v(t2)));
where, the horizontal state vector and the vertical one are
denoted by h(t1, t2) ∈ Rnh and v(t1, t2) ∈ Rnv , respectively.
x(t1, t2) is the whole state in Rn with n = nh + nv. y(t1, t2) ∈
Rr is the measured output; w(t1, t2) ∈ Rp is the exogenous
input that belongs to L2{[0,∞), [0,∞)}; z(t1, t2) ∈ Rq is the
signal to be estimated; Ā1 = A1 + 1A1, Ā2 = A2 + 1A2,
B̄ = B+1B, D̄1 = D1+1D1, D̄2 = D2+1D2, Ē = E+1E ,
with A1, A2, B, D1, D2 and E are real, known appropriately
dimensioned matrices while 1A1, 1A2, 1B, 1D1, 1D2 and
1E are uncertain matrices that are denoted as:[
1A1 1A2 1B
1D1 1D2 1E

]
=

[
M1
M2

]
3
[
G1 G2 G3

]
, (2)

withM1,M2, G1, G2 and G3 being real-valued appropriately
dimensioned known matrices and 3 represents an unknown
time-varying matrix that satisfies3T3 ≤ I . The delays h(t1)
and v(t2) denote the functions that are time-varying in the
horizontal and vertical direction, respectively and satisfy:

h(t1) ∈ [hm, hM ], ḣ(t1) ∈ [dhm, dhM ] ,

v(t2) ∈ [vm, vM ], v̇(t2) ∈ [dvm, dvM ], (3)

where 0 ≤ hm ≤ hM , 0 ≤ vm ≤ vM , dhm ≤ dhM < 1, and
dvm ≤ dvM < 1. Assume that τ (t) = diag {h(t1)Ih, v(t2)Iv},
τ̇ (t) = diag

{
ḣ(t1)Ih, v̇(t2)Iv

}
, m = diag {hmIh, vmIv},

M = diag {hM Ih, vM Iv}, ṁ = diag {dhmIh, dvmIv}, Ṁ =

diag {dhM Ih, dvM Iv}, then (3) becomes:

τ (t) ∈ [m, M ], τ̇ (t) ∈
[
ṁ, Ṁ

]
, (4)
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with 0 ≤ m ≤ M and ṁ ≤ Ṁ < I . We express the boundary
conditions as follows:

h(g1, t2) = ζg1 (t2), ∀ − hM ≤ g1 ≤ 0, 0 ≤ t2 ≤ T2,

h(g1, t2) = 0, ∀ − hM ≤ g1 ≤ 0, t2 > T2,

v(t1, g2) = ζg2 (t1), ∀ − vM ≤ g2 ≤ 0, 0 ≤ t1 ≤ T1,

v(t1, g2) = 0, ∀ − vM ≤ g2 ≤ 0, t1 > T1, (5)

where ζg1 (t2), ζg2 (t1) are the given vectors while T1 < ∞
and T2 <∞ are the positive constants.

The saturation function sat (·) : Rr → [−1, 1] is defined
as:

sat (χ) =
[
sat (χ1) sat (χ2) · · · sat (χr )

]T
, (6)

where sat
(
χj
)
= sign

(
χj
)
min

(
1,
∣∣χj∣∣), j = 1, 2, ..., r .

The non-linear time-varying function ψ (t, x) ∈ Rn satis-
fies ψ (0, 0) = 0, and

ψT (t, x) ψ (t, x) ≤ αxT (t1, t2) x (t1, t2)

+βxT (t1−h(t1), t2−v(t2)) x (t1−h(t1), t2−v(t2)) . (7)

This work aims to estimate z (t1, t2), with the help of follow-
ing 2-D continuous filter:

∂ ĥ (t1, t2)
∂t1

∂ v̂ (t1, t2)
∂t2

 = A1f

[
ĥ(t1, t2)
v̂(t1, t2)

]
+ Yf y (t1, t2)

ẑ (t1, t2) = Ff

[
ĥ(t1, t2)
v̂(t1, t2)

]
, (8)

where, the horizontal state vector and the vertical one of the
filter are denoted by ĥ(t1, t2) ∈ Rnh and v̂(t1, t2) ∈ Rnv ,
respectively; ẑ (t1, t2) is the estimate of z (t1, t2); A1f , Yf and
Ff are appropriately dimensioned filter parameter matrices to
be designed.

The main results, mentioned later are established on the
basis of some lemmas, which are revisited below:
Lemma 1 [38]: Consider the saturation function sat (χ)

defined in (6), then the following relationship stands true:

ρT (χ) ρ (χ) ≤ χTχ,

where ρ (χ) = sat (χ)− χ .
Lemma 2 [39]: Let W1, W2, W3 and � be the real appro-

priately dimensioned matrices, then for an arbitrary scalar
λ > 0 and the matrix � > 0 satisfying λI − W2W T

2 > 0,
the following inequality holds:

[W1 +W2W3]T� [W1 +W2W3]

≤ W T
1

[
�−1 − λ−1W2W T

2

]−1
W1 + λW T

3 W3.

Lemma 3 [35]: For a given matrix V > 0 and a continu-
ously differentiable function ω in [α1, α2]→ Rn, the follow-
ing inequality holds:

−

∫ α2

α1

ω̇T (s)V ω̇ (s) ds ≤
1

α2 − α1
$ T θ$,

where $ =
[
ωT (α2) ω

T (α1)
1

α2−α1

∫ α2
α1
ωT (s) ds

]T
, θ =−4V −2V 6V

∗ −4V 6V
∗ ∗ −12V

.
Lemma 4 [40]: For given integers m1 > 0, m2 > 0 and a

scalar β in the interval (0,1), a given m1 × m1-matrix R > 0,
twomatrices Z1,Z2 ∈ Rm1×m2 ; define, for all vectors υ ∈ Rm2

the function 8(β,R) is given by:

8(β,R) =
1
β
υTZT1 RZ1υ +

1
1− β

υTZT2 RZ2υ,

then, the following inequality holds if there exists a matrix

X ∈ Rm1×m1 , such that
[
R X
∗ R

]
> 0:

min
β∈(0,1)

8(β,R) ≥
[
Z1υ
Z2υ

]T [R X
∗ R

] [
Z1υ
Z2υ

]
.

Now, by using Lemma 1, concatenation of system (1) and
filter (8) results in:

∂
_

h (t1, t2)
∂t1

∂
_v (t1, t2)
∂t2


=

_

A1
_x (t1, t2)+

_

A2
_x (t1 − h(t1), t2 − v(t2))

+
_

Bw(t1, t2)+
_

A3
_

A
T

3
_

ψ (t, x)+
_

Y 1ρ̃
(
_

D1
_x (t1, t2)

)
+

_

Y 2ρ̃
(
_

D2
_x (t1 − h(t1), t2 − v(t2))

)
,

e (t1, t2) =
_

F_x (t1, t2) . (9)

where
_

A1 = 4Ã14T ,
_

A2=4Ã24T ,
_

B=4B̃,
_

F = F̃4T ,
_

Y 1=4Ỹ1,
_

D1= D̃14
T ,

_

D2 = D̃24
T ,

_

Y 2 = 4Ỹ2,

Ã1 =
[

Ā1 0
Yf D̄1 A1f

]
,

Ã2 =
[

Ā2 0
Yf D̄2 0

]
,

B̃ =
[

B̄
Yf Ē

]
,

_

A3 = 4
[
I
0

]
,

D̃1 =
[
D̄1 0

]
, D̃2 =

[
D̄2 0

]
,

F̃ =
[
F −Ff

]
, Ỹ1 = Ỹ2 =

[
0
Yf

]
,

4 =

 Inh 0 0 0
0 0 Inh 0
0 Inv 0 0
0 0 0 Inv

,
_

h (t1, t2) =
[
h (t1, t2)
ĥ (t1, t2)

]
,

_v (t1, t2) =
[
v (t1, t2)
v̂ (t1, t2)

]
,

_x (t1, t2) =

[
_

h (t1, t2)
_v (t1, t2)

]
,
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_

h(t1 − h(t1), t2) =
[
h(t1 − h(t1), t2)
ĥ(t1 − h(t1), t2)

]
,

_v(t1, t2 − v(t2)) =
[
v(t1, t2 − v(t2))
v̂(t1, t2 − v(t2))

]
,

_x (t1 − h(t1), t2 − v(t2))

=

[
_

h(t1 − h(t1), t2)
_v(t1, t2 − v(t2))

]
,

e (t1, t2) = z (t1, t2)− ẑ (t1, t2)

and
_

ψ (t, x) =
[
ψT (t, x) 0 0 ψT (t, x)

]T
.

Definition 1 [13]: A filtering error system, represented
by (9), is asymptotically stable with a specified L2 − L∞
disturbance attenuation level γ , if under zero boundary con-
ditions the following holds true:

‖e (t1, t2)‖2∞ < γ 2 ‖w (t1, t2)‖22 ,

with ‖e (t1, t2)‖2∞ = sup
t1,t2

e(t1, t2)T e (t1, t2).

III. MAIN RESULTS
The aim of this section is to design the parameters of the filter
proposed in (8) such that the FE system (9) is asymptotically
stable with a specified L2 − L∞ performance index γ .
Theorem 1: Given the values of τ (t), τ̇ (t), satisfying

(4) and the parameters α > 0, β > 0, and γ > 0.
Assume that there exist matrices P = diag {Ph,Pv} >

0, Q = diag {Qh,Qv} > 0, R = diag {Rh,Rv} >

0, S = diag {Sh, Sv} > 0, X11 = diag {Xh11,Xv11},
X12 = diag {Xh12,Xv12}, X21 = diag {Xh21,Xv21}, X22 =
diag {Xh22,Xv22}, with suitable dimensions and scalars λw1 >

0, w1 = 1, 2, ..., 6, such the below mentioned inequalities
hold:

�̃ =

 �̄ 9a 0
∗ 9b 9c
∗ ∗ −Mλ4I

 < 0, (10a)


R 0 X11 X12
∗ 3R X21 X22
∗ ∗ R 0
∗ ∗ ∗ 3R

 > 0, (10b)

[
P

_

F
T

∗ γ 2I

]
> 0, (10c)

then, the FE system, represented by (9), is asymptotically sta-
ble with a specified L2−L∞ disturbance attenuation level γ ;
where

�̄ =


�̄11 �̄12 �13 �14 �15 P

_

B
∗ �̄22 �23 �24 �25 0
∗ ∗ �33 0 �35 0
∗ ∗ ∗ �44 0 0
∗ ∗ ∗ ∗ �55 0
∗ ∗ ∗ ∗ ∗ −I

,

�̄11 =
_

A
T

1 P+ P
_

A1 + λ1α
_

A3
_

A
T

3 + Q+ S

+Mλ4α
_

A3
_

A
T

3 − M̄4R, �̄12 = P
_

A2 − M̄
× (2R+ X11 + X21 + X12 + X22),

�13 = −M̄ (−X11 − X21 + X12 + X22),
�14 = τ (t)P+ M̄ (6R),

�15 = −M̄ (−2X12 − 2X22), �̄22 = λ1β
_

A3
_

A
T

3

− (I − τ̇ (t))Q+Mλ4β
_

A3
_

A
T

3 − M̄ (8R − XT11
+ XT21 − X

T
12 + X

T
22 − X11 + X21 − X12 + X22

)
,

�23 = −M̄ (X11 − X21 − X12 + X22 + 2R),
�24 = −τ (t) (I − τ̇ (t))P+ M̄6R,
�25 = (M − τ (t)) (I − τ̇ (t))P− M̄

× (2X12−2X22−6R), �33=−S−M̄ (4R−2X22),
�35 = − (M − τ (t))P+ M̄ (6R− 4X22),
�44 = �55 = −M̄ (12R),
9a =

[
91 92 93 94 95 96

]
,

91 =

[
_

A
T

3 P 0 0 0 0 0
]T
,

92 =

[
_

Y
T

1 P 0 0 0 0 0
]T
,

93 =

[
_

Y
T

2 P 0 0 0 0 0
]T
,

94 =

[ (
_

D1 (λ2I +Mλ5I )
)T

0 0 0 0 0

]T
,

95 =

[
0

(
_

D2 (λ3I +Mλ6I )
)T

0 0 0 0

]T
,

96 =

[(
M

_

A
T

1 R
)T (

M
_

A
T

2 R
)T

0 0 0
(
M

_

B
T
R
)T ]T

,

9b = diag {−λ1I ,−λ2I ,−λ3I ,
− (λ2 +Mλ5) I ,− (λ3 +Mλ6) I ,−MR} ,

9c =
[
0 0 0 0 0 0 RTMT

]T
.

Proof: The proof of Theorem 1 is given in the
Appendix A.
Remark 1: Please note that Lemma 2 facilitates in

avoiding the multiplication of saturation and non-linearity
terms during the calculation of unidirectional deriva-

tive of the terms
∫ t1
t1−hM

∫ t1
θ2

∂
_
h
T
(θ1,t2)
∂θ1

Rh
∂
_
h (θ1,t2)
∂θ1

dθ1dθ2 and∫ t2
t2−vM

∫ t2
θ2

∂
_v
T
(t1,θ1)
∂θ1

Rv
∂
_v (t1,θ1)
∂θ1

dθ1dθ2. Thus, a non-linear

problem is transformed into a linear one.
Remark 2: It can be noticed that the results presented in

Theorem 1 cannot be directly used to find the filter param-
eters. Therefore, in order to find the filter parameters we
present Theorem 2 below.
Theorem 2: For some known paramteres α > 0, β > 0

and γ > 0; provided that there exist some matrices P1 =
diag {Ph1,Pv1} > 0, P2 = diag {Ph2,Pv2} > 0, R1 =
diag {Rh1,Rv1} > 0, Q1 = diag {Qh1,Qv1} > 0, S1 =
diag {Sh1, Sv1} > 0, X11, X12, X21, X22, ιYf , ιA1f , ιf of
appropriate dimensions and scalars λw1 > 0, εw2 > 0,
w1 = 1, 2, ..., 6, w2 = 1, 2, ..., 5, such that (4) is satisfied
and following inequalities are true:

_

φ =

[
_

φa
_

φb

∗
_

φd

]
< 0, (11a)
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
R̂1 0 X̂11 X̂12
∗ 3R̂1 X̂21 X̂22
∗ ∗ R̂1 0
∗ ∗ ∗ 3R̂1

 > 0, (11b)

P1 P2 FT

∗ δP2 −ιTf
∗ ∗ γ 2I

 > 0, (11c)

then, a filter having structure as proposed in (8) exists such
that the FE system (9) is not only asymptotically stable but
also satisfies a specified L2 − L∞ disturbance attenuation
level γ . Consequently, the desired filter matrices can be
found by:

Yf = P−12 ιYf , A1f = P−12 ιA1f , ιf = Ff . (12)

where

_

φa =



_

φ11
_

φ12
_

φ13
_

φ14
_

φ15

∗
_

φ22
_

φ23
_

φ24
_

φ25

∗ ∗
_

φ33
_

φz
_

φ35

∗ ∗ ∗
_

φ44
_

φz

∗ ∗ ∗ ∗
_

φ55
∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗

_

φ16
_

φ17
_

φ18
_

φz
_

φa1
_

φz
_

φz
_

φz
_

φ29
_

φa2
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φ66
_

φz
_

φz
_

φz
_

φa3

∗
_

φ77
_

φz
_

φz
_

φz

∗ ∗
_

φ88
_

φz
_

φz

∗ ∗ ∗
_

φ99
_

φz

∗ ∗ ∗ ∗
_

φa4



,

_

φb =



_

φz
_

φb2
_

φb2
_

φb2
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φ8a
_

φz
_

φz
_

φz
_

φz
_

φz
_

φz
_

φ9a
_

φb1
_

φb3
_

φb3
_

φb3
_

φz
_

φz



,

_

φd = diag {−Mλ4I ,−ε1I ,−ε2I ,−ε3I , −ε4I ,−ε5I } ,

_

φ11 =

[
_

φ11a
_

φ11b

∗
_

φ11d

]
+ Q̂+ Ŝ − M̄4R̂

+ (ε1I + ε4I ) G̃T1 G̃1 +
_

A3 (λ1αI +Mλ4αI )
_

A
T

3 ,
_

φ11a = P1A1 + ιYfD1 +
(
P1A1 + ιYfD1

)T
,

_

φ11b = ιA1f +
(
P2A1 + διYfD1

)T
,

_

φ11d = διA1f +
(
διA1f

)T
,

_

φ12 =

[
P1A2 + ιYfD2 0
P2A2 + διYfD2 0

]
− M̄

(
2R̂+ X̂11 + X̂21 + X̂12 + X̂22

)
,

_

φ13 = −M̄
(
−X̂11 − X̂21 + X̂12 + X̂22

)
,

_

φ14 = τ (t) P̂+ 6M̄R̂,
_

φ15 = −M̄
(
−2X̂12 − 2X̂22

)
,

_

φ15 = −M̄
(
−2X̂12 − 2X̂22

)
,

_

φ16 =

[
P1B+ ιYf E P1
P2B+ διYf E P2

]
,

_

φ17 =

[
ιYf ιYf
διYf διYf

]
,

_

φ18 =

[
(λ2I +Mλ5I )DT1 0

0 0

]
,

_

φz = 02,2,

_

φa1 = M

[
AT1 R1 + δ1D

T
1 ι
T
Yf δ1AT1 P2 + δ2D

T
1 ι
T
Yf

δ1ι
T
A1f δ2ι

T
A1f

]
,

_

φb2 =

[
P1M1 + ιYfM2 0
P2M1 + διYfM2 0

]
,

_

φ22 =
_

A3 (λ1βI +Mλ4βI )
_

A
T

3

+ (ε2I + ε5I ) G̃T2 G̃2 − (I − τ̇ (t)) Q̂

− M̄
(
8R̂ − X̂T11 + X̂

T
21 − X̂

T
12

+ X̂T22 − X̂11 + X̂21 − X̂12 + X̂22
)
,

_

φ23 = −M̄
(
X̂11 − X̂21 − X̂12 + X̂22 + 2R̂

)
,

_

φ24 = −τ (t) (I − τ̇ (t)) P̂+ M̄6R̂,
_

φ25 = (M − τ (t)) (I − τ̇ (t)) P̂− M̄

×

(
2X̂12 − 2X̂22 − 6R̂

)
,

_

φ29 =

[
(λ3I +MIλ6)DT2 0

0 0

]
,

_

φa2 = M

×

[
AT2 R1 + δ1D

T
2 ι
T
Yf δ1AT2 P2 + δ2D

T
2 ι
T
Yf

0 0

]
,

_

φ33 = −Ŝ − M̄
(
4R̂− 2X̂22

)
,

_

φ35 = − (M − τ (t)) P̂+ M̄
(
6R̂− 4X̂22

)
,

_

φ44 =
_

φ55 = −M̄
(
12R̂

)
,

_

φ66 = diag
{
−I + ε3IGT3G3,−λ1I

}
,

_

φa3 = M

×

[
BTR1 + δ1ET ιTYf P2 δ1BTP2 + δ2ET ιTYf P2

0 0

]
,
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_

φ77 = diag {−λ2I ,−λ3I } ,
_

φ88 = − (λ2I +Mλ5I ),
_

φ8a = (λ2I +Mλ5I )M2,
_

φ99 = − (λ3I +Mλ6I ),
_

φ9a = (λ3I +Mλ6I )M2,

_

φa4 =

[
−MR1 −δ1MP2
∗ −δ2MP2

]
,

_

φb1 =

[
MR1 δ1MP2
∗ δ2MP2

]
,

_

φb3 =

[
MR1M1 + δ1M ιYfM2 0
δ1MP2M1 + δ2M ιYf 0

]
.

Proof: The inequality (10a) can be decomposed into two
parts as �̃ = φ+1φ. Replacing

_

A1,
_

A2,
_

B,
_

D1 and
_

D2 in (10a)
by Â1, Â2, B̂, D̂1 and D̂2, respectively results in φ; where Â1 =

4

[
A1 0
YfD1 A1f

]
4T , Â2 = 4

[
A2 0
YfD2 0

]
4T , B̂ = 4

[
B
Yf E

]
,

D̂1 =
[
D1 0

]
4T , D̂2 =

[
D2 0

]
4T . While,1φ is given by:

1φ =

[
1φα 1φβ
∗ 1φγ

]
, (13)

with

1φα =


1φ̂11 P1Â2 0 0 0 P1B̂
∗ 0 0 0 0 0
∗ ∗ 0 0 0 0
∗ ∗ ∗ 0 0 0
∗ ∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ ∗ 0

,

1φβ =



0 0 0 1φa1 0 M1ÂT1 R 0
0 0 0 0 1φb1 M1ÂT2 R 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 M1B̂TR 0

,

1φγ = 07n,7n, 1φ̂11 = P1Â1 +1ÂT1 P,

1φa1 = (λ2I +Mλ5I )1D̂T1 ,

1φb1 = (λ3I +Mλ6I )1D̂T2 ,

1Â1 = 4
[
M13G1 0
YfM23G1 0

]
4T ,

1Â2 = 4
[
M13G2 0
YfM23G2 0

]
4T ,

1B̂ = 4
[
M13G3
YfM23G3

]
, 1D̂1 =

[
M23G1 0

]
4T

and

1D̂2 =
[
M23G2 0

]
4T .

By (2), 1φ can be dealt easily, which would consequently
transform the non-linear inequality (10a) into a linear one.
To elaborate the procedure, we only consider the terms1φ̂11,
M1ÂT1 R and MR1Â1 from (13), as follows:[

1φ̂11 1φ̂12
∗ 012n,12n

]
≤ ε−11 ηaη

T
a + ε1ηbη

T
b ,

where

1φ̂12 =
[
0 0 0 0 0 0 0 0 0 0 M1ÂT1 R 0

]
,

ηa =

[ (
PM̃1

)T
0 0 0 0 0 0 0 0 0 0

(
MRM̃1

)T
0

]T
and

ηb =
[
G̃1 0 0 0 0 0 0 0 0 0 0 0 0

]T
.

Rest of the uncertain terms in1φ can be dealt in the similar
manner and thus, by Schur complement following can be
obtained:

1φ ≤

[
η11 η12
∗ η22

]
,

where

η12 =



PM̃1 PM̃1 PM̃1 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 η12a 0
0 0 0 0 η12b

MRM̃1 MRM̃1 MRM̃1 0 0
0 0 0 0 0



,

η12a = (λ2I +Mλ5I )M2,

η12b = (λ3I +Mλ6I )M2,

η11 = diag
{
(ε1I + ε4I ) G̃T1 G̃1, (ε2I + ε5I ) G̃T2 G̃2 ,

0, 0, 0, ε3I G̃T3 G̃3

}
,

η22 = diag {−ε1I ,−ε2I ,−ε3I , −ε4I ,−ε5I } ,

M̃1 = 4

[
M1
YfM2

]
,

G̃1 =
[
G1 0

]
4T ,

and

G̃2 =
[
G2 0

]
4T .

Then, �̃ can be equivalently expressed as:[
φ + η11 η12
∗ η22

]
< 0. (14)

The inequalities (11a)-(11c) can be readily obtained from
(10a)-(10c), respectively, if we assume that matrices P, Q, R,
S, X11, X12, X21, and X22 have the following form with the
assumption that matrix P2 is non-singular:

4P4T
= 4diag

{[
Ph1 Ph2
Ph2 δPh2

]
,

[
Pv1 Pv2
Pv2 δPv2

]}
4T

=

[
P1 P2
P2 δP2

]
= P̂, 4R4T

= 4

× diag
{[

Rh1 δ1Ph2
δ1Ph2 δ2Ph2

]
,

[
Rh1 δ1Ph2
δ1Ph2 δ2Ph2

]}
4T
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=

[
R1 δ1P2
δ1P2 δ2P2

]
= R̂, 4Q4T

= 4

× diag
{[

Qh1 δ1Ph2
δ1Ph2 δ2Ph2

]
,

[
Qh1 δ1Ph2
δ1Ph2 δ2Ph2

]}
4T

=

[
Q1 δ1P2
δ1P2 δ2P2

]
= Q̂, 4S4T

= 4

× diag
{[

Sh1 δ1Ph2
δ1Ph2 δ2Ph2

]
,

[
Sh1 δ1Ph2
δ1Ph2 δ2Ph2

]}
4T

=

[
S1 δ1P2
δ1P2 δ2P2

]
= Ŝ,

4X114T
=

[
X11a X11b
X11c X11d

]
= X̂11,

4X124T
=

[
X12a X12b
X12c X12d

]
= X̂12,

4X214T
=

[
X21a X21b
X21c X21d

]
= X̂21,

4X224T
=

[
X22a X22b
X22c X22d

]
= X̂22.

This concludes our proof.
Remark 3: It is important to highlight that the results

established here aremore general and advantageous due to the
utilization of WBI inequality, and the simultaneous consider-
ation of practical factors such as uncertainties, time-delays,
non-linearities, saturation and disturbance which make the
analysis and synthesis problem more challenging and excit-
ing. To discuss a few similar relevant 2-D system studies,
H∞ filtering problem for discrete linear systems has been
presented in [18] and [19] for the systems with discrete
dynamics. Contrarily, the similar results related to 2-D non-
linear (continuous and discrete) systems have been presented
in [20], [22], [23], [26], [28], [30]–[33], and [35]. It can
be noticed that the authors in above cited relevant refer-
ences have either considered these practical factors individu-
ally or in combination but not simultaneously, which explains
the importance of the problem being addressed in our paper.
Remark 4: In the following, a procedure is presented that

can be used to find the filter matrices by solving the inequal-
ities in Theorem 2:
Step 1: Input matrices A1, A2, B, D1, D2, F , E , G1, G2, G3,

M1 andM2.
Step 2: Input the parameters m, M , ṁ, Ṁ , α, β, δ, δ1, δ2

and γ .
Step 3: Feasible solution of inequalities (11a)-(11c), results

in matrices P1, P2, R1, Q1, S1, X11, X12, X21, X22, ιYf , ιA1f ,
ιf and the parameters λw1 > 0, εw2 > 0, w1 = 1, 2, ..., 6,
w2 = 1, 2, ..., 5, then filter matrices can obtained by (12).

IV. ILLUSTRATIVE EXAMPLE
Let us consider the following mathematical model that repre-
sents the dynamics of some process in gas absorption, water
stream heating and air drying [1].

∂2θ (s, τ )
∂s∂τ

= a2
∂θ (s, τ )
∂s

+ a1
∂θ (s, τ )
∂τ

+ a0θ (s, τ )

+ ad s(s, t − d(τ ))+ bψ(s, τ )+ ew(s, τ ) (15)

where θ(s, τ ) represents some unknown function at s ∈
[0, sf ](space) and τ ∈ [0,∞) (time). The parameters a2,
a0, a1, e, ad and b are some real known coefficients; d(τ ),
ψ(s, τ ) (satisfying (7)) andw(s, τ ) (L2 norm-bounded) denote
the time-varying delay, non-linearity, and the disturbance,
respectively.

Following the procedure as adopted in [27], the dynamics
of the system (15) can be transformed into system (1). For
an illustrative purpose, let us consider system (1) with the
parameters given in Table 1.

TABLE 1. System parameters.

TABLE 2. Filter parameters.

Then, upon solving the inequalities (11)-(12) established
in Theorem 2, the filter (8) with the specifications mentioned
in Table 2 can be obtained. Moreover, the maximum upper
bound of time-delay has also been estimated in Table 3 by
checking the feasibility of inequalities established in
Theorem 2.

TABLE 3. Maximum upper bound of delay hM = vM and the feasibility of
inequalities in Theorem 2 with hm = vm = 0 and the parameters given
in Table 1.

The simulation is carried out to depict the responses
_

h(t1, t2),
_v(t1, t2) and e (t1, t2) of the filtering error system

(9) in the Figures 1-3, respectively. We consider the noise as
w (t1, t2) = e−0.5(t1+t2).

The boundary conditions defined in (5) are chosen as
follows:

h(g1, t2) = 0.5, ∀ − 1 ≤ g1 ≤ 0, 0 ≤ t2 ≤ 3,

h(g1, t2) = 0, ∀ − 1 ≤ g1 ≤ 0, t2 > 3,

v(t1, g2) = 0.5, ∀ − 2 ≤ g2 ≤ 0, 0 ≤ t1 ≤ 3,

v(t1, g2) = 0, ∀ − 2 ≤ g2 ≤ 0, t1 > 3.
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FIGURE 1. The response of
_
h

(
t1, t2

)
.

FIGURE 2. The response of
_
v

(
t1, t2

)
.

FIGURE 3. The filtering error response e(t1, t2).

It is evident in Figures 1-3 that the FE system represented
by (9) converges ultimately to zero and hence is asymptoti-
cally stable. Therefore, based upon the above responses it can
be deduced that our proposed L2−L∞ filter meets the desired
requirements.

V. CONCLUSION
The solution of L2−L∞ filter design problem for uncertain 2-
D continuous non-linear system with time-delays has been
obtained in this paper. During the computation of derivative
of LKF, we dealt with some terms by the WBI inequality

technique which is considered to reduce conservatism of the
Jensen inequality method. Lemma 1 and Lipschitz condi-
tions were used to linearize the saturation and non-linearity,
respectively. Thus, the asymptotical stability conditions for
the FE system (9) having a desired L2 − L∞ performance
were formulated in terms of inequalities. The usefulness of
the proposed results has been demonstrated through a suitable
example. In future, we aim to extend these results for 2-D
systems with discrete dynamics.

APPENDIX A
Proof: Let us take into account the functional of the

following form:

V
(
_x (t1, t2)

)
= Vh

(
_

h (t1, t2)
)
+ Vv

(
_v (t1, t2)

)
, (16)

with

Vh
(
_

h (t1, t2)
)

= ξTh (t1, t2)Phξh (t1, t2)

+

∫ t1

t1−h(t1)

_

h
T
(θ1, t2)Qh

_

h (θ1, t2) dθ1

+

∫ t1

t1−hM

_

h
T
(θ1, t2)Sh

_

h (θ1, t2) dθ1

+

∫ t1

t1−hM

∫ t1

θ2

∂
_

h
T
(θ1, t2)
∂θ1

Rh
∂
_

h (θ1, t2)
∂θ1

dθ1dθ2,

Vv
(
_v (t1, t2)

)
= ξTv (t1, t2)Pvξv (t1, t2)

+

∫ t2

t2−v(t2)

_v
T
(t1, θ2)Qv

_v (t1, θ2) dθ2

+

∫ t2

t2−vM

_v
T
(t1, θ2)Sv

_v (t1, θ2) dθ2

+

∫ t2

t2−vM

∫ t2

θ2

∂
_v
T
(t1, θ1)
∂θ1

Rv
∂
_v (t1, θ1)
∂θ1

dθ1dθ2,

having ξh (t1, t2) =
[
_

h
T
(t1, t2),

∫ t1
t1−h(t1)

_

h
T
(θ1, t2)dθ1,∫ t1−h(t1)

t1−hM

_

h
T
(θ1, t2)dθ1

]T
and ξv (t1, t2) =

[
_v
T
(t1, t2),∫ t2

t2−v(t2)
_v
T
(t1, θ2) dθ2,

∫ t2−v(t2)
t2−vM

_v
T
(t1, θ2) dθ2

]T
.

As the matrices Ph, Qh, Sh, Rh, Pv, Qv, Sv and Rv are posi-
tive definite. Consequently, the functional V

(
_x (t1, t2)

)
> 0.

Now, computing the unidirectional derivative of (16) along
system (9) trajectories yields:

V̇u
(
_x (t1, t2)

)

≤ 2


_

h (t)

h(t1)
1

h(t1)

∫ t1
t1−h(t1)

_

h (θ1)dθ1

(hM − h(t1))
1

(hM − h(t1))

∫ t1−h(t1)
t1−hM

_

h (θ1)dθ1


T

Ph
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×


_

h
(
ṫ
)

_

h (t)−
(
1− ḣ(t1)

)_
hd(t1)(

1− ḣ(t1)
) (_
hd(t1) −

_

hdM
)
+ _

h
T
(t)Qh

_

h (t)

−
(
1− ḣ(t1)

)_
h
T

d(t1)Qh
_

hd(t1) +
_

h
T
(t) Sh

_

h (t)

−
_

h
T

dMSh
_

hdM + hM
_

h
T (
ṫ
)
Rh

_

h
(
ṫ
)

−

∫ t1

t1−hM

_

h
T (
θ̇1
)
Rh

_

h
(
θ̇1
)
dθ1

+ 2


_v (t)

v(t2)
1

v(t2)

∫ t2
t2−v(t2)

_v (θ2)dθ2

(vM − v(t2))
1

(vM − v(t2))

∫ t2−v(t2)
t2−vM

_v (θ2)dθ2


T

Pv

×


_v
(
ṫ
)

_v (t)− (1− v̇(t2))
_vd(t2)

(1− v̇(t2))
(
_vd(t2) −

_vdM
)
+ _v

T
(t)Qv

_v (t)

− (1− v̇(t2))
_v
T
d(t2)Qv

_vd(t2) +
_v
T
(t) Sv

_v (t)

−
_v
T
dMSv

_vdM + vM
_v
T (
ṫ
)
Rv

_v
(
ṫ
)

−

∫ t2

t2−vM

_v
T (
θ̇2
)
Rv

_v
(
θ̇2
)
dθ2. (17)

where
_

h (t1, t2) =
_

h (t), ∂
_
h (t1,t2)
∂t1

=
_

h
(
ṫ
)
, ∂

_
h (θ1,t2)
∂θ1

=
_

h
(
θ̇1
)
,

∂
_v (t1,t2)
∂t2

=
_v
(
ṫ
)
,
_

h (t1 − h(t1), t2) =
_

hd(t1),
_

h (t1 − hM , t2) =
_

hdM , _v (t1, t2) =
_v (t), ∂

_v (t1,θ2)
∂θ2

=
_v
(
θ̇2
)
, _v (t1, t2 − v(t2)) =

_vd(t2),
_v (t1, t2 − vM ) =

_vdM , w (t1, t2) = w,
_

h (θ1, t2) =
_

h (θ1),
_v (t1, θ2) =

_v (θ2).

Next, we split −
∫ t1
t1−hM

_

h
T (
θ̇1
)
Rh

_

h
(
θ̇1
)
dθ1 and

−
∫ t2
t2−vM

_v
T (
θ̇2
)
Rv

_v
(
θ̇2
)
dθ2 as follows:

−

∫ t1

t1−hM

_

h
T (
θ̇1
)
Rh

_

h
(
θ̇1
)
dθ1

= −

∫ t1−h(t1)

t1−hM

_

h
T (
θ̇1
)
Rh

_

h
(
θ̇1
)
dθ1

−

∫ t1

t1−h(t1)

_

h
T (
θ̇1
)
Rh

_

h
(
θ̇1
)
dθ1, (18)

−

∫ t2

t2−vM

_v
T (
θ̇2
)
Rv

_v
(
θ̇2
)
dθ2

= −

∫ t2−v(t2)

t2−vM

_v
T (
θ̇2
)
Rv

_v
(
θ̇2
)
dθ2

−

∫ t2

t2−v(t2)

_v
T (
θ̇2
)
Rv

_v
(
θ̇2
)
dθ2. (19)

After utilization of Lemma 3, (18) and (19) can be exhib-
ited as follows:

−

∫ t1

t1−hM

_

h
T (
θ̇1
)
Rh

_

h
(
θ̇1
)
dθ1

≤ −ζ Th (t1, t2)
(

1
h(t1)

LTh12
_

RhLh12

+
1

hM − h(t1)
LTh34

_

RhLh34

)
ζh (t1, t2), (20)

−

∫ t2

t2−vM

_v
T (
θ̇2
)
Rv

_v
(
θ̇2
)
dθ2

≤ − ζ Tv (t1, t2)
(

1
v(t2)

LTv12
_

RvLv12

+
1

vM − v(t2)
LTv34

_

RvL34

)
ζv (t1, t2), (21)

where
_

Rh = diag {Rh, 3Rh} ,

Lh12 =
[
Lh1
Lh2

]
,

Lh34 =
[
Lh3
Lh4

]
,

_

Rv = diag {Rv, 3Rv} ,

Lh1 =
[
Ih −Ih 0 0 0 0

]
,

Lv12 =
[
Lv1
Lv2

]
,

Lh2 =
[
Ih Ih 0 −2Ih 0 0

]
,

Lv34 =
[
Lv3
Lv4

]
,

Lh3 =
[
0 Ih −Ih 0 0 0

]
,

2h =

[
_

Rh Xh
∗

_

Rh

]
,

Lh4 =
[
0 Ih Ih 0 −2Ih 0

]
,

2v =

[
_

Rv Xv
∗

_

Rv

]
,

Lv1 =
[
Iv −Iv 0 0 0 0

]
,

Lh =
[
LTh12 LTh34

]T
,

Lv2 =
[
Iv Iv 0 −2Iv 0 0

]
,

Lv =
[
LTv12 LTv34

]T
,

Lv3 =
[
0 Iv −Iv 0 0 0

]
,

Xh =
[
Xh11 Xh12
Xh21 Xh22

]
,

Lv4 =
[
0 Iv Iv 0 −2Iv 0

]
,

Xv =
[
Xv11 Xv12
Xv21 Xv22

]
,

ζh (t1, t2) =
[
ζ Th1 (t1, t2) ζ Th2 (t1, t2)

]T
,

ζ Th1 (t1, t2) =
[
_

h
T
(t)

_

h
T

d(t1)
_

h
T

dM

]
,

VOLUME 6, 2018 73655



Z. Duan et al.: Robust L2 − L∞ Filter Design for Uncertain 2-D Continuous Nonlinear Delayed Systems With Saturation

ζv (t1, t2) =
[
ζ Tv1 (t1, t2) ζ

T
v2 (t1, t2)

]T
,

ζ Th2 (t1, t2)

=

[
1

h(t1)

∫ t1

t1−h(t1)

_

h
T
(θ1)dθ1

×
1

(hM − h(t1))

∫ t1−h(t1)

t1−hM

_

h
T
(θ1)dθ1wT

]T
,

ζ Tv2 (t1, t2) =
[

1
v(t2)

∫ t2

t2−v(t2)

_v
T
(θ2)dθ2

×
1

(vM − v(t2))

∫ t2−v(t2)

t2−vM

_v
T
(θ2)dθ2 wT

]T
.

If there exist matrices Xh and X v, such that 2h > 0, and
2v > 0, then Lemma 4 yields:

−

∫ t1

t1−hM

_

h
T (
θ̇1
)
Rh

_

h
(
θ̇1
)
dθ1

≤ −
1
hM
ζ Th (t1, t2)L

T
h 2hLhζh (t1, t2), (22)

−

∫ t2

t2−vM

_v
T (
θ̇2
)
Rv

_v
(
θ̇2
)
dθ2

≤ −
1
vM
ζ Tv (t1, t2)L

T
v 2vLvζv (t1, t2) . (23)

Using lemma 2 on the terms hM
_

h
T (
ṫ
)
Rh

_

h
(
ṫ
)
, vM

_v
T (
ṫ
)

Rv
_v
(
ṫ
)
in (17) and taking R̃h =

(
R−1h − λ

−1
4h Ih

)−1
, R̃v =(

R−1v − λ
−1
4v Iv

)−1
and R̃ = diag

{
R̃h, R̃v

}
, the following can

be obtained:

M


∂
_

h (t1, t2)
∂t1

∂
_v (t1, t2)
∂t2


T

R


∂
_

h (t1, t2)
∂t1

∂
_v (t1, t2)
∂t2


≤ M

[
_x
T
(t1, t2)

_

A
T

1 +
_x
T
(t1 − h(t1), t2 − v(t2))

_

A
T

2

+wT (t1, t2)
_

B
T
]
R̃
[
_

A1
_x (t1, t2)

+
_

A2
_x (t1 − h(t1), t2 − v(t2))+

_

Bw (t1, t2)
]

+Mλ4

[
α
_x
T
(t1, t2)

_

A3
_

A
T

3
_x (t1, t2)

+β
_x
T
(t1 − h(t1), t2 − v(t2))

_

A3
_

A
T

3

×
_x (t1 − h(t1), t2 − v(t2))

]
+Mλ6

_x
T
(t1 − h(t1), t2 − v(t2))

_

D
T

2
_

D2

×
_x (t1 − h(t1), t2 − v(t2))

+Mλ5
_x
T
(t1, t2)

_

D
T

1
_

D1
_x (t1, t2) . (24)

Denoting:

_x =
[
_

h
T
(t) _v

T
(t)
]T
,

_xd(t) =
[
_

h
T

d(t1)
_v
T
d(t2)

]T
,

_xdM =
[
_

h
T

dM
_v
T
dM

]T
,

_x i1 =
[

1
h(t1)

∫ t1

t1−h(t1)

_

h
T
(θ1)dθ1,

1
v(t2)

∫ t2

t2−v(t2)

_v
T
(θ2)dθ2

]T
,

_x i2 =
[

1
(hM − h(t1))

∫ t1−h(t1)

t1−hM

_

h
T
(θ1) dθ1,

1
(vM − v(t2))

∫ t2−v(t2)

t2−vM

_v
T
(θ2)dθ2

]T
,

L =
[
LTh LTv

]T
,

ζ (t1, t2) =
[
_x
T _x

T
d(t)

_x
T
dM

_x
T
i1

_x
T
i2 wT

]T
.

Now, by considering the inequalities (20)-(24), the following
is easy to obtain from (17):

V̇u
(
_x (t1, t2)

)
≤ ζ T (t1, t2)�ζ (t1, t2)

+wT (t1, t2)w (t1, t2), (25)

where

� =


�11 �12 �13 �14 �15 �16
∗ �22 �23 �24 �25 �26
∗ ∗ �33 0 �35 0
∗ ∗ ∗ �44 0 0
∗ ∗ ∗ ∗ �55 0
∗ ∗ ∗ ∗ ∗ �66

,

�11 = �̄11 + λ
−1
2 P

_

Y 1
_

Y
T

1 P+ λ2
_

D
T

1
_

D1 + λ
−1
3 P

_

Y 2
_

Y
T

2 P

+λ−11 P
_

A3
_

A
T

3 P+M
_

A
T

1 R̃
_

A1 + λ5M
_

D
T

1
_

D1,

�22 = �̄22 + λ3
_

D
T

2
_

D2 +M
_

A
T

2 R̃
_

A2 +Mλ6
_

D
T

2
_

D2,

�12 = �̄12 +M
_

A
T

1 R̃
_

A2, �16 = P
_

B+M
_

A
T

1 R̃
_

B

�26 = M
_

A
T

2 R̃
_

B, �66 = M
_

B
T
R̃
_

B.

Thus, from the inequalities (25) and (10), it follows:

V̇u
(
_x (t1, t2)

)
< wT (t1, t2)w (t1, t2) . (26)

Consequently, V̇u
(
_x (t1, t2)

)
< 0, when w (t1, t2) = 0,

in accordance with Lemma 1 derived in [41], which implies
that the filtering error system (9) is asymptotically stable. The
following is easy to obtain from (26):∫ t2

0

∫ t1

0
V̇u
(
_x (t1, t2)

)
dt1dt2

<

∫ t2

0

∫ t1

0
wT (t1, t2)w (t1, t2) dt1dt2. (27)

By Schur complement, the inequality (10C) implies
_

F
_

F
T
< γ 2P. Moreover, under the zero boundary conditions
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the following can be obtained from (27):

eT (t1, t2) e (t1, t2)

=
_x
T
(t1, t2)

_

F
T _

F_x (t1, t2)

<
_x
T
(t1, t2)P

_x (t1, t2)

< γ 2
∫ t2

0

∫ t1

0
wT (t1, t2)w (t1, t2) dt1dt2

≤ γ 2
∫
∞

0

∫
∞

0
wT (t1, t2)w (t1, t2) dt1dt2.

That is

‖e (t1, t2)‖2∞ < γ 2 ‖w (t1, t2)‖22 ,

for any nonzero arbitraryw(t1, t2) ∈ L2{[0,∞), [0,∞)}. This
concludes our proof.
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