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ABSTRACT The advent of cloud platform has promoted the complexity and scales of industries increasingly.
Any deliberate or non-deliberate faults may cause enormous impact on system performance and server
costs. Anomaly detection is a good way to identify anomalies and improve the dependability of the cloud
platform. However, some of the anomaly detection methods are labeled data dependency, and some of them
are sensitive to the dynamic runtime environment of the cloud platform. To address the problems, an adaptive
and incremental clustering anomaly detection algorithm for virtual machines under the cloud platform
runtime environment is proposed. Compared with the previous detection methods, the effect of the runtime
environment factor is taken into account. Owning to the high level of dynamic cloud platform manages
and the resources allocation of virtual machines, the environmental factors play an important role in the
running performance of the virtual machines. In this paper, an improved adaptive and incremental clustering
algorithm is introduced to perform the detection with the considerations of the cloud platform runtime
environment. To demonstrate the effectiveness, two sets of experiments are performed. The experimental
results indicate that the proposed anomaly detection method can greatly improve the detection accuracy rate
even the cloud platform runtime environment changes.

INDEX TERMS Anomaly detection, runtime environment, cloud platform, incremental clustering, virtual
machine.

I. INTRODUCTION
As the increasing of cloud platform scale and the growing
number of features, cloud platform has become increasingly
complex. The complexity as well as the inherent characteris-
tics of cloud platform for sharing is easy to produce some per-
formance anomalies that degrade performance, downtimes of
virtual machines, lowing the dependability of cloud platform.
These performance anomalies are usually caused by resource
competition [1], [2], performance bottlenecks [3], error
configuration [4], software detects [5], hardware failure [6]
and external attacks [7] and so on. Anomaly detection is a
good way could help to find and identify abnormal behaviors
before real failures occur to improve the dependability of
cloud platform.

Virtualization technology, especially the Host Virtualiza-
tion Technology [8] has become one of the key supporting

technologies to build a cloud data center in cloud platform.
At present, most of the mainstream cloud service providers,
such as IBM,Google,Microsoft, andAmazon and so on, have
adopted this virtualization technology to provide their own
cloud computing solutions and related technologies, which
make the virtual machines as the research object of anomaly
detection, become a trend in the cloud platform.

The anomalies of a virtual machine refer to any sudden
performance degradation deviating from the normal behavior.
Different from the collapse failure of virtual machine to stop
sunning immediately, abnormal performance usually results
in the decrease of virtual machine running efficiency. For
instance, if the cloud server appears insufficient of mem-
ory and disk space and results in abnormal virtual machine
performance, the user will find that the virtual machine can
still run normally, in addition to the lower speed and longer
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response time. And research shows [9]–[11] that most of
the abnormal performance usually comes with a significant
change in system performance metrics, so it is a good way to
detect virtual machine anomalies by collecting and analyzing
of system running performance metrics.

However, due to the large scale of cloud platform and the
large variety of operating systems in the virtual machines,
continuously monitoring of all virtual machines leads to the
overwhelming volume of performance metric data along with
a high metric dimensionality. What’s more, in the real-world
cloud platform, the labeled data is almost not available.
Therefore, due to the large number, high dimensionality
and unlabeled performance metric data, most of the existing
anomaly detection methods will not suitable for the needs of
virtual machine anomaly detection. They are mostly under-
lying assumptions of the availability of training data set that
has been labeled, such as SVM-based [12], neural networks-
based [13], Bayesian network-based [14], [15], and statistic-
based [16]. Besides, the acquisition of statistic model or
classifier for each virtual machine of these detection methods
will bring huge time overhead and computational cost.

In addition, the cloud platform is flexible enough to allow
consumers to initiate and terminate virtual machines dynam-
ically according to specific task requirements. How to effec-
tively detect the abnormal performance of virtual machines
on line and be adaptive to the high dynamic running envi-
ronment is a challenging. Meanwhile, the running perfor-
mance metric of each virtual machine will be affected by
the running environment factors, such as the virtual machine
resource configuration, the virtual machine system workload
and the host resource allocation (shown in Figure 1). There-
fore, if anomaly detection with the virtual machine runtime
performance metric data alone, lacking of the awareness of
the runtime environment, then any significant changes of
the virtual machine performance metric will be regarded as
anomalies, leading to a high false alarm rate and reducing the
detection accuracy.

FIGURE 1. The runtime environment factors of virtual machines in cloud
platform (IAAS).

In order to meet the dynamic characteristics of the large
scale cloud platform, reduce false alarm rate and improve
detection accuracy, this paper proposes an adaptive and incre-
mental clustering anomaly detection algorithm for virtual
machines under the cloud platform runtime environment.
First, take the virtual machine anomaly detection as a con-
textual anomaly with the runtime environment as the context

of virtual machines, underlying the assumption that similar
running performance appears in similar environments. Then,
an adaptive and incremental clustering algorithm is used to
group the similar runtime environment into a cluster and
regard virtual machine anomaly detection in each cluster as a
point anomaly detection problem. In this adaptive and incre-
mental clustering algorithm, the number of clusters is not
predefined and non-fixed. The creation of clusters is based
on the criteria of maximum inter- cluster distance, minimum
inner-cluster distance and the maximum dependability clus-
tering. Experimental results show that this proposed method
can adaptive to the dynamic and complexity cloud platform
and detect anomalies effectively.

The rest of this paper is organized as follows. Some related
works are discussed in Section 2. The definitions of cloud
platform runtime environment attributes of virtual machines
are presented in Section 3. The adaptive and incremental
clustering algorithm for virtual machine anomaly detection
under cloud platform runtime environment is proposed in
Section 4. Then the experiments and results are described in
Section 5. Section 6 concludes this paper.

II. RELATED WORKS
To improve the dependability of cloud platform and keep
pace with the increase of scale and complexity of cloud
platform, a variety of anomaly detection techniques have been
proposed.

Wang et al. [17] proposed an Entropy based anomaly test-
ing mechanism for the ever-increasing size and complexity of
system software, applications and workload patterns of cloud
platform. This mechanism used entropy as a measurement to
generate entropy time series according to the distributions of
performance metrics. Then online tools were used to identify
anomalies in these entropy time series. Compared to the
traditional anomaly detection method based on individual
metric thresholds, it could effectively improve the accuracy
and false alarm rate of anomaly detection system. Though the
entropy based testing mechanism use hierarchically to reduce
the volume of monitoring data, different levels of abstractions
like hardware, software, operation system, multimedia and
virtual machines are had to be collected.

In order to achieve a lightweight detection method, Wang
et al. [18] proposed a statistical technique for online anomaly
detection based on Tukey method and the multinomial
goodness-of-fit test based on the Relative Entropy statistic to
adapt to the needs of multiple time dimensions, entire past,
recent past and context based on hour of day and day of week.

Pannu et al. [19] proposed a self-evolving anomaly detec-
tion framework. The health-related runtime performance data
of system was monitored continuously, and a recursively
statistical learning technology was exploited to calculate
the abnormality score value of a new cloud performance
data record. Then cloud operators pinpointed the anomalies
according to the abnormality score to evolve the detection
method.
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For the variety failure types in cloud computing infrastruc-
tures, Guan and Fu [11] presented an adaptive anomaly iden-
tification mechanism to explore the most relevant principal
components factor of different failure types. PCAmethodwas
used to find the most relevant principal components for each
type of possible failures. Adaptive Kalman filters then used to
do anomaly detection based on the performance metric data
record.

According to the huge number of machines of cloud plat-
form, Bhaduri et al. [20] proposed a distributed and auto-
mated anomaly detection framework, which runs on top of
the Ganglia system on each computing machine on the cloud
locally to rank the machines in order based on their anomalies
or fault scores. The ranked list would be reported to themaster
node in the cloud platform and the system operators would
take corrective actions to defend from anomalies.

Smith et al. [21] proposed an autonomic anomaly detec-
tion mechanism to detect anomalies from the volumi-
nous amount of noisy and high dimensional data. The
health-related system runtime performance data was col-
lected by hardware sensors, system calls, application profiles
and some third-party monitoring tools. Taking account of
the data volume and diversity, data dependency, anomaly
characteristics and system dynamic, Bayesian network based
method and PCA method were combined to automatically
analyze of the collected data record and detect the anomalies.

Fu [22] presented a performance metric selection based
autonomic anomaly detection mechanism to deal with the
redundancy and high dimensionality of the runtime perfor-
mance metrics. Mutual information was exploited to quan-
tify the relevance and redundancy among the performance
metrics. Meanwhile, PCA method was used to further reduce
the metric dimension to tackle with the high dimensionality
performance metrics. Then a semi-supervised decision tree
was introduced to identifies anomalies.

Aiming at the failure problem of cloud platform,
Tan et al. [23] proposed an online predictive perfor-
mance anomaly prevention system to automatic performance
anomaly prevention. It integrated online anomaly prediction
and virtualization-based prevention to automatically prevent
performance anomalies. All of the virtual machines system
performance metrics were continuously tracked by the vir-
tual machine monitoring modules. Two-dependent Markov
Chain model was incorporated with the Tree-Augmented
Naïve Bayesian Network to execute anomaly detection and
classification. After pinpointing the faulty virtual machines,
elastic virtual machine resource scaling and live virtual
migration was triggered to prevent from the performance
anomalies.

In view of massive amount of the monitoring data,
Gupta et al. [24] proposed a context-aware anomaly detec-
tion method, taking the system logs and time series data
into consideration. The data instance was denoted by the
combination of system logs and time series data. Then the
modifiedK-meansmethodwas used to obtainmetric patterns,
and an anomaly score of an instance was obtained.

Guiping and Jiawei [25] presented an environment-aware
anomaly detection framework under cloud platform for vir-
tual machines, where the training problems of imbalance
training sample sets,

multiple anomaly categories and increasing number of
training samples were discussed and several SVM based
anomaly detection algorithms were proposed. Liu et al. [26]
proposed a dynamic and adaptive anomaly detection method
base on self- organizing maps, where SOM network method
was used to model the set of virtual machines with some
similar running properties to reduce the modeling time and
the training cost.

III. THE DEFINITION OF CLOUD PLATFORM RUNTIME
ENVIRONMENT ATTRIBUTES
In the cloud platform, each client virtual machine with differ-
ent customer application systems is scheduled by the virtual
machine monitor to coordinate operation on different physi-
cal servers. The performance of each client virtual machine
is affected by the status factor of physical servers and cus-
tomer application systems, that is the virtual machine run-
time performance metrics are closely related to its runtime
environment in the cloud platform. Once the resource config-
urations of physical server with virtual machines running are
different, the resource configurations of virtual machines will
appear diversity, leading to a differ in virtual machine runtime
performance metrics. Therefore, for the sake of effectively
anomaly detection for virtual machines in the cloud platform,
this paper proposes an adaptive and incremental clustering
anomaly detection algorithm for virtual machines under the
cloud platform runtime environment. A global view of the
cloud platform runtime environment factors -- the resource
configuration of virtual machine, the system workload of
virtual machine and the resource configuration of physical
server where the virtual machines runs –is given.

FIGURE 2. The effect of workload on the runtime performance metrics
(CPU utilization).

Figure. 2 shows the relationships between one of the virtual
machine runtime performance metrics (CPU utilization) and
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the system workload when executes map/reduce tasks. L1,
L2, L3, L4 and L5 show the system workload of virtual
machine at different time. P1, P2, P3, P4 and P5 indicate the
CPU utilization at the corresponding time point. It can be seen
from the Figure that under the different workloads, the virtual
machine runtime performance metric index (CPU utilization)
appears different. If an irregular inflection of virtual machine
runtime performance metrics is identified an anomaly, then
it will be considered that this virtual machine is thought to
have experienced 5 anomalies within the 60 seconds. But
in actually, combining with the system workload of virtual
machine, the above irregular changes are normal.

Therefore, to avoid the interference of cloud platform run-
time environment to anomaly detection from misjudgment,
this paper takes the cloud platform runtime environment fac-
tor - the resource configuration of virtual machine, the system
workload of virtual machine and the resource configuration
of physical server where the virtual machines runs- into con-
sideration, and gives the definition of each factor as follows.
Definition 1: Resource Configuration Attribute set of vir-

tual machine (RC), which combines the CPU processing
capacity, memory resource and storage source. The attribute
set can be formalized as a vector, where rci represents one
metric attribute of the vector.

RC = [rc1rc2rc3 . . . rck ]T (1)

Definition 2: System Workload Attribute set of virtual
machine (SW), where transaction throughput and network
throughput of virtual machine are considered. The attribute
set can be formalized as a vector, where swi represents one
metric attribute of the vector.

SW = [sw1 sw2 sw3 . . . swh]T (2)

Definition 3: Server Resource Configuration Attribute set
with the virtual machine running (SC). It includes the CPU
frequency, memory resource, storage resource and cash size
of server. The formalized vector shown as below, where sci
represents one metric attribute of the vector.

SC = [sc1 sc2 sc3 . . . scl]T (3)

Definition 4: The Cloud Platform Runtime Environment
vector (RE), which consists of the resource configuration
attribute vector RC, systemworkload attribute vector SW and
the server resource configuration attribute vector SC together
to model the cloud platform runtime environment where the
virtual machine runs. The vector is shown as follows:

RE = [RC,SW,SC]T (4)

According to the vector definition of cloud platform run-
time environment attribute, it can be found that there exist
some relationships between each variable in the vector. For
instance, the CPUprocessing capacity of virtualmachinemay
have influence on the transaction throughput and the server
CPU frequency may affect the CPU procession capacity of
the virtual machine, too. Caring about this association, Maha-
lanobis Distance method are used to calculate the similarity

between the runtime environments. The similarity calculation
method is shown as below.

dij =
√
(rei − µj)A−1(rei − µj)T (5)

Where µj is the center of cluster Cj, µj =
∑n

k=1 rek
n ,

n denotes the number of runtime environment data in cluster
Cj. A is the covariance matrix of the runtime environment
vectors of all the virtual machines in cluster Cj, the formula
is as follows.

A =

 cov (a1, a1) · · · cov (a1, am)
...

. . .
...

cov (am, a1) · · · cov (am, am)

 (6)

Where ai is the ith data vector of the runtime environment
vector, and the covariance calculation formula between two
attribute ai and aj is shown below.

cov
(
ai, aj

)
=

1
n

∑n

k=1
(aik − āi)(ajk − āj) (7)

where āi is the average value of ith attribute, āi =
1
n

∑n
k=1 aik .

IV. THE PROPOSED ADAPTIVE AND INCREMENTAL
CLUSTERING ANOMALY DETECTION ALGORITHM
Clustering is a common unsupervised learningmethod, which
is based on the similarity and groups the data into a clus-
ter set according to a certain similarity measure without
any prior knowledge. Due to the characteristics, cluster-
ing methods such as K-means [27], phased k-means [28],
k-medoids [29], [30], k-nearest neighbors [31] and Kernel
K-means [32] based method have been widely used in
anomaly detection in the cloud platform.

Nevertheless, either the k-means based anomaly detection
method or the k-nearest neighbors based anomaly detec-
tion method, it has to predefined the number of cluster k.
Besides, a randomly initialization of each cluster center is
further needed for cluster-based anomaly detection method.
But cloud platform is a continues and dynamic operation
environment, a long time durative monitoring is required to
ensure the stability and dependability of the cloud platform.

As described in Section 3, the cloud platform runtime
environment factor has a major influence on virtual machine
anomaly detection. During the operating time, there may
be a new runtime environment circumstance. A stable and
predefined cluster number k might not adapt to the dynamic
cloud platform.

Accordingly, to improve the detection accuracy, detection
speed and the adaptability of anomaly detection for virtual
machine in the cloud platform, the proposed adaptive and
incremental clustering anomaly detection algorithm do not
predefine and fix the cluster number. Each input data vector
will be incrementally assigned to the most similarity cluster
over time, and the number of clusters will be monotonically
increased. In order to make the cluster results reliable, three
criteria have to be satisfied: maximal inter-cluster distance,
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minimal inner-cluster distance and maximal dependability
clustering rules.

Minimal inner-cluster distance means that the data points
in the same cluster has the maximal similarities. Using the
mean value of all data points to the cluster center, it can be
specified as:

min
1
|Ci|

∑
v∈Ci

d(v, µi) (8)

Where |C i| is the number of data points in cluster Ci, v is
the data point belongs to the cluster Ci and µi is the center of
the cluster Ci.
Maximum inter-cluster distance means that the data points

in two different clusters are far from each other. A data point
in one cluster will not possible belong to another cluster at
all. It can be specified as:

max
1

|Ci| |Cj|

∑
v∈Ci
u∈Cj

d(v, u) (9)

Where |C i|, |C j| represent the number of data points in
cluster Ci and Cj respectively.
Combine with these two criteria, the maximal dependabil-

ity clustering creation rules of the adaptive and incremental
clustering algorithm are as follows. First, the similarity of
each data point in the input vector is calculated by the Maha-
lanobis Distance. Then, the maximal similarity threshold
value SIM threshold is used to decide whether a new cluster is
created or not. If the similarity between a new data point v
and one cluster Ck is larger than SIM threshold then assigns the
cluster index k to data point v. Otherwise, the cluster number
is increased with 1. Once a data point v get the cluster index
k, the update process of cluster Ck needs to be executed.
Whereas, considering the flexibility of cloud platform and
the associations of each metric attribute, although the data
point v is similar to cluster centerµk , it may be far away from
the rest data point of cluster Ck . A simple update process of
cluster centerµk with the average value of all values between
data point v and cluster Ck will result in a lateral shift of
the cluster Ck . Here, a comparison between the similarity
of data point v with cluster center µk and the similarity of
data point v with all the other data point in cluster Ck is
performed. The maximal dependable distance update thresh-
old valueDEPENDthreshold . If the difference between them is
larger than the DEPENDthreshold , then the cluster number is
increased with 1. Otherwise, the cluster center µk is updated
by the average value of all values between data point v and
cluster Ck .
Algorithm 1 presents the pseudocode of the proposed clus-

tering algorithm for incrementally and adaptively creating
and updating clusters.

V. PERFORMANCE EVALUATION
A. EXPERIMENTAL SETUP
In this paper, the open source cloud platform Open-
Stack [33], [34] was used to build the experimental cloud
platform. This cloud platform consists of 15 servers, which

Algorithm 1 Incrementally and Adaptively Creating and
Updating Clusters
Procedure BuildCluster(inputVector)
For each v in inputVector do

numOfCluster← 0
clusterIndex← GetTheClusterIndex(v)
if clusterIndex == −1 then

CreateNewCluster(v)
numOfCluster← numOfCluster+1

else
numOfCluster ← UpdateCluster(v, clusterIndex,

numOfCluster)
Procedure GetTheClusterIndex(v)
clusterIndex←−1
maxSimilarity←MAX_NEG
for each cluster k do

distance←MahalanobisDis(v, µk )
similarity← 1

1+distance
if similarity > SIM threshold then

if similarity > maxSimilarity then
maxSimilarity← similarity
clusterIndex← k
return clusterIndex
Procedure UpdateCluster(v, clusterIndex, numOfCluster)
Ci← GetTheSimiarityCluster(clusterIndex)
µi← GetTheClusterCenterByIndex(Ci)
dependability← d (v, µi)− 1

|Ci|

∑
uεCi d(v, u)

if dependability > DEPENDthreshold then
CreateNewCluster(v)
numOfCluster← numOfCluster+1

else
UpdateClusterCenter(v, Ci)

return numOfCluster

are connected by gigabit Ethernet. All the servers are
installed the operation system CentOS6.5. The hypervisor
Xen3.2 [35], [36] is installed on the servers for running
virtual machines. The cloud managements component Open-
Stack are installed on the server for running the cloud man-
agement program. All the servers are equipped with two to
four Intel Xeon Opteron cores and 4 to 8GB of RAM. Each
server hosts up to eight virtual machines (VMs). the runtime
performance metrics set of VMs in this platform is collected
by the third-party tools libxenstat and libvirt [37], [38].
And during the runtime, three types of system failures are
simulated by fault injection tools, that is CPU Hog, network
Hog and memory leak [39]–[41].

B. EXPERIMENTAL PROGRAM AND RESULTS
1) FIRST SET OF EXPERIMENTS
The performance of the adaptive and incremental clustering
anomaly detection algorithm for virtual machines under the
cloud platform runtime environment (AI-Cluster for short)
was evaluated on the stable running environment. In order to
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evaluate the effectiveness of the proposed algorithm, two typ-
ical unsupervised anomaly detection techniques are used for
comparison in the experiments: (1) k-nearest neighbor based
anomaly detection technique (k-NN for short); (2) cluster-
based (k-means) anomaly detection technique (k-Means for
short).
Training Stage: First, 100 virtual machines were deployed

on the server. To simulate a stable runtime environment
to exclude the impact of the runtime environment factors,
the load testing tool LoadRunner [42]–[44] was used to apply
the same workload to each virtual machine. Then, several vir-
tual machines were chosen from these 100 virtual machines
in random. At the same time, one of the three fault types
was selected to injected into these virtual machines. A total
of 1000 virtual machine runtime performance metrics were
collected from the 100 virtual machines during 10 rounds
(one second per round) collection process as the training
samples to train detection model.
Detection Stage: In order to simulate an anomaly behavior

of the detection objects (virtual machines), three faults are
randomly injected into the 100 virtual machines. The anoma-
lies were then detected by the trained model as well as the
detection results were recorded.

Several sets of experimental results with different fault
types injection methods were obtained. It should be noted
that there is no need to do the train process of the proposed
AI-Cluster algorithm and the k-NN algorithm, which start the
anomaly detection stage directly in the experiment. While for
the k- means based anomaly detection method the training
process is required. To ensure comparability, the fault types
and the testing data set in the detection stage is the same.
Experimental results of anomaly detections in the presence
of different fault types respectively are shown in Table 1.

The results in Table 1 indicate the proposed AI-Cluster
algorithm shows a great robustness to identify anomalies in
the presence of different fault types and outperforms the other
two unsupervised anomaly detection algorithms. In addition,
it can be seen from the Table 1 that compared to the CPU
Hog and Network Hog failures, the correctly detection rate
of Memory Leak is relatively low. Due to the fault caused
by the memory leak does not lead to an anomaly behavior

TABLE 1. Performance comparison of algorithms in the presence of
different faults.

of the failed object immediately in contrast to the faults
caused by CPU Hog and network Hog, it will result in a
high false alarm rate and poor detection accuracy. To illustrate
the detection performance, the ROC curves of the anomaly
detection algorithms is used to show the trade-off between
the true positive rate and false positive rate of the algorithms
in Figure 3.

FIGURE 3. The ROC curves of detection methods under the same runtime
environment.

In Figure 3, the true positive rate is the proportion of the
anomalies that are correctly identified, and the false posi-
tive rate is the proportion of the normal instances that are
identified as abnormities. From it, the proposed AI-Cluster
method shows the most promising and competitive accurate
rates compared with the performance of k-NN method and
k-Means method.

2) SECOND SET OF EXPERIMENTS
The objective of this set of experiments was to evaluate the
performance of the proposed adaptive and incremental clus-
tering anomaly detection algorithm on the dynamic changing
runtime environment. Here, the aforementioned typical unsu-
pervised anomaly detection techniques were used too.

100 virtual machines were still deployed in the cloud
platform to simulate the detection objects. For the sake of
convenience, the changing of runtime environment that the
virtual machines running was achieved by the LoadRunner.
The change rate of the runtime environment was obtained by
modifying a number of virtual machines system workload.
To estimate the effect of the environment factor, the training
data set of k-means method is the same as the first set of
experiments. The change rate and the detection results were
record.

The experimental results are shown in Table 2, Table 3 and
Figure 4.

Table 2 tabulates the detection accuracy rate of detec-
tion methods under the changing environment. The results
show that there is no obvious change in accuracy using the
proposed AI-Cluster detection method in the presence of
different runtime environment, which means the proposed
AI-Cluster detection method could adaptive to the dynamic
cloud platform runtime environment.
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TABLE 2. Comparison of the accuracy of anomaly detection methods
under the changing environment.

TABLE 3. Comparison of the average detection latency of anomaly
detection methods under the changing environment.

Table 3 tabulates the detection latency of the detection
methods with the runtime environment changing. It can be
seen from Table 3 that when the environment change rate is
lower, the AI-Cluster method and k-NNmethod have a higher
latency than k-means. The main reason is that AI-Cluster
method and k-NN method are data-driven anomaly detec-
tion method, there is no need of training process for model
training, while the k- means based model has. As the change
rate of runtime environment increasing, AI-Cluster detection
method shows the smoothest detection latency followed by
the k-NN detection method with the k-means based detection
method in the last.

FIGURE 4. The comparison of accuracy rates of detection methods in
concept of workload changing.

Figure. 4 further illustrates the comparison of the accuracy
rates of the anomaly detection methods under the changing
runtime environment. In the figure, the horizontal axis rep-
resents the numbers of the virtual machines that the work-
load changes with the vertical axis indicating the detection
accuracy rates. In order to compare the performance in real
concept of workload changing, the same fault types were
injected at the same change rate of the runtime environment.

The evaluation results shown in these figures indicate that the
proposed AI-Cluster algorithm performs significantly well in
the anomaly detection for virtual machines under the high
dynamic changing environment.

Overall, the above experimental results show that the pro-
posed adaptive and incremental clustering algorithm for vir-
tual machines under cloud platform runtime environment
(AI-Cluster for short) has great flexibility and adaptability
in the elastic cloud platform environment in comparison
with the k-nearest neighbors based anomaly detection tech-
nique and the cluster-based (k-means) anomaly detection
technique. The incremental mechanism of the proposed AI-
Cluster method and the rules it used to create clusters make it
easy to aware of the changing runtime environment and adapt
itself. The experimental results prove that it outperforms the
commonly used anomaly detection methods and improves
detection accuracy rates greatly in the dynamic cloud plat-
form.

VI. CONCLUSION
In this paper, an adaptive and incremental clustering anomaly
detection algorithm for virtual machines under cloud plat-
form runtime environment has been presented. Different from
the other common anomaly detection techniques in cloud
platform, this method takes the elastic cloud platform runtime
environment into consideration. Before executing detection,
the runtime environment attributes set vector as well as the
similarity calculation method between each vector instance
is defined. Then the ideas of this proposed anomaly detection
method is presented followed by the corresponding pseudo
code. Finally, two sets of experiments are performed to eval-
uate the performance of the proposed anomaly detection
method on the real cloud platform. The experimental results
prove that this adaptive and incremental clustering anomaly
detection algorithm for virtual machines under the cloud plat-
form runtime environment can efficiently detect the arrival of
anomaly instance and can also greatly improve the detection
accuracy rate under different runtime environments.

In the future, we aim to implement the qualitative and
quantitative description models of the cloud platform runtime
environment. A round model will help to improve the detec-
tion accuracy and dependability of the detection method.
In addition, to further extend the capabilities of the cur-
rent adaptive and incremental clustering anomaly detection
method, the fusion and analysis of heterogeneous data from
a variety of sources with be a trend.
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