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ABSTRACT Prediction of quality of service (QoS) is a critical area of research for cloud service recom-
mendation. The disadvantage of QoS values is that they are directly related to time series of service status
and network condition and thus instantly vary over time. The main contribution of this paper is to consider
service invocation time as a dynamic factor in the collaborative filtering model and recommend high-quality
services for target user. In particular, this paper proposes a time-aware matrix factorization (TMF) model
that integrates QoS time series to provide two-phase QoS predictions for cloud service recommendation.
The TMF model uses an adaptive matrix factorization model on a sparse QoS dataset to predict the missing
QoS values. A temporal smoothing method is then developed and applied to the predicted result to perform
the time-varying QoS prediction that accounts for the dependence of QoS values at different time intervals.
The numerical experiments presented are conducted to validate the accuracy of the proposed method on a
public QoS dataset.

INDEX TERMS Could service, recommender system, QoS prediction, time-aware, matrix factorization.

I. INTRODUCTION
As a distributed computing paradigm, cloud computing
has attracted wide attentions in both academia and indus-
try [1]. Cloud computing offers highly-distributed platforms
to deliver high-quality and advanced services to users.
State-of-the-art platforms, such as Microsoft Azure, Google
App Engine, and Amazon EC2, are currently serving thou-
sands of commercial companies [2]–[4]. In addition to com-
mercial cloud platforms, many open-source cloud systems
have also been developed and are widely used, such as
Apache Hadoop and Spark [5]. In cloud computing, the
available resources (e.g. software, hardware, storages, and
application development tools) at the cloud server side are
encapsulated as services and delivered to end users over the
Internet. With the growing number of resources supported
through cloud platforms, the cloud marketplace systems can
coordinately manage cloud services, service providers, and
cloud users [6].

The number of cloud services available nowadays is very
large. The complexity of the cloud services is increas-
ing due to adoption of advanced service development and

service composition techniques [7]–[9]. For example, there
are over 19,380 APIs available in the Programmable Web
platform [10], a famous Web service repository for public
search. As a result, users are facing the challenge of having
to select the most appropriate services from a large number
of candidates. This is referred to as the information overload
problem. Fig. 1 depicts a service invocation scenario, where
an end user is confused by a large number of functionally
similar services in a cloud marketplace. Considering the fact
that many services perform equivalent or similar functions
while differing in the non-functional properties, service rec-
ommendation methods can be developed and implemented to
filter and help users to find the most satisfactory available
services among candidates with similar functions [11]–[13].
Specifically, service recommendation techniques based on
Quality of Service (QoS) prediction have been applied in
cloud service marketplaces to address the information over-
load problem [14]–[16].

QoS values (e.g. invocation response time, failure proba-
bility, and throughput rate) are usually different at different
invocation time instants, because the Internet communication
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FIGURE 1. Service invocation scenario in cloud service marketplace.

condition between server and client constantly varies. Such
a time-varying scenario could benefit from the development
of time-aware cloud service recommendation approaches that
integrate QoS information predictions. However, users often
invoke specific services for limited times within a certain
period, therefore leading to scarce service invocation records.
Since the time-related information is not sufficient, it would
be not appropriate to apply time series prediction methods
to QoS prediction. In this sense, Collaborative Filtering (CF)
methods, which are suitable for handling sparse datasets, are
applied to time-aware service recommendation [17].

CF is one of the most prevailing prediction approaches
among recommender systems. By measuring the similar-
ity of historical QoS invocation records between candidate
users and the target user, CF can deliver personalized service
recommendation with QoS information. However, existing
research on CF based QoS prediction [18], [19] does not
seem to consider temporal characters of QoS and neglects the
fact that QoS values of currently invoked cloud services are
closely correlated with QoS values of previous time instants.

To tackle the aforementioned limitation, this paper pro-
poses a time-aware cloud service recommendation approach,
based on a matrix factorization model that makes full use
of QoS records. The proposed method relies on a two-phase
prediction approach. In particular, we first apply an adap-
tive matrix factorization method on a sparse, 3-dimensional
matrix to make QoS prediction. This is then followed by
the application of a curve smoothing method to smooth the
predicted QoS curves generated in the first phase, which can
improve the QoS prediction accuracy. The experiments and
comparison studies presented are conducted based on a real
QoS dataset to validate the proposed approach.

The remainder of this paper is organized as follows:
Related work of service recommendation are presented in
Section II; basic principles of the proposed TMF are intro-
duce in Section III; the proposed TMF approach is presented

in Section IV; experiments results are reported in Section V;
conclusions and future works are discussed in Section VI.

II. RELATED WORK
A. COLLABORATIVE FILTERING
Collaborative filtering has been proved to be an effective solu-
tion to address the information overload problem in recom-
mender systems. It has been firstly employed in the Amazon
online sales’ system [20]. Since then, CF has been widely
studied and applied to different domains of people’s daily
lives, such as E-commercial, online multi-media, andmedical
care.

Shepstone et al. [21] extend the basic collaborative filtering
model to include a closed-set speaker identification. The
extended model can generate log-likelihood scores, which
can reduce the impact of unwanted ratings in the rating
matrix. The work in [21] is tested on a public film dataset
and demonstrated to be effective when compared to prior
collaborative filtering methods. Xie et al. [22] specify a
threshold to filter inaccurate similarities in CF model, and
then validate their approach in the MapReduce framework
of a cloud computing platform. Zheng et al. [23] employ CF
in Web service computing with historical QoS values. Their
work shows that CF could accurately make QoS predictions
in real-word Web service invocation scenarios.

B. CLOUD SERVICE RECOMMENDATION
To address the information overload problem caused by
the rapid expansion of cloud services, recommender sys-
tems are currently being integrated into the cloud computing
paradigm. This trend has been supported by the efforts of both
academia and industry, and main contributions are summa-
rized as below.

In [24], Google describes the work mechanism of
YouTube’s recommender system, which is based on the
TensorFlow and uses distributed training on a CF model
to generate recommended videos for the target user.
Djiroun et al. [25] proposed a service recommendation
framework in cloud service marketplace based on service
content and users’ behaviors identified by automatic learn-
ing technique. However, cloud services are quality-sensitive
due to the unpredicted Internet environment, and the method
in [25] does not consider the quality of service and neglects
the impact of QoS on service recommendation.

Han et al. [26] introduce network QoS into cloud
service computing and test their approach on a virtual
machine platform to recommend cloud services to end users.
Wang et al. [27] analyze the QoS diversity and compute
the similarity of tenants’ QoS information to make service
recommendation for multi-tenant SaaS. Zheng et al. [28]
employ the spearman coefficient on QoS similarity comput-
ing in the CF model to predict QoS values and the ranking of
cloud services. However, the above methods [23], [28] only
use QoS information as an important attribute to do service
recommendation, and neglect the fact that QoS values are
time sensitive and variable.
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FIGURE 2. Time-aware cloud service recommendation framework.

C. TIME-AWARE QOS PREDICTION
QoS value is affected by the Internet condition and thus
constantly varies over time. In this context, time-varying
QoS prediction should be considered for cloud service
recommendation.

Zhang et al. [29] propose a personalized service rec-
ommendation approach based on historical QoS invocation
records taken over the period considered. They develop a
time-awareQoS predictionmethodwith a tensor factorization
model in a user-service-time based three-dimensional matrix.
Zhang et al. [30] extend the work in [29] by developing a
non-negative tensor factorization model to analyze the triadic
relation of user, service, and invocation time. However, these
CF based, time-aware QoS prediction methods [29], [30] do
not consider the fact that QoS values of a target user at a
specific time interval will not only be affected by other similar
users’ QoS values, but also by theQoS values of previous time
intervals.

Different from the previous time-varying QoS prediction
researches [29], [30], we consider the impact of time series
in cloud service recommendation. In this approach, we firstly
use adaptive matrix factorization to predict missing QoS
values, and then use time series to smooth the predicted curve.
As shown in Section V, the proposed method can achieve
higher cloud service prediction accuracy.

III. FUNDAMENTAL PRINCIPLES
In this section, we present the principles of the proposed TMF
and explain the reason for using time smoothing method into
QoS prediction.

A. PRINCIPLES OF TMF
Previous time-aware service recommendation approaches
(see [29], [30]) only employ CF on the QoS historical data
analysis, and do not consider the impact of time series.
Based on the realization that QoS values are time-coupled,
we propose a two-phase QoS prediction framework that can
be described by the schematic shown in Fig. 2. Adaptive
matrix factorization is firstly used to predict missing QoS
values from the original sparse dataset. A temporal smoothing
method is then used on the predicted QoS values to produce
the final QoS prediction.

As shown in Fig. 2, when the end users invoke specific
cloud services, the invocation records that contain QoS infor-
mation for different temporal intervals are collected as a
sparse dataset. The workflow of the proposed TMF can be
subdivided in the following steps:

1) End users provide QoS data with temporal series
information by invoking cloud services on the cloud
platform;

2) The original QoS data is preprocessed by a logistic
transformation method to avoid overlarge fluctuation
of collected QoS values;

3) An adaptive matrix factorization model is applied on
the user-service-timematrix to convert QoS predictions
for the cloud service;

4) Apply the temporal smoothing approach on the QoS
values predicted in 3) and generate the final recommen-
dation results.

5) High-quality services are selected from the recommen-
dation results and recommended to the target user.
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FIGURE 3. Response-Time Invocation over the whole time interval.

B. REASON FOR USING TIME SMOOTHING METHOD
Based on the realizations of: (1) QoS values are time-varying,
and; (2) the QoS values at one time interval should be similar
to those at close time intervals, we analyze QoS values of
the original dataset, i.e. a public QoS dataset [29]. Fig. 3
demonstrates how the response time changes over time when
some users invoke a specific cloud service.

As shown in Fig. 3, it can be seen that the QoS value at time
instant t is similar with the corresponding values at instants
t − 1 and t + 1, even for time intervals in which the QoS
values highly fluctuate. This indicates that the QoS values at
neighboring time intervals significantly influence each other,
and this aspect should be considered in the QoS prediction.
Under these conditions, the temporal smoothing method is
expected to effectively smooth out the predicted QoS values.

IV. TIME-AWARE QOS PREDICTION BASED ON MF
In this section, we present the definition of the time-
dependent QoS problem followed by the description of the
adaptive matrix factorization model and of the temporal
smoothing method.

A. PROBLEM DEFINITION
The collected QoS dataset can be represented by a
three-dimensional matrix (Fig. 4). Each entry in the matrix
represents a QoS value of a cloud service invoked from a
specific user during a specific time interval. The matrix is
sparse, because users only invoke a specific set of cloud
services during a specific time interval.

The focus of this work is to define a procedure to pre-
dict unknown QoS values in the aforementioned sparse
three-dimensional matrix, as these missing QoS values would
significantly affect the cloud service recommendation perfor-
mance. More precisely, the problem is defined as described
below.

Suppose m users invoked n cloud services over k time
interval. Denote U as the user set, S as the set of cloud

FIGURE 4. Observed User-Service-Time QoS data in real cloud service
invocation.

services, and T as the total number of time intervals. The
three-dimensional matrix can be considered to comprise |T |
two-dimensional matrices R ∈ Rm×n. Each entry of the tth
decomposed two-dimensional matrix is denoted as Rij(t) ∈
Rm×n, t = 1, lT , representing the QoS value of the cloud
service Sj invoked by the user Ui at time t . We use indicators
Iij(t) = 0 and Iij(t) = 1 to denote the missing and the
observed QoS values of Rij(t), respectively. The missing QoS
values

{
Rij(t)|Iij(t) = 0

}
are then predicted from the observed

values
{
Rij(t)|Iij(t) = 1

}
.

Statistically, the QoS values observed in Fig. 3 vary within
the range of [0, 20]. Without loss of generality, we map the
range to a smaller range of [0, 1] using the following logistic
function:

f (x) =
1

1+ e−x
(1)

B. ADAPTIVE MF IN QOS PREDICTION
Matrix factorization is a widely-adopted method that predicts
missing values in the rating matrix of recommender systems.
The underlying rationale of matrix factorization is to initiate
two low-rankmatrices and iteratively update them to approxi-
mate the original sparse matrix. The computational complex-
ity is reduced by decomposing the high-rank original matrix
into low-rank matrices. The two low-rank matrices represent
the latent features of the user and service, respectively.

Based on the definition given in Section III, the approxi-
mation of the QoS matrix can be calculated as the product of
two low-rank matrices:

Rij ≈ UiSTj =
d∑
p=1

uipsjp (2)

where Ui =
[
uip
]
m×d denotes the latent factors of user Ui,

Sj =
[
sjp
]
n×d represents the latent factors of service Sj, and

parameter d (d � min(m, n)) denotes the number of latent
factors.
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When the cloud service is invoked by the cloud user,
QoS attributes of the cloud service are associated to some
service-specific factors (e.g. server condition and service
load). In order to analyze the impact of these factors, the bias
of the cloud service Sj on the QoS value is considered into
Eq. (1) as a constraint term vj. It is worth pointing out
that also user-specific factors, e.g. geographical information,
computer capability, can affect the QoS values. We denote
qi as the bias of the user Ui. By considering these factors,
an improved approximation of the original QoS matrix can
be formulated as:

R̂ij = qi + vj +
d∑
p=1

uipsjp (3)

To estimate the missing values of the |T | two-dimensional
matrices introduced in Section 3.1, Eq. (3) is reformulated as:

R̂ij(t) = qi(t)+ vj(t)+
d∑
p=1

uip(t)sjp(t) (4)

where R̂ij(t) denotes the predicted QoS values and the remain-
ing parameters, i.e. qi(t), vj(t), uip(t), and sjp(t), need to be
determined as outlined below. Once these four parameters
are identified, the approximation value R̂ij(t) is taken as the
prediction result of Rij(t).In order to enhance the prediction
accuracy, we introduce implicit feedback computed by the
identity of the items users explicitly rate into predictionmodel
and then (4) can be reformed as following:

R̂ij(t) = qi(t)+ vj(t)+
d∑
p=1

uip(t)+∑
h∈Ii

yhp(t)
√
|Ii|

 sjp(t)

(5)

where Ii denotes the set of indices of the services invoked
by user Ui.

∑
h∈Ii

yhp(t)
√
|Ii|

here is used to adjust user’s latent

factor based on his/her implicit feedback yhp(t), which can
be learned in our method.

We then estimate the unknown values of the |T |matrices by
solving the optimization model (5), which minimizes the sum
of the error between Rij(t) and the normalized value of R̂ij(t).

min1ϕ =
k∑
t=1

m∑
i=1

n∑
j=1

Iij(t)

1
2

(
Rij(t)− R̂ij(t)

)2
+
λ

2
(
d∑
p=1

(
m∑
i=1

uip(t)2 +
n∑
j=1

sjp(t)2 +
n∑
j=1

yjp(t)2)

+

m∑
i=1

qui(t)2 +
n∑
j=1

qsj(t)2)

 (6)

where λ is a parameter controlling the relative importance
of the regularization terms. Eq. (6) is the objective function
of the matrix factorization that minimizes the squared error
between the predicted and actual data.

To solve model (6), parameters qi(t) , vj(t), uip(t), sjp(t)
and yhp(t) need to be continuously updated. In this study,
stochastic gradient descent [34] is used to train the TMF
model to estimate the unknown parameters. Values of the
parameters are randomly initialized at the beginning, and then
iteratively updated as follows:

uip(t) ← uip(t)− α(
n∑
j=1

eij(t) · sjp(t)+ λuip(t)) (7)

sjp(t) ← sjp(t)−α(
m∑
i=1

eij(t)·

uip(t)+∑
h∈Ii

yhp(t)
√
|Ii|

+λsjp(t))
(8)

yhp(t) ← yhp(t)− α(
n∑
j=1

eij(t) · sjp(t)
√
|Ii|

+ λhp(t)) (9)

qi(t) ← qi(t)− α(
n∑
j=1

eij(t)+ λqi(t)) (10)

vj(t) ← vj(t)− α(
m∑
i=1

eij(t)+ λvj(t)) (11)

where eij(t) = Rij(t) − R̂ij(t) denotes the difference between
predicted value and observed value and α > 0 is set as the
learning rate to control the step size of each iteration.

C. TEMPORAL SERIES SMOOTHING
To take into account the dependency of QoS values between
neighboring time intervals, we apply a temporal smoothing
method [36] on the prediction results generated in the first
phase, expressed as:

Rij(t) =


2Rij(t)+ Rij(t + 1)

3
, t = 1

2Rij(t)+ Rij(t − 1)
3

t = |T |
Rij(t − 1)+ 2Rij(t)+ Rij(t + 1)

4
otherwise

(12)

V. EXPERIMENTS
A. EXPERIMENT SETUP
In this part, our proposed approach is validated against the
values of the Response Time (RT), one of the most important
QoS attributes. RT measures the time duration of the user to
get response from the cloud service. A series of experiments
are conducted on a computer with one 3.6∼4.2 GHz Intel
CPU, 32 GB RAM, and an Ubuntu operation system.

A public service QoS dataset [29] is used for the experi-
ments. The dataset contains more than 20 million response
time records, which have been produced by 142 users who
invoked 4,532 services over 16 hours (64 time slices, with
15-minute collection interval). Although we only consider
one QoS attribute (i.e. response time) in this study, the
proposed prediction model can also be directly applied to
other QoS attributes.
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The whole RT dataset is randomly divided into two parts: a
training dataset containing 70% data items of the RT dataset,
and a testing dataset containing the remaining 30%. Based
on the consideration that end users would only invoke several
specific services at a certain time, we randomly remove some
data items from the dataset to simulate this real-world service
scenario.

B. EVALUATION METRICS
The prediction accuracy of the proposed TMF model is
compared with other methods. For this purpose, two widely
adopted statistical metrics are used, i.e. Mean Absolute
Error (MAE) and Root Mean Squared Error (RMSE), which
are defined as:

MAE =

∑
i,j,t

∣∣∣Rij(t)− R̂ij(t)∣∣∣
N

(13)

RMSE =

√√√√√∑
i,j,t

∣∣∣Rij(t)− R̂ij(t)∣∣∣2
N

(14)

where Rij(t) is the observed QoS values of the user Ui on
cloud service Sj at time slice Tt ; R̂ij(t) denotes the predicted
value of Rij(t); N denotes the total number of predicted data
items.

C. COMPARISON STUDY
Our proposedmethod is comparedwith following recommen-
dation approaches:
• UPCC [31]: a classical recommendation method based
on the similarity between users’ preferences. In service
computing it is often used to make QoS prediction based
on users’ shared preferences;

• IPCC [32]: it is similar to UPCC, but it predicts missing
QoS values based on the item similarity;

• UIPCC [33, 35]: a hybrid method that integrates both
UPCC and IPCC;

• PMF [34]: a widely used model-based CF method. It is
used to make predictions in the rating matrix by means
of probability theory analysis;

• WSPred [29]: a method that applies a tensor model
to a 3-dimensional user-service-time matrix to predict
missing QoS values.

Most of the above methods [31]–[33] work on
two-dimensional matrix, while the proposed TMF model
deals with the 3-dimensional matrix by decomposing it into
a set of 2-dimensional matrices. For comparative purposes,
we calculate the averaged MAE and RSME of the two-
dimensional matrices.

In real world scenarios, users are only interested in
some specific cloud services at certain time slices. Thus,
the observed QoS values are expected to be very sparse.
To simulate this situation, we randomly remove a certain
number of QoS values from the original QoS dataset. After
the data preprocessing, density of the three-dimensional
dataset is set to 5%, 10%, 15%, and 20%, respectively.

FIGURE 5. Impact of matrix density.

5% density means there are 95% missing QoS values, which
are to be predicted by the TMF model. Same parameter
settings are used in the above five benchmark methods and
the proposed TMF method: λ = 0.001, α = 0.8 and d = 25.

Results are reported in Table 1 and show how the proposed
TMF method leads to smaller MAE and RSME than other
methods under the same density condition. This indicates
that the proposed TMF possesses a higher QoS prediction
accuracy. The averaged MAE and RSME become smaller
for increasing density values (from 5% to 20%). This trend
reflects the fact that, when more QoS data is collected, higher
prediction accuracy can be achieved. The comparison results
show that by using the temporal smoothingmethod in the sec-
ond phase prediction, higher prediction accuracy is achieved.
It also indicates that the QoS value at a time interval is
influenced by those at previous time intervals.

D. IMPACT OF DENSITY
The density parameter represents the sparsity degree of the
QoS values in the dataset. We vary the density value from
5% to 20% and perform sensitivity study to investigate the
impact of density on our TMF model. The parameter d is
fixed to be 25.

Fig. 5 shows that the MAE and RMSE of both TMF
and WSPred decrease when the matrix density increases,
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TABLE 1. Prediction accuracy comparison between previous methods.

FIGURE 6. Impact of dimensionality d .

therefore indicating that, whenmore QoS values are observed
and shared, TMF and WSPred can achieve higher pre-
diction accuracy. TMF has consistently smaller MAE and
RMSE than WSPred, reflecting the superior performance of
the TMF.

E. IMPACT OF DIMENSIONALITY d
Parameter d determines the number of latent factors of the
TMF model. Sensitive analysis is performed to explore the
impact of parameter d in our TMP method. The matrix den-
sities are set to be 5% and 10%.

Fig. 6 shows that the best prediction result is achieved
when d is set to be 25. Both MAE and RMSE decrease at

the beginning. This means when d is smaller than 25, the pre-
diction performance can be improved with the inclusion of
more latent factors. However, when the number of latent fac-
tors exceeds a certain threshold (i.e. 25 in this case), an over-
fitting problem would arise. This is attributed to the fact that
more noisy data is introduced into the training model.

VI. CONCLUSIONS AND FUTURE WORKS
Time-aware information is critical for QoS prediction, and
the latter is recognized as a key feature of service recommen-
dation. This study proposes an efficient time-aware QoS pre-
diction method, i.e., Time-awareMatrix Factorization model,
for cloud service recommendation. This approach starts with
an adaptive matrix factorization model for the real-time QoS
prediction, and it then uses a temporal smoothing method on
the prediction result to generate the final time-aware QoS
prediction for service recommendation. An experiment has
been presented that demonstrates that, when time series infor-
mation is introduced into the prediction model, higher QoS
prediction accuracy can be achieved and high-quality cloud
services can be consequentially recommended to target users.

In this study, we only consider the impact of time series
information on QoS values. In real cloud service invocations,
the QoS performance would also be greatly affected by other
contextual information, such as location, communication
condition, and server workload. In future, more contextual
factors can be considered to improve the accuracy of QoS
prediction.
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