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ABSTRACT This paper investigates the problem of path following control of the underactuated autonomous
underwater vehicles in the presence of model uncertainties and external disturbances. With the three-
dimensional path following error model established based on virtual guidance method, a path following
robust control system is proposed using the command filtered backstepping control, neural networks, and
adaptive control techniques. Then, a Lyapunov-based stability analysis demonstrates that all the signals
are bounded and path following errors ultimately converge to a neighborhood of the origin. Following
advantages are highlighted in this paper: 1) the derivative of virtual control is obtained via a second-order
filter, which avoids explosion of complexity in the traditional backstepping design, and filters out high
frequency measurement noise to keep the control system more robust, and a filtered error compensation
loop is developed to guarantee the approximation precision between the virtual control signals and the
filtered signals and 2) the presented controller is easily put into practice without any former knowledge
of vehicle parameters and external environmental disturbances. Finally, the simulations are conducted, and
results illustrate the effectiveness and good robustness of the proposed control system through a new class
of flying wing autonomous underwater vehicle.

INDEX TERMS Underactuated AUV, path following, model uncertainty, command filtered backstepping,
neural networks.

I. INTRODUCTION
The control problems of the underactuated autonomous
underwater vehicles (AUVs) has attracted significant atten-
tion from the research community due to their wide appli-
cations in the exploration of ocean resource and military
affairs, such as oceanography, surveillance, ocean floor sur-
vey, seafloor mapping, deep sea archaeology, oil and gas
industry [1]–[5]. A typical and indispensable task is to fol-
low a prescribed path without time constraints and complete
some missions [6], [7]. Due to the consideration of weight,
cost and energy consumption, most autonomous underwater
vehicles are underactuated, which signifies that they lack
independent control inputs in the whole degrees of freedom,
and the absence of actuator in sway and heave actuation
presents great challenges on the controller design. In addition,
the AUVs usually work in the harsh ocean environment and
their motions are strongly influenced by perturbations includ-
ing hydrodynamic parameters and external disturbances such
as waves, ocean currents and so on [8], [9]. Therefore, the

path following control problem for the underactuated
AUVs is of great challenge.

Much of the early work for the path following prob-
lem of the underactuated AUVs were publisheded in a
huge number of academic papers. Approaches based on
the line-of-sight (LOS) guidance were very successfully
applied in the horizontal path following [10]–[14]. More-
over, backste- pping control approach was also employed
widely in the path following control problem of the underac-
tuated AUVs [15]–[17]. A novel method based on Lyapunov
stability theory and feedback gain backstepping technology
for the marine surface vehicles has been presented in [18].
A state feedback backstepping control algorithm has been
proposed for the path following problem of underactuated
AUVs [19]. The robust adaptive fuzzy sliding control scheme
with fully unknown parameters has been presented in [20]
and [21]. A novel direct controller based on adaptive fuzzy
technologywith unknown parametric dynamics was designed
in [22] and [23], and an adaptive robust online constructive
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fuzzy control method was employed to deal with the model
uncertainties and unknown external disturbances. In [24],
the adaptive neural network (NN) controller based on the
Lyapunov stability theory has been developed to realize the
path following of the underactuated AUVs in the presence of
parameter uncertainties and unknown external disturbances.
In [25], a robust controller for the horizontal path follow-
ing problems of underactuated AUVs was designed based
on the dynamic surface control (DSC) technology, and the
neural network system was employed to process the vehicle
uncertainties. Unfortunately, it is very necessary to indicate
that most of previously published researches concentrate on
the path following problems only in the horizontal plane.
However, in the three-dimensional space, the path following
problem is more difficult due to the fact that the dynamics of
AUVs is more complicated and the number of degrees of free-
dom increases, which makes the control scheme design more
challenging [26]. Therefore, only a few researchers have
investigated this control problem. In [27], a new kinematic
controller based on backstepping and Lyapunov techniques
was proposed to deal with the vehicle dynamics. In [28],
the cascade system theory and backstepping method were
employed to develop controllers based on the LOS, which can
reduce the complexities of the controllers, but not suit for the
general desired path. In [29], an adaptive nonlinear controller
was presented based on the backstepping and sliding mode
control, and the fuzzy logic theory was used to deal with
the problems of vehicle uncertainties and external environ-
ment disturbances in the control system. In [30], a nonlin-
ear controller based on the command filtered backstepping
was presented, which can greatly reduce the computational
complexities of the traditional backstepping approach, but not
consider the parameter uncertainties and environmental dis-
turbances thus restricting its applications in practice. To sum
up, all of the aforementioned controllers at least suffer from
one of the following shortcomings:
(i) Most of previously designed control scheme for the

path following control of the underactuated AUVs only
concentrate on their planar motions which are not suit-
able for the three-dimensional problem.

(ii) The second problem is about the intrinsic explosion of
complexities in the traditional back-stepping method.

(iii) The previous controllers generally assume that both the
parameter uncertainties and external disturbances are
not considered or are linear-in-parameter (LIP), which
restricts the application of AUVs in practice.

Toward this end, this paper has proposed a nonlinear path
following control scheme based on the command filtered
backstepping approach for three-dimensional path following
problems of the underactuated AUVs, and the neuro-adaptive
control techniques are employed to deal with the problems of
parameter uncertainties in the control system.

The remainder of this paper is arranged as follows.
The preliminary and problem statement are presented in
Section II. The robust controller design for the three-
dimensional path following of an underactuated AUV is

FIGURE 1. The structure of RBF neural network.

proposed in Section III. The stability analysis for the overall
control system is presented in Section IV. Simulation results
to evaluate the proposed controller performance are presented
in Section V. Finally, the conclusions and futurework are
drawn in Section VI.

II. PRELIMINARY AND PROBLEM STATEMENT
A. NEURAL NETWORKS
Neural networks are widely applied in the design of various
robotic controllers due to their intrinsic capabilities in func-
tion approximations. Among them, the radial basis function
neural networks (RBFNNs) are very popular due to their
simplicity and linear parameterization [31]. The structure of
a three-layer RBFNN is illustrated in Figure 1.

For a arbitrary continuous function f (x) : <p→ <q, there
is a RBFNN such that

fm(x) =
k∑

n=1
wmnξn(x)+ εwm(x),

m = 1, 2, 3, . . . ., q, ∀x ∈ <p

ξn(x) = exp(−(x − µn)
2/λ2n), n = 1, 2, 3, . . . ., k

(1)

which can be also expressed as f (x) = Wξ (x) + εw(x)
where x = [x1, x2, . . . , xp]T is the input vector, f (x) =
[f1(x), . . . , fp(x)]T represents the output vector.W ∈ <q×k is
theNNweightsmatrix, and ξ (x) = [ξ1(x), . . . , ξk (x)]T,where
the ξn(x) is the n − th Gaussian basis function, µn =
[µn1, . . . µnp]T and λn are the center vector and the standard
deviation, respectively. εw(x) = [εw1(x), . . . , εwq(x)]T is the
approximation error vector, and we assume that ‖εw(x)‖ ≤
Dw,∀x ∈ <p, where Dw is an unknown positive constant.
According to [32], there is an optimal NN weight matrixW∗

that makes ‖εw‖ minimize for any x ∈ <p such that
f (x) = W∗ξ (x)+ εw(x), ∀x ∈ <p

W∗ = argmin {sup ‖f (x)−Wξ (x)‖} ,
W ∈<q×k , x ∈ <p

(2)

whereW∗ is the ideal weight matrix, and ε∗w(x) is the approx-
imation error for W → W∗. However, the definition of W∗

is very challenging. Therefore, an estimate of NN weights
matrix Ŵ is introduced to approximate unknown function
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as f̂ (x) = Ŵξ (x), and the Ŵ is usually estimated by an
adaptive rule that is designed based on Lyapunov stability
theory, and we assume that ‖W‖F ≤ Wm, where Wm is a
positive unknown constant.

B. PROBLEM STATEMENT
1) MODEL OF AN UNDERACTUATED AUV
The dynamic model of AUV in the three-dimensional
space is presented in this section. Ignore the effects of the
AUV rolling, and the 5-degree-of-freedom dynamic model of
the AUV can be considered as follows [33]:

The AUV kinematic equation is:
ẋ = u cos(θ ) cos(ψ)− v sin(ψ)+ w sin(θ ) cos(ψ)
ẏ = u cos(θ) sin(ψ)+ v cos(ψ)+ w sin(θ ) sin(ψ)
ż = −u sin(θ)+ w cos(θ)
θ̇ = q
ψ̇ = r/ cos(θ )

(3)

The AUV dynamic equation is:

u̇ =
m22

m11
vr −

m33

m11
wq− fu(u)+

1
m11

τu −
1
m11

du(t)

v̇ = −
m11

m22
ur − fv(v)−

1
m22

dv(t)

ẇ =
m11

m33
uq− fw(w)−

1
m33

dw(t)

q̇ =
m33 − m11

m55
uw− fq(q)−

ρg∇GML sin(θ )
m55

+
τq

m55
−
dq(t)
m55

ṙ =
m11 − m22

m66
uv− fr (r)+

1
m66

τr −
1
m66

dr (t)

(4)

where x, y, z, θ and ψ represent positions and orientations
of velocities in the earth fixed frame, respectively; u, v and
w denote the surge, sway and heave velocities in the body
fixed frame, respectively; q and r represent pitch angular
velocity and yaw angular velocities, respectively; The signals
τu, τq and τr represent control inputs that are provided by
propellers and thrusters; fk (k), k = u, v,w, q, r represent
the unknown nonlinear dynamics of AUV including fric-
tion terms and the hydrodynamic damping terms, and dk (t),
k = u, v,w, q, r represent bounded external environmental
disturbances that are produced by the ocean currents, waves
and wind, and mii, i = 1, 2, 3, 5, 6 represent the combined
inertia and added mass terms; Other signals and parameters
can be found in [34].

C. AUV PATH FOLLOWING ERROR DYNAMICS
The three-dimensional path following dynamic error model
is proposed in this section. In Figure 2, ld is the desired
path described by design parameters.{E} , {B} and {F} denote
the earth fixed frame, body fixed frame and Serret-Frenet
frame respectively.Q denotes mass center of the AUV, which
coincides with the origin of frame {B}, and P denotes the
virtual reference guidance point in Serret-Frenet frame.

FIGURE 2. Diagram of three-dimensional path following of AUV.

Consider the course angle θF , ψF rotating around the
axis ZE and YE , respectively [35].

θF = − arctan

 żd (s)√
ẋ2d (s)+ ẏ

2
d (s)


ψF = arctan

(
ẏd (s)
ẋd (s)

) (5)

where ẋd =
∂xd
∂s , ẏd =

∂yd
∂s , żd =

∂zd
∂s , and s is the param-

eter of desired path. We define the position of point P is
ηnd = [xd (s), yd (s), zd (s)]T, and the position of point Q in the
earth fixed frame is ηn = [x, y, z]T. The path following error
can be defined as:

ε = [s, e, h]T = RnTb (ηn − ηnd ) (6)

whereRnb is the rotation matrix from the frame {B} to {E}, and
differentiate ε with respect to time yields:

ε̇ = Ṙ
nT
b (ηn − ηnd )+ R

nT
b (η̇n − η̇nd ) (7)

where Ṙ
n
b = RnbS($qr ),S($qr ) denotes the angular velocity

matrix.η̇n = Rnbνb, νb = [u, v,w]T is the velocities of AUV in
the body fixed frame. η̇nd = RnFνF , R

n
F is the rotation matrix

from the frame {F} to {E}, and νF = [ur , 0, 0]T is the virtual
reference velocity.

ε̇ = ST($qr )ReTb (ηe − ηed )+ R
eT
b (η̇e − η̇ed )

= ST($qr )ε + ReTb R
e
bνb − R

eT
b R

e
FνF

= ST($qr )ε + νb − R(ψe, θe)νF (8)

within

R(ψe, θe) =

 cos θe cosψe − sinψe sin θe cosψe
cos θe sinψe cosψe sin θe sinψe
− sin θe 0 cos θe

 (9)

and

S($qr ) =

 0 r −q
−r 0 0
q 0 0

 (10)
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FIGURE 3. The structure of a second-order filter.

So the AUV path following error dynamics model in the
three-dimensional space can be written as:

ṡ = re− qh+ u− ur cos θe cosψe
ė = −rs+ v− ur cos θe sinψe
ḣ = qs+ w+ ur sin θe
θ̇e = q− θ̇F
ψ̇e = r/ cos θ − ψ̇F

(11)

where θe = θ − θF , ψe = ψ − ψF , and θ ∈ (−π/2, π/2).

III. PATH FOLLOWING CONTROLLER DESIGN
A. POSITION CONTROL
According to (11), consider Lyapunov function V1:

V1 =
1
2

(
s2 + e2 + h2

)
(12)

Differentiating V1 along with (11) yields:

V̇1 = sṡ+ eė+ hḣ = s(u− ur cos θe cosψe)

+ h(w− ur sin θe)+ e(v+ ur cos θe sinψe) (13)

Define virtual control values uc, θc and ψc, respectively:
uc = −σ1s+ ur cos θc cosψc
θc = arcsin

(
σ2h/

√
1+ (σ2h)2

)
ψc = − arcsin

(
σ3e/

√
1+ (σ3e)2

) (14)

where σ1, σ2 and σ3 are unknown positive constants, and
substitute (14) into (13) we get:

V̇1 = −σ1s2 − σ3ur
1√

1+ (σ2h)2
e2√

1+ (σ3e)2

− σ2ur
h2√

1+ (σ2h)2
+ ev+ hw (15)

In order to avoid the computational complexities of con-
troller in traditional backstepping method, the virtual control
values are passed by the command filter [36]. Then, a second-
order filter is designed as follows:

ϋcf = −2ζ$nυ̇cf −$
2
n (υ̇cf − υc) (16)

where υc = [sc, ec, hc, θc, ψc, uc, qc, rc]T is the vector of
desired virtual control, and υcf = [scf , ecf , hcf , θcf , ψcf , ucf ,
qcf , rcf ]T is the filtered virtual control vector, ζ and $n are
the unknown positive constants, where 0 < ζ < 1, and the
structure of second-order filter is shown in Figure 3.

Define the filtered position tracking errors as:
s̃ = s− scf
ẽ = e− ecf
h̃ = h− hcf

(17)

Differentiating (17) along with (11) yields: ˙̃s˙̃e
˙̃h

 =
 rẽ− qh̃−rs̃

qs̃

+ [A Bf (ψ̃) Cf (θ̃ )
] ũψ̃

θ̃

 (18)

where ũ = u − ucf , ψ̃ = ψe − ψcf , θ̃ = θe − θcf ,
A = [1, 0, 0]T, and

B =

 cos θe cosψcf − cos θe sinψcf
cos θcf sinψcf cos θcf cosψcf

0 0

,
f (θ̃) =


cos θ̃ − 1

θ̃
sin θ̃

θ̃

 ur
C =

 cos θcf cosψcf − cosψcf sin θcf
cosψe cos θcf − sinψe sin θcf
− sin θcf − cos θcf

,

f (ψ̃) =


cos ψ̃ − 1

ψ̃

sin ψ̃

ψ̃

 ur
Conduct the following desired virtual control vector

[ṡc, ėc, ḣc]T as: 
ṡc = ṡcf − χss̃
ėc = ėcf − χeẽ
ḣc = ḣcf − χhh̃

(19)

Substituting (19) into (18) yields: ˙̃s˙̃e
˙̃h

 =
 rẽ− qh̃−rs̃

qs̃

+
 ṡcf − ṡcėcf − ėc
ḣcf − ḣc

+
−χss̃−χeẽ
−χhh̃


+
[
A Bf (ψ̃) Cf (θ̃ )

] ũψ̃
θ̃

 (20)

B. ATTITUDE CONTROL
Defining ψ̃ = ψe − ψcf , θ̃ = θe − θcf , and differentiating ψ̃
and θ̃ yields:

˙̃
ψ = r/ cos θ−rF−ψ̇cf

=
rc+(rcf − rc)+ r̃

cos θ
− rF − ψ̇cf

˙̃
θ = q− qF − θ̇cf
= qc + (qcf − qc)+ q̃− qF − θ̇cf

(21)

74358 VOLUME 6, 2018



J. Wang et al.: Three-Dimensional Path Following of an Underactuated AUV

where r̃ = r− rcf , q̃ = q−qcf , and define the desired virtual
control values rc and qc, respectively.{

rc = (rF + ψ̇cf − χψ ψ̃ − ψbs) cos θ
qc = qF + θ̇cf − χθ θ̃ − θbs

(22)

where χψ and χθ are unknown positive constants, ψbs and
θbs are system robust terms which are designed in Section IV.
Substituting (22) into (21) yields:{

˙̃
ψ =

rc + (rcf − rc)+ r̃
cos θ

− χψ ψ̃ − ψbs
˙̃
θ = (qcf − qc)+ q̃− χθ θ̃ − θbs

(23)

C. VELOCITY AND ANGULAR VELOCITY CONTROL
Defining ˙̃u = u̇− u̇cf , ˙̃q = q̇− q̇cf and ˙̃r = ṙ − ṙcf , and the
follow-ing error equations are obtained:
m11 ˙̃u = m22vr−m33wq−m11fu(u)−m11u̇cf + τu−du(t)
m55 ˙̃q = (m33−m11)uw−m55fq(q)−ρg∇GML sin θ

−m55q̇cf + τq−dq(t)
m66 ˙̃r = (m11−m22)uv−m66fr (r)−m66ṙcf + τr−dr (t)

(24)

Then, the following controller in the surge direction is
designed:

τu = −m11(χuũ+ χiuεu + ubs)
+ Ŵuξ (xu)− η̂u tanh(νη̂uũ/µu)

˙̂Wu = −λwuũξT(xu)− λwuδuŴu
˙̂ηu = ληu |ũ| − ληuκu(η̂u − ηu0)

(25)

where χu, χiu, µu, λwu, δu, ληu, κu, ηu0 are the positive
design parameters, ν satisfies ν = e−(ν+1), and xu =
[u, v,w, q, r, u̇cf ]T, ε̇u = ũ, and define $u = Ŵuξ (xu) −
η̂u tanh(νη̂uũ/µu).
The following controller in pitch direction is presented:

τq = −m55(χqq̃+ χiqεq + qbs)
+ Ŵqξ (xq)− η̂q tanh(νη̂qq̃/µq)

˙̂Wq = −λwqq̃ξT(xq)− λwqδqŴq
˙̂ηq = ληq |q̃| − ληqκq(η̂q − ηq0)

(26)

where χq, χiq, µq, λwq, δq, ληq, κq, ηq0 > 0 and xq =
[u,w, q, θ, q̇cf ]T, ε̇q = q̃, and define $q = Ŵqξ (xq) −
η̂q tanh(νη̂qq̃/µq).
The following controller in the yaw direction is proposed

τr = −m66(χr r̃ + χirεr + rbs)
+ Ŵ rξ (xr )− η̂r tanh(νη̂r r̃/µr )

˙̂W r = −λwr r̃ξT(xr )− λwrδrŴ r
˙̂ηr = ληr |r̃| − ληrκr (η̂r − ηr0)

(27)

where χr , χir , µr , λwr , δr , ληr , κr , ηr0 > 0 and xr =
[u, v, r, ṙcf ]T, ε̇r = r̃, and define $r = Ŵ rξ (xr ) −
η̂r tanh(νη̂r r̃/µr ), ubs, qbs, rbs are the system robust terms
that are designed in Section IV.

Then, substituting (25), (26) and (27) into (4) and the
following error dynamics is proposed:

m11 ˙̃u = −m11(χuũ+ χiuεu + ubs)+$u − ζu − du(t)
m55 ˙̃q = −m55(χqq̃+ χiqεq + qbs)+$q − ζq − dq(t)
m66 ˙̃r = −m66(χr r̃ + χirεr + rbs)+$r − ζr − dr (t)

(28)

where ζk = W∗kξ (xk ) + εwk , k = u, q, r are defined as
follows:

ζu = −m22vr + m33wq+ m11fu(u)+ m11u̇cf
ζq = −(m33 − m11)uw+ m55fq(q)
+ ρg∇GML sin θ + m55q̇cf

ζr = −(m11 − m22)uv+ m66fr (r)+ m66ṙcf

(29)

Define ε̇u = ũ, ε̇q = q̃, ε̇r = r̃ ,and (28) can be written as:m11ε̈u = −m11(χuε̇u + χiuεu + ubs)+$u − ζu − du(t)
m55ε̈q = −m55(χqε̇q + χiqεq + qbs)+$q − ζq − dq(t)
m66ε̈r = −m66(χr ε̇r + χirεr + rbs)+$r − ζr − dr (t)

(30)

Then, define error vectors ε = [εu, εq, εr ]T, ε̇ =

[ε̇u, ε̇q, ε̇r ]T and E = [εT, ε̇T]T, respectively, and (30) is
finally rewritten as Ė = ME+ NU , where:

M =
[

03×3 I3×3
−K I3×3 −KP3×3

]
N =

[
03×3
I3×3

]

U =

−ubs + m−111 [$u − ζu − du(t)]
−qbs + m

−1
55

[
$q − ζq − dq(t)

]
−rbs + m

−1
66 [$r − ζr − dr (t)]


KP3×3 = diag

{
−χu,−χq,−χr

}
,

K I3×3 = diag
{
−χiu,−χiq,−χir

}
D. FILTER ERROR COMPENSATION LOOP DESIGN
To guarantee the approximation precision between the com-
mand virtual control and the filtered signal, a filtered error
compensation loop is developed in this section.
Define position filtered compensation errors ϑs = s̃ −

αs, ϑe = ẽ−αe, ϑh = h̃−αh, where αs, αe, αh are constructed
as: α̇sα̇e
α̇h

 =
 rαe − qαh−rαs

qαs

+
 ṡcf − ṡcėcf − ėc
ḣcf − ḣc

+
−χsαs−χeαe
−χhαh


+
[
A Bf (ψ̃) Cf (θ̃ )

]αuαψ
αθ

 (31)

where αs(0) = 0, αe(0) = 0, αh(0) = 0;αψ , αθ are defined
in (35), and then consider a Lyapunov function as:

V1 =
1
2
(ϑ2
s + ϑ

2
e + ϑ

2
h ) (32)

Differentiating (32) along with (20) and (31) yields:

V̇1 = ϑsϑ̇s + ϑeϑ̇e + ϑhϑ̇h = −χsϑ2
s − χeϑ

2
e − χhϑ

2
h

+ [ϑs, ϑe, ϑh]×
[
A Bf (ψ̃) Cf (θ̃)

]
×

αuαψ
αθ


= −χsϑ

2
s − χeϑ

2
e − χhϑ

2
h + A

T [ϑs, ϑe, ϑh]T ϑu

+ f T(ψ̃)BT

ϑsϑe
ϑh

ϑψ + f T(θ̃ )CT

ϑsϑe
ϑh

ϑθ (33)

where ϑu = ũ = u− ucf , ϑψ , ϑθ are defined in (34).
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FIGURE 4. Block diagram of the proposed path following control system.

Define the attitude filtered compensation errors as:{
ϑψ = ψ̃ − αψ

ϑθ = θ̃ − αθ
(34)

According to (23), αψ , αθ can be constructed as:α̇ψ =
(rcf − rc)
cos θ

+
αr

cos θ
− χψαψ

α̇θ = (qcf − qc)+ αq − χθαθ
(35)

where αψ (0) = 0, αθ (0) = 0, αr = 0, αq = 0.
Then, consider a new Lyapunov function as:

V2 =
1
2
(ϑ2
ψ + ϑ

2
θ ) (36)

Differentiating (36) along with (23) and (35) yields:

V̇2 = ϑψ ϑ̇ψ + ϑθ ϑ̇θ

=

(
˙̃
ψ − α̇ψ

)
ϑψ +

(
˙̃
θ − α̇θ

)
ϑθ

=

(
r̃

cos θ
− χψ ψ̃ − ψbs + χψαψ −

αr

cos θ

)
ϑψ

+

(
−χθ θ̃ + q̃− θbs + χθαθ − αq

)
ϑθ

= −χψϑ
2
ψ − χθϑ

2
θ +

ϑr

cos θ
ϑψ + ϑqϑθ−θbsϑθ−ψbsϑψ

(37)

where ϑq = q̃ = q− qcf and ϑr = r̃ = r − rcf .
Figure 4 illustrates a block diagram of the proposed path

following control system. In the next section, the stability
analysis of the closed-loop control system is proposed.

IV. STABILITY ANALYSIS
Theorem 1: Consider the three-dimensional path following
error system of the underactuated AUVs which is denoted
by (11). The neuro-adaptive command filtered backstepping
controller (25), (26) and (27) combined with the robust com-
pensation term (40) and (41), guarantees that all the signals
in the closed-loop control system are bounded, and the path
following errors uniformly ultimately converge to a small
neighborhood of the zero.

Proof:Consider the following Lyapunov function for the
overall closed-loop system:

V3 = V1 + V2 +
1
2
ETPE

+
1
2

(
p21W̃

T
u W̃u

m11λwu
+
p22W̃

T
q W̃q

m55λwq
+
p23W̃

T
r W̃ r

m66λwr

+
p21η̃2u
m11ληu

+
p22η̃2q
m55ληq

+
p23η̃2r
m66ληr

)
=

1
2
(ϑ2
s + ϑ

2
e + ϑ

2
h + ϑ

2
ψ + ϑ

2
θ + E

TPE)

+
1
2

(
p21W̃

T
u W̃u

m11λwu
+
p22W̃

T
q W̃q

m55λwq
+
p23W̃

T
r W̃ r

m66λwr

+
p21η̃2u
m11ληu

+
p22η̃2q
m55ληq

+
p23η̃2r
m66ληr

)
(38)
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where P =
[
P1 03×3
03×3 P2

]
is a positive definite symmetric

matrix, P i = diag {pi1, pi2, pi3} , i = 1, 2, and W̃ k = W∗k −
Ŵ k , η̃k = η

∗
k − η̂k , k = u, q, r .

Then, define MTP + MA = −2Q and differentiate (38)
along with (30), (33) and (37) yields:

V̇3 = V̇1 + V̇2 + ETPĖ−
p21W̃

T
u
˙̂Wu

m11λwu

−
p22W̃

T
q
˙̂Wq

m55λwq
−
p23W̃

T
r
˙̂W r

m66λwr

−
p21η̃u ˙̂ηu
m11ληu

−
p22η̃q ˙̂ηq
m55ληq

−
p23η̃r ˙̂ηr
m66ληr

= −χsϑ
2
s − χeϑ

2
e − χhϑ

2
h − χψϑ

2
ψ − χθϑ

2
θ − E

TQE

+AT

ϑsϑe
ϑh

ϑu + f T(ψ̃)BT

ϑsϑe
ϑh

ϑψ
+ f T(θ̃ )CT

ϑsϑe
ϑh

ϑθ
+

ϑr

cos θ
ϑψ + ϑqϑθ − θbsϑθ − ψbsϑψ

− p21ϑuubs − p22ϑqqbs
− p23ϑrrbs − p21m

−1
11 ϑu

×

(
W̃uξ (xu) + η̂u tanh(νη̂uũ/µu)+ εwu

+ du(t))− p22m
−1
55 ϑq

×

(
W̃qξ (xq) + η̂q tanh(νη̂qq̃/µq)+ εwq

+dq(t)
)
− p23m

−1
66 ϑr

×

(
W̃ rξ (xr ) + η̂r tanh(νη̂r r̃/µr )+ εwr

+ dr (t))−
p21W̃

T
u
˙̂Wu

m11λwu
−
p22W̃

T
q
˙̂Wq

m55λwq

−
p23W̃

T
r
˙̂W r

m66λwr
−
p21η̃u ˙̂ηu
m11ληu

−
p22η̃q ˙̂ηq
m55ληq

−
p23η̃r ˙̂ηr
m66ληr

(39)

where Q = 1
2

[
03×3 K IP2 − P1

K IP2 − P1 2K IP2

]
=

[
03×3 03×3
03×3 K IP2

]
with choosing P1 = K IP2.
Then, choose the following system robust terms:

ψbs = f T(ψ̃)BT

ϑsϑe
ϑh

, θbs = f T(θ̃ )CT

ϑsϑe
ϑh

,
ubs =

1
p21

AT

ϑsϑe
ϑh

 (40)

rbs =
ϑψ

p23 cos θ
, qbs =

ϑθ

p22
(41)

Substituting (40) and (41) into (39) yields:

V̇3 = −χsϑ2
s − χeϑ

2
e − χhϑ

2
h−χψϑ

2
ψ−χθϑ

2
θ −E

TQE

−p21m
−1
11ϑu

(̃
Wuξ (xu)+η̂utanh(νη̂uũ/µu)+εwu+ du(t))

−p22m
−1
55ϑq

(
W̃qξ (xq)+η̂qtanh(νη̂qq̃/µq)+εwq+ dq(t)

)
−p23m

−1
66ϑr

(
W̃rξ (xr )+η̂r tanh(νη̂r r̃/µr )+εwr+ dr (t))

−
p21W̃

T
u
˙̂Wu

m11λwu
−
p22W̃

T
q
˙̂Wq

m55λwq
−

p23W̃
T
r
˙̂W r

m66λwr
−
p21η̃u ˙̂ηu
m11ληu

−
p22η̃q ˙̂ηq
m55ληq

−
p23η̃r ˙̂ηr
m66ληr

(42)

Then, the equation (42) is expressed as follows by con-

sidering, |εwk + dk | ≤ ηk , W̃
T
k Ŵ k ≤ −α1

∥∥∥W̃ k

∥∥∥2
F
+

α2
∥∥W∗k∥∥2F , and η̃k (η̂k −ηk0) ≤ −α1 |η̃k |2+α2 ∣∣η∗k − ηk0∣∣2 ,

k = u, q, r, with α1 = 1 − 0.5/κ2, α2 = 0.5/κ2 and
κ >
√
2/2, and combining with (25), (26) and (27):

V̇3 ≤ −χsϑ2
s − χeϑ

2
e − χhϑ

2
h − χψϑ

2
ψ − χθϑ

2
θ − E

TQE

−α1δup21m
−1
11

∥∥∥W̃u

∥∥∥2
F
− α1δqp22m

−1
55

∥∥∥W̃q

∥∥∥2
F

−α1δrp23m
−1
66

∥∥∥W̃ r

∥∥∥2
F

−α1κup21m
−1
11 |η̃u|

2
− α1κqp22m

−1
55

∣∣η̃q∣∣2
−α1κrp23m

−1
66 |η̃r |

2

+α2δup21m
−1
11

∥∥W∗u∥∥2F
+α2δqp22m

−1
55

∥∥∥W∗q∥∥∥2F + α2δrp23m−166

∥∥W∗r∥∥2F
+α2κup21m

−1
11

∣∣η∗u − ηu0∣∣2 + α2κqp22m−155

∣∣∣η∗q − ηq0∣∣∣2
+α2κrp23m

−1
66

∣∣η∗r − ηr0∣∣2 + µu + µq + µr (43)

Then, (43) finally results in the following differential
inequality:

V̇3(t) ≤ −(ρmin/ρmax)V3(t)+ µ (44)

where: ρmax = max{1, ρP,
p21

m11λwu
,

p22
m55λwq

,
p23

m66λwr
,

p21
m11ηwu

,
p22

m55ηwq
,

p23
m66ηwr

}ρmin = min{χs, χe, χh, χψ , χθ , ρQ, ρwu, ρwq,

ρwr , ρηu, ρηq, ρηr }, and ρwu = α1δup21m
−1
11 , ρwq =

α1δqp22m
−1
55 , ρwr = α1δrp23m

−1
66 , ρηu = α1κup21m

−1
11 , ρηq =

α1κqp22m
−1
55 , ρηr = α1κrp23m

−1
66 , and ρP is the maximum

value in the matrix P, ρQ is the minimum value in the
matrix Q, and

µ = µu + µq + µr + α2δup21m
−1
11

∥∥W∗u∥∥2F
+α2δqp22m

−1
55

∥∥∥W∗q∥∥∥2F
+α2δrp23m

−1
66

∥∥W∗r∥∥2F + α2κup21m−111

∣∣η∗u − ηu0∣∣2
+α2κqp22m

−1
55

∣∣∣η∗q − ηq0∣∣∣2 + α2κrp23m−166

∣∣η∗r − ηr0∣∣2
(45)
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FIGURE 5. The configurations of flying-wing underactuated AUV.

FIGURE 6. 3D path following of the flying-wing underactuated AUV.

This result implies that all the signals in the closed-loop
control system are uniformly ultimately bounded, and the
path following errors converge to a small neighborhood of
the origin. This completes the proof.

V. SIMULATION EXAMPLES
In this section, numerical simulations are performed in
MATLAB software environment to verify path following
performance of the proposed control scheme. We conduct
simulations on a new class of flying-wing underactuated
AUV (Figure 5) designed by Harbin Institute of Technology
in China, which has more excellent hydrodynamic properties
compared with traditional AUVs. The model parameters are
given in [37].

Initially, the three-dimensional desired spiral path is
defined as: xd (s) = 50 cos(0.6s)

yd (s) = 50 sin(0.6s)
zd (s) = −s− 1

(46)

FIGURE 7. X-Y plane projection for the 3D path following of AUV.

FIGURE 8. X-Z plane projection for the 3D path following of AUV.

The initial position and attitude angle of a real AUV are
given by x(0) = 10m, y(0) = −5m, z(0) = 0m, θ(0) = 0◦

and ψ(0) = 45◦, and initial velocity matrix is [u, v,w]T =
0m/s. To verify robustness of the proposed controller,
we assume that AUV is affected by the following environ-
mental disturbances:

d(t)+ T ḋ(t) = Kω (47)

where d(t) = [du(t), dv(t), dw(t), dq(t), dr (t)]T, ω is the
white noise disturbance,and K = diag {5, 4, 4, 5, 5} ,
T = diag {5, 5, 5, 5, 5}
Meanwhile, AUV parameters are assumed to be unknown

completely, and the unknown dynamics of the AUV is pre-
sented as follows:

fk (k) = δ1k + δ2 |k| k + δ3k3 (48)
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FIGURE 9. Three-dimensional path following errors of AUV.

FIGURE 10. Velocity response curves of AUV.

where k = u, v,w, q, r , and δ1 = 0.6, δ2 = 0.3,
δ1 = 0.2.

The controller parameters are given by χs = 12, χe = 6,
χh = 4, χψ = χθ = 6, χu = 16, χq = χr = 8,
χiu = 5, χiq = 3, χir = 3, p21 = 12, p22 = p23 = 6.

Furthermore, the RBF neural networks with ten hidden
nodes are used to approximate the uncertain dynamics of the
AUV. The center vector and the standard deviation are chosen
asµn = [−10,−8,−6,−4,−2, 2, 4, 6, 8, 10]T and λn = 15
based on the K clustering method [38], and the parameters of
the RBF neural networks are λwu = 12, λwq = 12, λwr = 12,

FIGURE 11. Angle response curves of AUV.

FIGURE 12. Estimated total uncertainties with RBF neural networks.

δu = 0.1, δq = 0.1, δr = 0.1, ληu = 8, ληq = 6, ληr = 6,
κu = 1,
κq = 0.5, κr = 0.5. Moreover, in order to filter out the

high frequency measurement noise in the system, the shear
frequency of the filter is given by $n = 2π f = 20rad/s,
where f is the actual operation frequency of AUV, which is
usually 3 ∼ 4 Hz. The damping ratio is set to ζ = 0.95 to
guarantee that the system is overdamped.

Simulation results by using neuro-adaptive command fil-
tered backstepping (NACFB) control, the sliding mode con-
trol (SMC) [39] and the traditional backstepping control are
shown in Figures 6, 7, 8, 9, 10, 11, 12 and 13.

As can be seen from Figures 6, 7 and 8, compared with
the traditional backstepping controller and the sliding mode
controller, the proposed controller in this paper can more
accurately complete the AUV three-dimensional path follo-
wing in the presence of model perturbations and external
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FIGURE 13. Control force and moments of AUV.

disturbances. And as shown in Figures 9, 10 and 11, the path
following errors eventually converge to a small neighborhood
of the zero under the NACFB controller, and the NACFB
controller is not sensitive to the external disturbances, which
indicates the proposed controller is of good robustness.

VI. CONCLUSIONS AND FUTUREWORK
In this paper, a neuro-adaptive command filtered back- step-
ping controller is presented for the three-dimensional path
following problem of an underactuated AUV. A second-order
filter is developed to obtain the derivative of virtual con-
trol, which greatly reduces the computational complexities
of the traditional backstepping method, and filters out high
frequency measurement noise in the system. Then, a fil-
tered error compensation loop is designed to guarantee the
approximation precision between the virtual control signals
and the filtered signals. Moreover, all of vehicle uncertainties
are compensated by the RBF neural networks and adap-
tive control techniques. And the stability of path following
control system is proved based on the Lyapunov stability
theory. Finally, simulations and comparative analysis were
conducted to verify that the proposed controller is high accu-
racy of path following and good robustness.

For the futurework, path following of AUVs in the presence
of constraints should be developed [40], and it is of interest to
extend these results to the distributed path following of AUVs
by using the distributed coordination method [41]–[42].
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