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ABSTRACT Frequency assignment for minimum interference is a fundamental problem in telecommuni-
cations networks. Combinatorial optimization heuristics are among the successful techniques employed to
solve this problem. The heuristic proposed in this paper is a hybrid of the non-dominated sorting genetic
algorithm-II and tabu search (TS) heuristics. Although several hybrid heuristics exist, in addition to the
parameters of themetaheuristics, they also contain problem-specific parameters. The proposed heuristic does
not have any problem-specific parameter. In each iteration, we apply TS to each element of the population
to replace it with the best solution in its neighborhood. We select the elements for the population of the
next generation using the principles of the non-dominated sorting. The non-dominated sorting considers
two attributes of a solution: 1) interference (i.e., a measure of the violation of constraints) and 2) entropy
(i.e., a measure of the diversity of the solutions in a population). Experimental results show that the proposed
heuristic can produce solutions of quality better than four existing known heuristics. The gain of the
proposed heuristic over a recently proposed hybrid heuristic is verified using the Wilcoxon statistical test.
The convergence time of the proposed heuristic is also comparable with the existing heuristics.

INDEX TERMS Frequency assignment problem, genetic algorithm, tabu search, heuristics, non-dominated
sorting, combinatorial optimization, NP-hard.

I. INTRODUCTION
Wireless communication systems have gained a lot of impor-
tance because of their widespread use. Examples of wireless
communications include: mobile telephones, satellite com-
munications, TV broadcasting, wireless LANs, and military
communications operations. With some variations, the Fre-
quency assignment (FA) problem appears in many different
realms of wireless communications, such as in general system
for mobile communications (GSM), and in satellite commu-
nication [1]. The models and solution techniques are different
for each type of FA problem.

The FA problem in wireless networks bears a resembles to
graph coloring problem [2]. The fixed spectrum FA problem
of wireless networks occurs in telecommunication networks
in which the service provider is licensed to use a spectrum
of channels. However, the number of frequencies is usually

lesser than the number of communication devices or connec-
tions in the network. Therefore, some frequencies should be
re-used within the network. The assignment of frequencies to
communication devices or connections is an offline process,
and one cannot modify the FA during the operation of the
system.

The FA problem has three components: (i) transmitters;
(ii) a fixed spectrum of channels; and (iii) a set of constraints.
The transmitters need a channel from the spectrum to be
able to operate, and the constraints specify the separation
necessary between frequencies of different transmitters. The
transmitters can interfere with each other if their frequencies
are not sufficiently separated or spaced.When the frequencies
of any two transmitters do not satisfy the constraints, then
they cause interference. This work solves the FA problem
that aims to minimize the interference [3]. The FA problem
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is NP complete and polynomial time algorithms cannot
find a reasonable solution even when the network size is
small [4]–[6].

In the past, many different optimization heuristics have
addressed the FA problem, but they have some issues such
as ordinary solution quality or presence of problem-specific
parameters, to name a few. Some examples of the proposed
optimization heuristics are: Constraint Programming [7],
Neural Networks [8], [9], Tabu search (TS) [10]–[12],
Simulated annealing (SA) [12]–[15], Genetic algorithm (GA)
[15]–[17], Threshold accepting (TA) algorithm [10], [18] and
Memetic algorithm (MA) [6].

Some optimization heuristics work with a single solution,
while others work with a population of solutions. Two classes
of the optimization heuristics according to the number of their
objectives are single-objective and multiobjective optimiza-
tion heuristics [19]. The existing single-solution and single-
objective heuristics for the FA problem use excellent local
search metaheuristics (e.g., TS) and have robust exploitation
capability [15]. The exploitation capability of a heuristic is
its ability to search for a solution within a small region of the
search space [20]. However, they are still unable to deliver
extraordinary results because of their inadequate exploration
capability. The exploration is synonymous to diversity and is
the ability of the optimization heuristic to visit new regions in
the search space [20]. These deficiencies led to the develop-
ment of heuristics for the FA problem that emphasize on the
diversity. The optimization heuristics that gives importance to
diversity maintain a population of solutions and use sophis-
ticated methods to keep diversity in their population to keep
exploring new regions of the search space.

This work proposes a population-based optimization
heuristic that uses the principles of Pareto-optimality and
preservation of solutions for the next generation, based on
their non-domination by other solutions. The attributes of a
solution represent its unique features such as its interference,
and diversity from other solutions. A solution dominates
another solution if it is better than the other solution in at
least one attribute and not worst in any attribute. Despite its
simple design, the proposed heuristic is quite handy in solving
the FA-problem. The proposed heuristic also employs Tabu
Search (TS) heuristic to determine the solution of minimal
interference in the neighborhood of each solution in the pop-
ulation. The Pareto-optimality and non-domination sorting
depends on its two attributes of each solution: interference
and entropy. The entropy of a solution is a quantitative mea-
sure of its similarity with other solutions in the population.
A large value of entropy of a solution means that it is con-
siderably similar to other solutions in the population. The
principle of non-domination sorting was first employed in
the non-dominated sorting genetic algorithm (NSGA) [21].
This work is the first application of the principles of non-
domination sorting and Pareto-optimality to solve the single-
objective FA-problem.

The existing optimization heuristics for the FA problem
contain many parameters. Some are standard parameters

of the metaheuristics, whereas, others are problem-specific.
The adjustment of values of problem-specific parameters
requires knowledge of the problem. The proposed optimiza-
tion heuristic is free from all problem-specific parameters,
and a practitioner who is skilled in the application of meta-
heuristics can employ it without much knowledge of the prob-
lem. A recent study revealed that non-dominated sorting [22]
is critical in the convergence capability of the NSGA-II. In the
absence of non-dominated sorting, NSGA-II cannot converge
quickly to optimal solutions. In our work, non-dominated
sorting has played a critical role in the development of a
parameter-free, fast and efficient heuristic for solving the
FA problem.

Experimental results show that the proposed heuristic out-
performs results from well-known heuristics for the FA prob-
lem. In short, the proposed heuristic which is hybrid of NSGA
and TS can yield good quality solutions and is also free from
problem-specific parameters [6], [10], [11], [23].

The organization of this paper is as follows. Section II
briefly describes some relevant previous work. Section III
describes some basic concepts and definitions related to
FA-problem. Aspects of the proposed heuristic are detailed
in Section IV. Section V shows the experimental results and
a discussion on them. The last section contains the conclusion
and future work.

II. RELEVANT WORK
In the past, many different types of hybrids of optimiza-
tion metaheuristics have been devised to solve the FA and
bandwidth coloring problems [24]. The bandwidth coloring
and frequency assignment problem are similar, and hence
one can also model the frequency assignment as a band-
width coloring problem. We can classify the existing hybrid
heuristics for the FA and bandwidth coloring problem into
the following: (i) Standalone local search metaheuristics;
(ii) Constructive method with a local search metaheuristic;
(iii) Iterative local search metaheuristic with a perturbation
method; and (iv) Iterative global search metaheuristic with a
local search metaheuristic.

A. STANDALONE LOCAL SEARCH METAHEURISTICS
Zhao et al. [25] solved the FA problem for the D2D cellular
networks that provide direct communication among devices
that lie within a proximity of each other. The size of the
FA problem (i.e., number of transmitters, and number of
constraints) of the D2D cellular network is small as compared
to the FA problem of the cellular networks. The authors
solved the FA problem using a greedy heuristic and TS meta-
heuristic. Both greedy and the TS heuristics produced similar
results; however, the greedy heuristic has much lesser compu-
tational complexity. The initial works on the FA problem of
the cellular networks solved small problems, and employed
the standalone local search metaheuristics such as TS.
However, the current problems are too complex and need
more sophisticated techniques such as hybrid heuristics.
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B. CONSTRUCTIVE METHOD WITH A LOCAL
SEARCH METAHEURISTIC
Jin and Hao [24] proposed a hybrid heuristic that comprises
a constructive method and a TS heuristic. In the construc-
tive method, the first step is to order the transmitters and
the second step is to assign them a valid frequency. A valid
frequency means that it does not violate any constraint. When
the assignment of frequencies in the constructive method
reaches to a condition in which no valid frequency is available
to a transmitter, then it immediately terminates. The next step
is to apply the TS heuristic on the current partial solution.
The TS heuristic minimizes the violation of constraints. If the
TS meets its goal (i.e., either complete or partial removal
of the violations), then the constructive method will con-
tinue assigning frequencies to the remaining transmitters.
However, if the TS does not meet its goal, then the construc-
tive method performs an undo operation on the current solu-
tion, re-orders the transmitters and restarts the assignment of
frequencies to the transmitters. Jin and Hao [24] minimize the
number of frequencies required to determine a violation free
solution. In this article, we considered the fixed spectrum FA
problem inwhich the spectrum (or the number of frequencies)
is fixed, and we should minimize the interference due to the
violation of constraints.

C. ITERATIVE LOCAL SEARCH METAHEURISTIC WITH
A PERTURBATION METHOD
These types of heuristics solve the FA-problem by combin-
ing a local search metaheuristic such as SA or TS with an
additional technique to avoid getting trapped in local minima.
The local search metaheuristics have excellent exploitation
(or intensification) ability, but they get trapped into local
optima. The introduction of exploration in the local search
metaheuristics can help them to avoid this. In the literature
we find techniques suggested by Duque-Anton et al. [14] and
Montemanni et al. [10] that have been proposed to avoid the
above situation. Duque-Anton et al. [14] employed a tech-
nique they referred to as ‘long jump’ in their SA algorithm.
In the long jump, they simultaneously change the frequencies
of many transmitters [14].Montemanni et al. [10] employed a
cell optimization technique in their dynamic Tabu list based
TS algorithm. The cell optimization technique tries to find
an optimal frequency for each transmitter in the network and
thereby shifts the solution to a completely new location in
the search space. The main features of their dynamic TS
algorithm are: (i) The move operation chooses a new solution
which is different from the current solution by one channel
and is also a valid solution; (ii) A threshold accepting criterion
is used while accepting new moves; and (iii) The values
of threshold and the size of the Tabu list decreases with
iterations.

Another recent work for the same problem employs a
compound move with a local search heuristic that uses prob-
abilities to select a subset of transmitters and then assign
to them frequencies which are randomly selected from the

spectrum [26]. Some proposals improved the runtime of the
heuristics by reducing/restricting the size of the search space.
Montemanni and Smith [11] proposed a Heuristic Manipula-
tion (HM) technique based TS algorithm that uses artificial
constraints to reduce the search space. The method to create
artificial constraints analyzes the best solutions discovered in
the search and determines the pair of transmitters that should
have different frequencies to produce good quality solutions.

D. ITERATIVE GLOBAL SEARCH METAHEURISTIC WITH
A LOCAL SEARCH METAHEURISTIC
In this type, we solve the FA-problem by combining both
exploration and exploitation (or intensification) within a
single heuristic [2]. The heuristics of this type are gen-
erally hybrids of a population-based global search meta-
heuristic with a single-solution local search metaheuristic.
The population-based metaheuristic maintains a population
of solutions and applies a local search heuristic to each
solution of its population. The efficiency of the population-
based metaheuristic is measured as its ability to explore
the regions that contain optimal solutions. The efficiency of
the local search is a measure of its ability to find the best
solution within a small region around its initial solution.
Some examples of these types of heuristics are: (i) (1 + 1)-
EA with hill-climbing (or greedy) local search [2], Ant
Colony Optimization (ACO) with a greedy local search [27],
Memetic Algorithm (MA) [6] with hill-climbing local
search, and Path-re-linking algorithm with TS-based local
search [23]. In the following paragraphs, we briefly mention
two best heuristics that emphasis on both exploration and
exploitation.

Lai and Hao [23] proposed a population-based heuristic
for the FA-problem. They select the solutions for the popu-
lation based on their diversity because a diverse population
generally covers many unique locations of the search space.
The diversity of a solution is its minimum Hamming distance
from any other solution in the population. The heuristic has
three principal features: (i) Path Relinking operators to create
offsprings; (ii) Diversity and solution quality-based criteria
to selects solutions for the population of the next generation;
and (iii) A TS algorithm to perform the local search. The
path relinking operator chooses two solutions that have good
quality and a considerable Hamming distance between them
and creates two offspring in such a way that in each child
the channel assignment of up-to a certain number of cells is
different from any one of the parents. The new frequencies
for the cells can be selected based on a greedy or a random
approach. TS algorithm is applied to the offspring to obtain
the best solutions in their neighborhoods. The experimental
results indicated that their heuristic performs much better
than the earlier TS-based heuristics. This heuristic is referred
to as Path-relinking algorithm because of its unique path
relinking operators [23].

Segura et al. [6] proposed an MA based heuristic that
advances the application of population-based heuristics to
solve the FA-problem. The heuristic contains a diversity
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TABLE 1. Overview of the parameters in the existing optimization heuristics for the CA problem.

based technique for the selection of elements for the pop-
ulation of the next generation [6]. The selection technique
considers two attributes of each solution: interference and
diversity. The diversity cost of a solution takes into account
the elapsed time, maximum allowed time and initial diversity.
The diversity cost gets penalized if it contributes little to the
diversity of the population. The non-dominance of a solution
is determined using its interference and diversity cost. The
selection technique is an iterative process which in each
iteration selects solution that are non-dominated among all
the unselected solutions. Genetic operators are used to create
offsprings, and each child goes through a hill-climbing based
local search heuristic soon after its creation. The experimental
results showed that it could produce good results in many test
problems.

The existing heuristics such as the ones mentioned above
employ many parameters, and most of them are problem-
specific, i.e., adjustment of their values need knowledge of
the problem. A unique feature of our proposed heuristic is
that it has no problem-specific parameter. Table 1 lists the
parameters of the existing heuristics with their type (general
or problem-specific) and a short description of their pur-
pose. The results of the heuristics proposed prior to the year
2010 cannot solve the current problems, and therefore are not
included in Table 1.

III. PROBLEM FORMULATION
The FA-problem is modeled using a weighted and undirected
quadruple graph G(V ,E,D,P). The set V contains vertices,
and E contains edges. The vertices represent the transmitters
to whom frequencies should be assigned and are represented
by {v0, v1, . . . , vm−1}, where m is the total number of trans-
mitters. The edges connect any two vertices (or transmitters)
and are used to indicate that a constraint exists between those
two transmitters. An edge is represented by (vi, vj), where vi
and vj ∈ V . The set D contains the weights of the edges and
a mapping E → D exists such that (vi, vj) is mapped to dij.
dij is the amount of separation which is necessary between

the frequencies assigned to vi and vj. The set P contains the
penalties for the violation of constraints. There is a mapping
E → P, such that (vi, vj) is mapped to pij. pij is a penalty to
be paid if the separation between the frequencies assigned
to vi and vj is less than dij. The spectrum of frequencies
available to the transmitters is represented by F and contains
up-to n channels. The spectrum is represented as follows:
F = {f0, f1, . . . , fn−1}.

The solution of the FA-problem is an assignment vector
represented by 1 = {δ0, δ1, . . . , δm−1}, where δk is the fre-
quency assigned to transmitter vk (where k ∈ {0, 1, ..,m−1}.

The interference between transmitters vi and vj can occur
∃(vi, vj) ∈ E . The interference can be strong or weak accord-
ing to the value of the penalty. The interference between any
two transmitter vi and vj can be computed using the below-
mentioned formula.

I (vi, vj) =

{
pi,j if |δi − δj| < di,j
0 otherwise

∀(vi, vj) ∈ E (1)

The interference of a solution is the sum of interferences
of all edges present in it and can be computed using the
following equation (2). The goal of the FA-problem is to
minimize the interference of the solution as mentioned in (3).

0(1) =
∑

(vi,vj)∈E

I (vi, vj) (2)

Minimize(0(1)) (3)

A population-based optimization heuristic contains
population is solutions that are represented by {10,11, . . . ,

1N−1}. Entropy is characteristic of a solution in a population.
It is a metric to express the diversity of a solution within
its population. Rosca [28] introduced the use of entropy in
evolutionary algorithms. Liu et al. [29] then proposed that
diversity-driven evolutionary algorithms have a right balance
of exploration and exploitation. The symbol ξ (1i) represents
the entropy of a solution (1i) and the mathematical equations
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FIGURE 1. Outline of the Proposed heuristic.

to determine its value are mentioned in the following.

ξ (1x) = −
m∑
j=0

(pj × log2(pj)) (4)

pj =
∑

i,k∈{0,1,...,N−1}

Mi,k (pj) (5)

Mi,k (pj) =

{
1 if δj,1i = δj,1k

0 otherwise
(6)

The entropy is defined in (4) to (6) in top-to-bottommanner
for a solution 1x . In (4), m represents the total number of
transmitters and pj represents the diversity of the jth transmit-
ter of solution 1x from the jth transmitters of the remaining
solutions in the population. The value of pj can be computed
using (5) and (6). Equation 6 computes a termMi,k (pj), where
i and k represent indices of any two solutions in the popula-
tion. Mi,k (pj) returns 1, if the frequency of the jth transmitter
in solutions 1i and 1k are same, otherwise, it returns zero.
Equation 5 computes the pj value that can be used in (4).

IV. PROPOSED OPTIMIZATION HEURISTIC
We propose a population-based heuristic to solve the FA-
problem. The heuristic gives importance to both exploitation
and exploration. It contains TS-based local search to deter-
mine the best solution in the neighborhood of each element of
the population. It also includes genetic crossover and muta-
tion functions to explore new solutions in the search space.
The remaining part of this section describes the proposed
heuristic in detail.

Fig. 1 shows the main steps of the proposed heuristic.
The input consists of the problem related information
G(V ,E,D,P) and the spectrum of available frequencies (F).
The remaining inputs are parameters of the GA operators
and TS algorithm. The details of the remaining parameters
are as follows: N is the population size; αH is the mutation
probability; βT is the termination criterion of TS heuristic in
terms of number of iterations; and γT is the depth of the Tabu
list. The remaining part of this section describes the different
steps of the proposed optimization heuristic.

A. INITIALIZATION
The initialization step creates a population of random solu-
tions of size N . The intention of randomly generating a large
population is to have diversity among solutions.

B. APPLICATION OF LOCAL SEARCH
The first step in the optimization loop applies a local search
heuristic to all solutions in the population. This work uses
TS heuristic which is among the most popular local search
heuristics. It maintains a Tabu list that stores the moves taken
in the previous γT iterations. In each iteration, a move that
is not selected in the Tabu-list is selected. It also uses an
aspiration criterion that enables selection of a goodmove (i.e.,
a move that improves the interference of the solution) even
when it is present in the Tabu list. The stopping criterion of
the TS algorithm is the occurrence of up-to βT successive
iterations without any improvement in the interference of the
solution. The solutions obtained from the TS heuristic replace
their values in POP.

C. CREATION OF OFFSPRINGS
The second step in the optimization loop is to create offspring
solutions by applying GA operators. It uses the tournament
selection technique for the selection of parents. In the tour-
nament selection technique, the population is divided into
two equal parts. The two parts are sorted w.r.t. their inter-
ference values. Then the topmost elements from each part
are selected and go through the one-point crossover opera-
tion. The crossover operation creates two offsprings. Each
offspring goes through the mutation operation that alters the
frequency assignment of any cell with a probability of αH .
The set CHD stores the offsprings.

D. APPLICATION OF LOCAL SEARCH ON
THE OFFSPRINGS
This step applies the TS algorithm to the offsprings. The solu-
tions obtained from the TS algorithm replace their previous
values in CHD.
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FIGURE 2. Method to select solutions for the population of the next iteration.

E. POPULATION UPDATE
This step selects solutions for the population (POP) of the
next iteration from the sets POP and CHD. Each solution has
two attributes: interference and entropy. The interference and
entropy of a solution1i are represented by2(1i) and ξ (1i).
The solutions that have minimum values of interference
and entropy is kept in the population for the next iteration.
NSGA-II algorithm proposes principles for selecting ele-
ments for a population in a multiobjective optimization prob-
lem, based on non-dominated sorting of the solutions. In this
work, the two attributes of a solution act are two objectives
and the principles of non-domination count as mentioned
below.

The solutions are clustered based on their domination
count. A solution 1i dominates another solution 1j, if it
meets the conditions mentioned in (7) and (8).

2(1i) < 2(1j) and ξ (1i) ≤ ξ (1j) (7)

2(1i) ≤ 2(1j) and ξ (1i) < ξ (1j) (8)

The domination count of a solution is equal to the number
of others solutions in the population that dominates it. The
solutions are clustered based on their domination counts. The
solutions that have the smallest domination count will be
placed in the first cluster. The solutions that have the next
smallest domination count will be placed in the next cluster.
The domination count based clustering continues until the
completion of the assignment of clusters to all solutions.
The clusters are represented as C0, C1, . . .Cd−1, where d is
the total number of clusters. This domination count based
clustering and sorting of clusters use the principles of the non-
dominated sorting of NSGA-II algorithm.

The solutions in TOT are sorted in the ascending order of
their cluster numbers. The solutions of the first cluster are
first inserted into POP. If the POP still has room for more
solutions (i.e., the number of solutions in it is less than N),
then the solutions of the second cluster are inserted into it.

This process continues until the POP is filled with N solu-
tions. At any time, if the number of solutions in a cluster
is more than the space available in POP. Then the crowding
distance of each solution in that cluster is computed, and
the top solutions with-respect-to the crowding distance will
be inserted into POP. The method to compute the crowding
distance of a solution is mentioned in the following.

Fig. 3 shows the algorithm for the computation of the
crowding distance of a solution 1i that belongs to the
cluster Ck . The cluster has a total of v solutions. The input
consists of the solutions of the cluster and their interference
and entropy values. The solutions are sorted w.r.t. to their
interference and entropy values. C i

k denotes the set that con-
tains solutions sorted by interference, and Ce

k denotes the set
that includes solutions sorted by entropy. The set Rk stores
the crowding distance of the solutions present inCk . The code
in lines 3-4 assigns∞ value to the crowding distance of the
first and last elements of C i

k and Ce
k . The code in line 5-8

determine the maximum and minimum values of interference
and entropy among all the solutions of the cluster. The code in
lines 9-16 computes the crowding distance of the remaining
elements of C i

k and Ce
k (i.e., excluding their first and last

solutions). In line 10, y indicates the index in Ck of a solution
that lies at the jth index in C i

k . Note that C
i
k is a sorted version

of Ck . Therefore, the same solution could lie at different
indices. The variables y+ and yi contain the indices in Ck of
the solutions C i

k [j + 1] and C i
k [j − 1]. The code lines 13-16

repeats the same procedure as employed in lines 9-12, but
uses the sorted set Ce

k instead of C i
k .

F. COMPUTATIONAL COMPLEXITY
In this section, we present the computational complexity
of a generation of the proposed heuristic. As can be seen
in Fig. 1, a generation comprises four steps: (i) Application
of local search, (ii) Creation of offsprings, (iii) Application
of local search on offsprings, and (iv) Population update.
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FIGURE 3. Method to compute the crowding distance of the solutions of a cluster (Ck ).

The computational complexities of each of the four steps is
discussed below.

1) APPLICATION OF THE LOCAL SEARCH
In this step, the TS heuristic is applied to each solution of the
population. The computational complexity of the TS heuristic
is as follows. The first iteration has a complexity of O(m2n)
(where, m is the number of transmitters and n is the number
of frequencies in the spectrum) [10]. All the remaining iter-
ations have a complexity of O(mn) [10]. The total number
of iterations executed by the TS heuristic depends on the
termination criterion. In this work, we used the criterion that
the TS heuristic should terminate if βT number of consecutive
iterations brings no improvement in the objective function.
Therefore, the maximum number of iterations of the TS
heuristic is a multiple of βT and represented as KcβT , where
Kc is a positive real number. The total complexity of this step
in equal to O((m + KcβT )mnN ) (where, N is the population
size and Kc and βT are considered equal to 1000 and 2000,
respectively.

2) CREATION OF OFFSPRINGS
In this step, we first sort the solutions in the population
w.r.t. their objective function values. The complexity of
the sorting is O(N logN ). This step applied crossover and
mutation steps to create up-yo N offsprings. The complexity
of the single-point crossover and mutation operation is O(m).
The complexity of this step isO(N (logN+m)) orO(N logN ).

3) APPLICATION OF LOCAL SEARCH ON THE OFFSPRINGS
The complexity of this step is same as that of the first step.

4) POPULATION UPDATE
The update population step of the NSGA-II algorithm con-
sists of non-dominated sorting, crowding distance com-
putation and sorting based on crowding distance opera-
tions. The complexity of the non-dominated sorting is equal
to O(N 2) [21], and the complexity of crowding distance
computation and sorting is O(N logN ) [21].

V. EXPERIMENTAL RESULTS AND DISCUSSION
The proposed optimization heuristic was implemented using
C++ and R using R-Studio version 3.3.2 and Rcpp package.
The implementation of the proposed algorithm comprises
several C++ functions. The R functions perform the I/O
related tasks. The execution platform consists of a computer
that has an Intel Xeon 2.8 GHz processor and 64 GB of
memory. The performance of the proposed algorithm has
been evaluated on the same benchmarks as used by most
of the existing algorithms for the FA-Problem such as HM-
based TS algorithm (or HMT) [11], TS with dynamic length
list algorithm [10], Path relinking algorithm [23], and MA
for the FA-problem [6]. Table 2 lists the problems and their
main characteristics. The first column mentions the problem
name. Second and third columns contain the number of ver-
tices (or transmitters) and the number of edges (or number
of constraints). The fourth column (d̂) contains the average
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TABLE 2. Characteristics of the test problems [10], [11].

separation between transmitters in the constraints, and the
fifth column (p̂) contains the average penalty values of the
constraints. In the problems of Table 2 that have p̂ > 1,
the penalty values of the constraints are not uniform.

The values of the parameters of the proposed optimization
heuristic are set as follows: The termination criterion of
the TS algorithm (βH ) = 2000, and size of the Tabu list

(γT ) = 50. The population size (N ) and mutation
probability (αH ) are set equal to 120 and 0.30, respectively.
We experimented with different population sizes, smaller
values usually causes premature convergences, and very
large values slow down the optimization. The selected value
provide a balance inmost of the problems. In the experiments,
we noticed that for the mutation probability a value which
is slightly bigger than its usual value help in the quick
exploration of the search space.

The effect of the nondeterministic behavior of the proposed
optimization heuristic is accounted by executing up-to
25 trials on each problem. Each trial executes for up to two
hours on problems GSM2-184, GSM2-227, and GSM2-272,
up to 1 hour on problems GSM- 246, and Test282, and up
to ten minutes on all remaining problems. The FA-problem
is an offline problem, and the runtime is not critical as long
as it is within practical limits. We performed two types of
comparisons. The first type uses the published results of
the existing algorithms and the second type uses the results
obtained through executing an existing algorithm using its
application program. In the following text, we first discuss
the first type of comparison and then discuss the second type.

The proposed optimization heuristic is compared with
four existing optimization heuristics that includes two hybrid
heuristics of the third type (i.e., Iterative local search

TABLE 3. Comparison with existing single-solution based optimization heuristics.
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TABLE 4. Comparison with existing population-based optimization heuristics.

metaheuristic with a perturbation method) and two hybrid
heuristics of the fourth type (i.e., Iterative global search
metaheuristic with a local search metaheuristic). We obtained
the results of the existing heuristics from their published
articles. The comparison includes the following heuristics:
Dynamic TS [10], HMT-based TS [10], [11], Path relinking
algorithm [23] and MA algorithm whose survivor selection
method is based on the Generational evolutionary algorithm
(EA) with elitism [6]. The Dynamic TS, HMT based TS
and Path relinking conducted ten trials, and MA algorithm
conducted thirty trials on each problem.

Tables 3 and 4 show the results of the proposed optimiza-
tion heuristic and compare them with the existing heuristics
for the FA-problem. The results of each heuristic consist of
two column. The first column mentions the mean value of
the trials and the second column indicates the best and worst
result obtained in any trial. For MA [6], the worst values
are not publicly available. A visual inspection of Table 3
shows that the results of the proposed heuristic are better than
the other heuristics in most of the problems. We have also
summarized the results in Table 5 and Fig. 4.

Table 5 shows the numbers the test problems in which the
average, best and worst value of the trials of the proposed
heuristic is better than, equal to or worse than the existing
heuristics. We have summarized the results into three groups.

TABLE 5. Summary of the comparison of the solution quality of the
proposed heuristic with existing heuristics.

The first group (Average Results) compares the average solu-
tion quality of all trials of the proposed heuristic with the
average results of the proposed heuristics. The second group
(Best Results) compares the best value of any trial of the
proposed heuristic with the best values of the existing heuris-
tic. In the same way, the group (Worst Results) compares
the worst value of any trial of the proposed heuristic with the
existing heuristics. In Table 5, the first row shows that the
average solution quality of the proposed heuristic is better
than that of DTS and HMT in twenty-six problems, better
than Path relinking in twelve problems, and better than MA
in twenty-six problems. The second row conveys the informa-
tion that the average solution quality of the proposed heuristic
is equal to DTS, HMT, Path relinking and MA in fifteen,
fifteen, twenty-eight, and sixteen problems, respectively.
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FIGURE 4. Illustration of the percentage improvement in solution quality in using the proposed heuristic as compared to the existing optimization
heuristics [6], [10], [11], [23].

FIGURE 5. Illustration of the average interference, interference of the best solution, and
average entropy of the population.

The third row presents the informationwhen the average solu-
tion quality of the proposed heuristic is worst (i.e., inferior)
than the existing heuristics.

The solution quality of the proposed heuristic is signifi-
cantly better than HMT and Dynamic TS in many problems.
The results in Table 4 shows that the results of the proposed
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TABLE 6. Comparison between the proposed and Path relinking [23] heuristics using the Wilcoxon two-sided tests.

TABLE 7. Solution quality and convergence rates of the proposed and path relinking heuristics.

heuristic are also better than the Path relinking and MA
heuristics in many problems. In Fig. 4, we show the per-
centage improvement in the solution quality of the proposed
heuristic over the existing ones.

Fig. 4 indicates the percentage improvement of the mean
value of the results of the proposed heuristic with the existing
heuristics. The curve shows that the maximum percentage
improvement is up-to 37.8% over HMT, 41.7% over DTS,
27.7% over Path re-linking, and 35% over MA. In the
remaining part of this section, we present the results of
the second part of the experiments in which we executed Path

relinking heuristic in the same conditions as the proposed
heuristic. Statistical tests are often used to compare two non-
deterministic algorithms. This section presents a comparison
of the proposed heuristic with Path relinking heuristic using
statistical tests. We downloaded the source code of the Path
relinking heuristic from its authors’ website [23] and exe-
cuted it on the same platform and with runtime conditions as
that of the proposed heuristic.

The results in Table 4 show that the average solution quality
of the proposed and path relinking heuristics are not equal
to each other in up-to eighteen problems. Here, we compare

VOLUME 6, 2018 72645



U. F. Siddiqi, S. M. Sait: Optimization Heuristic Based on Non-Dominated Sorting and Tabu Search

the results of both heuristics on those eighteen problems
using the unpaired two-samples two-sided Wilcoxon test
[26], [30], [31] with the significance level of 0.05. The results
of the statistical analysis indicate if the difference in the
solution qualities is significant. Table 6 shows the results of
the Wilcoxon tests. The column labeled as ‘Solution Quality’
contains the data in the following format: x (± y), where x is
the mean of all trials and y is the standard deviation of the
trials. The results confirm that the solution quality of the
proposed heuristic is better than that of the path relinking
heuristic in up to nine problems.

The proposed optimization heuristic minimizes the entropy
and interference of the solution as iteration proceeds. Fig. 5
shows a plot of the problem ‘‘1-5-50-75-30-2-100’’ with a
spectrum of twelve channels. The plot shows the average
interference of the solution that the initial population has
maximum entropy and the entropy reduces with iterations.
The plot finished at its best solution when the interference of
the best solution is the minimum, the average entropy of the
population is also among its smallest values at that point.

The convergence rate of any heuristic is an indication of
how quickly it can converge to the best-known solutions [32].
Convergence Rate has been defined differently in different
articles [32], [33]. We used the definition of convergence rate
as employed by Bi et al. [32]. The method to determine the
convergence rate requires that the program implementing the
heuristics be run for a certain number of trials (ηc). In each
trial the best cost of the population in each generation is
stored. Convergence rate is expressed using a term known
as DMO, which refers to the percentage deviation of the
mean cost from the best-known solution. The DMO for the ith

generation can be computed as follows: If the best costs in the
ith generation of all trials are equal to b(i,0), b(i,1), . . . , b(i,ηc);
and the cost of the best-known solution is B∗, then the DMO
value for the ith generation is given by:

DMO(i) =

b(i,0)+...+b(i,ηc)
ηc

− B∗

B∗
× 100.

Table 7 presents the DMO values and the convergence
time of the proposed and path relinking heurtsics. The results
indicate that in up to twelve problems, the DMO of the pro-
posed heuristic is better than that of Path relinking heuristic.
Furthermore, the average convergence time of the proposed
heuristic remains comparable to the path relinking heuristic.

VI. CONCLUSION AND FUTURE WORK
This article proposed an iterative optimization heuristic
for the minimization of interference in the fixed spectrum
FA-problem. It is population-based and uses conventional
genetic operators (crossover and mutation) to create off-
springs. It also employs a TS-based local search algorithm.
Each iteration consists of the following steps. The first
step is to replace each solution in the population from the
best solution in its neighborhood using the TS-algorithm.
The second step is to create offspring using the conventional
crossover and mutation operations. The third step is to apply

the TS-based local search to the offsprings and replace their
values with the best solutions present in their neighborhood.
The last step is to select solutions for the next iteration. The
selection procedure uses the principles of the non-domination
sorting of the NSGA-II algorithm. It considers two attributes
of a solution, which are interference and entropy. A domina-
tion count of a solution indicates the number of solutions in
the population that are better than it. The selection procedure
prefers the solutions of the smaller domination count. In case
of a tie in the domination count, it prefers the solutions whose
interference and entropy values are different from other
solutions that have the same domination count. Experimental
results revealed that can produce solutions of good quality.
We also analyzed the convergence rate of the proposed
heuristic using experimental runs. The proposed heuristic can
converge to solutions of quality which is equal to or close to
the best-known solutions and also does not consume much
time. In recent past, researchers have proposedmetaheuristics
that emphasize both exploration and exploitation in their
search. Some examples of these types of metaheuristics are
Gravitational Search Algorithm (GSA), and Neural network
and fuzzy control system based GSA (NFGSA) [33], [34].
These new types of metaheuristics do not require separate
steps of exploration and intensification. A direction for future
research is to investigate the usefulness of GSA and NFGSA
for the FA-problem.

APPENDIX
In the main text, we described the major components of
our heuristics, such as maintenance of population using
non-dominated sorting and crowding distance. The proposed
heuristic also contains several standard genetic operators and
a local search method. In this appendix, we briefly describe
those components to complete the description of the proposed
heuristic.

In the FA problem, we represent the frequencies in a spec-
trum using integers, i.e., set F is a finite number of integers.
Therefore, we can encode the solution as a set of integers.
In Section III, we mentioned that a solution is represented by
1 and comprises ofm elements, i.e.,1 = { δ0, δ1, . . . , δm−1}.
Here m is the number of transmitters and δi ∈ F . The popula-
tion of the GA consists of N solutions (or chromosomes) that
are represented as POP={10, . . . 1N−1}. Each chromosome
1i ∈ POP has two attributes: Interference (0(1i)), and
entropy (ξ (1i)). The first step in the proposed heuristic is
to apply TS based local search to all chromosomes. The TS
heuristic tries tominimize the interference. The application of
the TS heuristic to a chromosome1i consists of the following
steps.

1) Compute the cost of the solution as cb = 0(1i).
2) Repeat {
3) Mutate 1i to create a new solution 1′i. The mutation

consists of the following two steps: (i) In1i, randomly
select a transmitter δr , (ii) Randomly choose a new
frequency fr for δr from F , and (iii) Store the new
solution in 1′i.
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4) Compute the cost of the new solution as cc = 0(1′i).
5) If (cc < cb) then replace 1i with 1i, and set cb = cc.
6) If (cc ≥ cb) and the transmitter δr has not been assigned

fr in the last γT iterations then replace 1i with 1′i.
7) } while(stopping criterion is not reached)
The next step is to apply the mutation and crossover oper-

ations to create N off-springs. We select parents (i.e., two
chromosomes from the current population POP) using the
tournament selection method [15] based on the interference
values. We applied the single-point crossover to create two
offsprings. We apply the mutation operation to each new
offspring, and it could change the frequencies of the genewith
a probability αH .

After the creation of off-springs. We combined them with
the original population. Now, we select N chromosomes
for the population of the next generation from the current
population which is a combination of both parents and off-
springs. We employed the method of non-dominated sorting
and crowding distance to select N chromosomes. The next
iteration proceeds in the same way.
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