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ABSTRACT Predictive modeling is an important part of learning analytics, whose main objective is
to estimate student success, in terms of performance, knowledge, score, or grade. The data used for
the predictive model can be either state-based data (e.g., demographics, psychological traits, and past
performance) or event-driven data (i.e., based on student activity). The latter can be derived from students’
interactions with educational systems and resources; learning management systems are a widely analyzed
data source, while social media-based learning environments are scarcely explored. In this paper, our
objective is to predict students’ performance based on their social media traces. Data is collected from aWeb
Applications Design course, in which students use wiki, blog, and microblogging tools, for communication
and collaboration activities in a project-based learning scenario. A total of 343 students, from six consecutive
course installments, are included in the study. In addition to the novel settings and performance indicators,
an innovative regression algorithm is used for grade prediction. Very good correlation coefficients are
obtained and 85% of predictions are within one point of the actual grade, outperforming classic regression
algorithms. From a pedagogical perspective, results indicate that, as a general rule, a higher engagement with
social media tools correlates with a higher final grade.

INDEX TERMS Learning analytics, performance prediction, large margin nearest neighbor regression,
social learning environment, social media.

I. INTRODUCTION
Learning analytics (LA) is a growing research area, which
aims at selecting, analyzing and reporting student data (in
their interaction with the online learning environment), find-
ing patterns in student behavior, displaying relevant infor-
mation in suggestive formats; the end goal is the prediction
of student performance, the optimization of the educational
platform and the implementation of personalized interven-
tions [17]. According to the Society of Learning Analytics
Research,1 LA can be defined as ‘‘the measurement, col-
lection, analysis and reporting of data about learners and
their contexts, for purposes of understanding and optimizing
learning and the environments in which it occurs’’ [47]. The
topic is highly interdisciplinary, including machine learn-
ing techniques, educational data mining, statistical analy-
sis, social network analysis, natural language processing,
but also knowledge from learning sciences, pedagogy and

1https://solaresearch.org

sociology [16], [21]; up-to-date overviews of the area are
provided in [5], [18], [28], [34], and [37].

Various educational tasks can be supported by learning
analytics, as identified in [43]: analysis and visualization
of data; providing feedback for supporting instructors; pro-
viding recommendations for students; predicting student’s
performance; student modeling; detecting undesirable stu-
dent behaviors; grouping students; social network analysis;
developing concept maps; constructing courseware; planning
and scheduling. Similarly, seven main objectives of learning
analytics are summarized in [13]: monitoring and analysis;
prediction and intervention; tutoring and mentoring; assess-
ment and feedback; adaptation; personalization and recom-
mendation; reflection.

The prediction of students’ performance is one of the
most popular goals of LA [14], [31], which aims to esti-
mate future learning outcomes and identify indicators for
learning success [47]; more specifically, the objective is to
develop a model which can infer the students’ academic
performance (i.e., the predicted variable, generally in the
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form of grades or scores) from a combination of various
indicators (i.e., predictor variables) from the educational
dataset [5]. The predictive information is highly valuable,
as it can offer instructors the ability to monitor the learning
progress and provide students with personalized feedback
and interventions [51]; in particular, the instructor can be
advised about students at-risk, who are in need of more
assistance [8], [52]. In addition, individualized strategies for
improving participation may also be suggested. Furthermore,
the automatic prediction mechanism may be used for a for-
mative assessment tool, which has the potential to decrease
the instructors’ assessment loads [52]. Finally, providing pre-
diction results and personalized feedback can foster students’
awareness [51].

Performance prediction has been extensively studied in
web-based educational systems and, in particular, in Learning
Management Systems (LMS) [14]. This is due to the avail-
ability of large amounts of student behavioral data, automat-
ically logged by these systems, such as: visits and session
times, accessed resources, assessment results, online activity
and involvement in chats and forums, etc [41]. Thus, student
performance prediction models based on Moodle log data
have been proposed in multiple previous studies [12], [41],
[42], [45], [53]. Additionally, log data from intelligent tutor-
ing systems (ITS) have also been used for performance pre-
diction [23], [35], [36]. In contrast, the students’ engagement
with social media tools in emerging social learning environ-
ments has been less investigated as a potential performance
predictor [14], [25], [46].

Therefore, our objective is to address academic perfor-
mance prediction based on social media traces, in the novel
context of social learning environments. More specifically,
we focus on our eMUSE platform [38], which integrates
three social media tools (wiki, blog and micro-blogging tool).
These tools were used by Computer Science students enrolled
in a Web Applications Design course, to support communi-
cation and collaboration activities in a project-based learning
(PBL) scenario. Data was collected from six consecutive
course installments (unfolding over six years), with a total
of 343 students, leading to a relatively large educational
dataset. A further novelty of our approach consists in the use
of an innovative regression algorithm called ‘‘Large Margin
Nearest Neighbor Regression’’ (LMNNR) for grade predic-
tion, based on students’ activity on wiki, blog and micro-
blogging tool. Very good results are obtained, outperforming
commonly used regression algorithms.

The rest of the paper is structured as follows: in section II
we provide an overview of related work on performance
prediction. Subsequently, in section III we present a
short technical background, including a description of the
LMNNR algorithm and an overview of the algorithms used
for comparison. The results obtained by applying these algo-
rithms in our social learning environment context (which is
described in more detail in section IV) are reported and dis-
cussed in section V. We end the paper with some conclusions
and future research directions.

II. RELATED WORK
Predictive modeling for teaching and learning is an important
part of learning analytics; its main objective is to predict stu-
dent success, in terms of academic achievement [10]. The pre-
dicted values can be performance, knowledge, score or grade;
classification approaches are generally employed for
categorical/discrete values, and regression approaches for
numerical/continuous values [43].

Two types of data can be used for the predictive mod-
els: i) state-based data, e.g.: demographics, psychological
traits, past performance; ii) event-driven data, i.e., based on
student activity, as derived from the students’ interactions
with educational systems and resources [10]. The latter may
be structured (e.g., server logs) or unstructured (e.g., forum
postings) [48]. It may come from centralized educational
systems (e.g., LMS) or distributed learning environments
(e.g., formal and informal platforms, spread across space,
time and media) [13]. The data sources may include also
MOOCs (massive open online courses), social media or wear-
able sensors, their integration leading to a higher accuracy
of the learner models [34]. A further classification of the
performance indicators, provided in [11], includes three cate-
gories: i) dispositional indicators (e.g., age, gender, previous
learning experiences); ii) activity and performance indicators
(e.g., number of logins, time spent, number of dis-
cussion posts); iii) student artifacts (e.g., essays, blog
posts, forum discussions) [47]. About 200 indicators were
identified in a review conducted in [15]; among them,
the most commonly used are: demographic characteris-
tics, previous grades, portfolios, multimodal skills, lev-
els of participation and engagement, mood and affective
states [34].

As far as computational techniques are involved, a wide
variety of methods have been applied for predicting stu-
dents’ performance [31], such as linear regression [40],
logistic regression [6], neural network models [12], sup-
port vector machines and k-nearest neighbors [23], [44],
Bayesian networks [35], [36], decision trees [50] or genetic
algorithms [51], [53].

While providing a full review of the literature is beyond the
scope of this paper, in what follows we describe a few (recent)
initiatives in academic performance prediction, which are
more closely related to our work.

Romero et al. [41] explored students’ usage data inMoodle
LMS as a predictor for their final exam grade. 438 students
from seven engineering courses were included in the study.
Eight attributes related to learner activity on quizzes, assign-
ments and forum messages were computed for each student.
The authors applied various data mining techniques for clas-
sifying students with similar final grades (statistical classi-
fier, decision tree, rule induction, fuzzy rule learning, neural
networks). Performance comparisons were carried out, with
various pre-processing techniques (filtering, discretization
and rebalancing). Overall, the accuracy obtained is not very
high (around 65%), indicating the difficulty of the prediction
task.
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Saqr et al. [45] also analyzed students’ online activity in
a LMS, in the context of a blended medical course, aiming to
correlate it with the learners’ final performance. 133 students
used Moodle for six weeks and various types of data were
collected: logins, resource views, forum posts and reads,
time spent using educational materials, formative assessment
results. Five engagement indicators were computed based
on students’ traces. Automatic linear modeling was used for
grade prediction, leading to a 63.5% accuracy. In addition,
binary logistic regression was employed for predicting stu-
dents at risk, with an accuracy of 80.8%.

Romero et al. [42] focused on the use of students’ partici-
pation in a discussion forum as an indicator of learner perfor-
mance. Data was collected from 114 students enrolled in an
introductory computer science course. They used the forum
included in Moodle LMS for discussing the course contents,
asking questions or providing help to peers and took a final
exam at the end of the semester. The authors aimed to predict
whether students passed or failed the course based on their
forum usage, in terms of quantitative, qualitative and social
network indicators. A comparison between traditional classi-
fication and clustering algorithms implemented in Weka [22]
was performed, together with various approaches for instance
and attribute selection. Good results were obtained both for
the prediction at the end of the course and for an early
prediction carried out mid-course.

In the context of a different learning environment,
Junco and Clem [24] investigated students’ interaction pat-
terns with digital textbooks as predictors of final course
grades. Data was collected from 233 students from 11 courses
(such as Introduction to Accounting, American Judicial Pro-
cess, Human Resource Management etc.) who used a digital
textbook offered by CourseSmart provider. The authors per-
formed linear regression analyses on textbook usage metrics
and found out that time spent readingwas a strong predictor of
final course grade. The Engagement Index score (computed
by CourseSmart based on various usage metrics) was also
a good indicator of the course outcome (better than prior
academic achievement).

As it can be seen, most of the above studies were per-
formed in the context of Moodle LMS; the social learning
environments and students’ social media traces were much
less explored in the literature. There are however a couple of
notable exceptions, as summarized below.

Junco et al. [25] used mixed effects analysis of vari-
ance (ANOVA) models to evaluate the impact of using
Twitter on college student engagement and learning out-
come. Engagement was measured with a dedicated instru-
ment called National Survey of Student Engagement. Results
showed a significant increase in both engagement and grades
for the experimental group, in which students used Twitter for
various types of academic discussions.

Stafford et al. [46] investigated whether students’ engage-
ment with a collaborative wiki tool can predict academic
performance. Significant correlations were found between
wiki activity indicators (number of page edits, number of

different articles edited, number of days on which the student
edited the wiki) and the final grade. Overall, the students
who were engaged with the wiki (both high- and low-grading
ones) obtained higher exam scores, with an average increase
of 5 percentage points.

The novelty of our current work consists in the use of
an original algorithm, called Large Margin Nearest Neigh-
bor Regression (rather than classic algorithms, available in
various data mining engines, as mentioned in the related
works). A preliminary study based on only one student cohort
yielded encouraging results [31]; this paper extends the pilot
study to a much larger number of students (six cohorts, over
the course of six years), also providing a refinement of the
LMNNR algorithm, as described next.

III. BACKGROUND ON ALGORITHMS
As mentioned in the previous section, estimating the final
grade of the students based on different attributes related to
their learning activities can be viewed as a typical regression
problem. Currently, there are many available models and
several collections of machine learning algorithms, among
which the best known is arguably Weka [22]. In this paper,
we aim to compare the performance of classical algorithms
with an original one, called Large-Margin Nearest Neighbor
Regression (LMNNR). Following our experience from previ-
ous work [31], here we only consider two classical models
that provided the best results for our particular problem, i.e.,
Random Forest (RF) and k-Nearest Neighbors (kNN), which
we briefly describe below.

A random forest [9] is composed of a collection of clas-
sification or regression trees. Each tree is generated using
random split tests on slightly different data, using bag-
ging. The output of a new instance is computed by aggre-
gating the outputs of the individual trees, by voting or
averaging.

The k-Nearest Neighbors algorithm is based on the choice
of k nearest neighbors using some distance function, and
the output is computed by aggregating the outputs of those
ktraining instances. As a distance function, one can use
Euclidian or Manhattan distance, usually particularizations
of the Minkowski distance. Choosing the value of k is very
important: if k is too small, then the classification can be
affected by the noise of the input data, and if the value of k is
too large, then some of the neighbors considered may be
irrelevant for the classification. To avoid the difficulty of
finding an optimum value for k , one can weight the influence
of the neighbors. The neighbors that are closer to the query
instance have a greater weight, while those farther apart have
a smaller weight. Cross-validation can also be used to assess
the optimal number of neighbors.

kNN is a simple yet powerful method, typically when the
data is not affected by noise and does not have too many
dimensions. However, in its classical formulation it does not
adapt the distance metric, which is of great importance in this
case, to the problem at hand. Therefore, an extension of the
method is to change the distance metric of the problem space
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by using a matrix M:

dM (xi, xj) =
(
xi − xj

)T M
(
xi − xj

)
(1)

One way of computing such a matrix for classification
problems was provided in [49], which incorporated the idea
of a large margin, typical of support vector machines. The
authors designed a convex semidefinite programming opti-
mization problem so that by findingM, the classes of the data
should be separated by amargin larger than an arbitrary value,
e.g., 1.

The concept of a large margin in a regression setting was
used in [29] and [30], resulting in the LMNNR algorithm,
which is based on the optimization of two conflicting objec-
tive functions (and an additional, optional one that ensures
regularization). It also simplifies the interpretation of the
results by imposing thatM is a diagonal matrix, and thus the
weights of the neighbors are:

wdM (x, x
′) =

1
dM (x, x′)

=
1

n∑
i=1

mii ·
(
xi − x ′i

)2 (2)

Eq. (2) involves a single, global matrix M for all the
instances. However, it is possible to have different distance
metrics for different instances or groups of instances. Thus,
prototypes can be used. They are defined as special locations
in the input space of the problem, and each prototype P has
its own matrix MP. When computing the distance weight
to a query point, an instance uses the weights of its nearest
prototype, i.e., mPii instead of mii in Eq. (2).
Like all regression algorithms, LMNNR tries to find a

function f̃ which is an approximation of the dependent vari-
able, i.e., the output of the model:

f̃ (x) =

∑
x′∈N (x)

wdM (x, x′) · f (x′)∑
x′∈N (x)

wdM (x, x′)
, (3)

wherewdM are the weights found by the algorithm, f (x) is the
output value corresponding to instance x in the dataset, and
N (x) is the set of the nearest neighbors of x in the dataset.
If we use the model for prediction, x does not belong to
the training dataset, but the neighbors N (x) do. The number
of nearest neighbors is a parameter specified by the user.
Basically, f̃ (x) is a weighted average of the output values of
the neighbors of x.

As mentioned earlier, the distance metric matrices are
found by solving an optimization problem. In the simpli-
fied formulation (without regularization, which does not
seem to be needed for our particular problem), the objective
function F , to be minimized, takes into account two criteria,
F1 and F2, described below. In order to explain the expres-
sions of these functions, the following notations are used,
where dM is the weighted square distance function using the
weights we search for: dij = dM (xi, xj), dik = dM (xi, xk ),
gij = |f (xi)–f (xj)|, and gik = |f (xi)–f (xk )|.

The first criterion is:

F1 =
n∑
i=1

∑
j∈N (i)

dij ·
(
1− gij

)
, (4)

where N (i) is the set of the k nearest neighbors of instance i.
This is based on the following intuition. If two neighbor

instances, i and j, have close output values, then gij is small,
let us say it is close to 0. Therefore the second factor is
large, close to 1. Thus the optimization process minimizes
the distance dij between them. Now let us assume that i and j
have different output values. Then the second factor is close
to 0, and the effect of the minimization on dij is negligible.
Since d and g belong to the [0, 1] interval, we can see that the
closer the output values of the neighbors are, the closer their
positions become in the transformed space.

This criterion states that the nearest neighbors of i should
have output values similar to the output value of i, and more
distant ones should have different values. The same effect is
intended for all training instances, therefore we use the sum
in Eq. (4)

While the equation of the first criterion is the same as the
one used in an earlier version of the algorithm [31], the equa-
tion for the second criterion has been changed compared to
the one used in previous works. It combines the idea from
our previous formulation with that presented in [4], a study
that defines a semidefinite programming problem by close
analogy with the work in [49].

In order to explain the second criterion in its present form,
let us assume that we have an instance i and two different
neighbors of i: j and l. We use the ‘‘l’’ notation because ‘‘k’’
is the traditional notation for the number of neighbors in an
instance-based algorithm such as kNN.

Let us define:

1dijl = max
(
dil − dij, 0

)
. (5)

This means that1dijl is the difference of the corresponding
distances only if l is farther from i than j. Otherwise, it is 0.
We can define a similar value for g:

1gijl = max
(
gij − gil, 0

)
, (6)

but one should notice the change in indices compared to the
definition of 1dijl : the j and l indices are swapped.

The main idea of the second criterion is to reduce the
situations when l is farther than j, but its output value is closer
to that of i than the output value of j. We would prefer the
situations where g decreases monotonically as d increases,
and vice versa.

Thus, when both1dijl and1gijl are strictly positive, this is
equivalent to a proximity order break. By learning the proper
distance metrics, we aim at minimizing these cases, therefore
we introduce a penalty term pijl which is strictly positive
when 1dijl ·1yijl 6= 0 and 0 otherwise.

We can further incorporate the concept of a ‘‘large mar-
gin’’: we impose that pijl not only include 1dijl · 1gijl , but

VOLUME 6, 2018 72777



E. Popescu, F. Leon: Predicting Academic Performance Based on Learner Traces

also a ‘‘margin‘’ arbitrarily set to 1:

pijl =

{
1+1dijl ·1gijl, if 1dijl ·1gijl 6= 0
0, otherwise.

(7)

As it was proven in [49] in the context of classification,
the actual width of the margin is not important; different val-
ues simply lead to the scaling of the distance metric matrices,
accordingly.

Again, the criterion should be minimized for all the
instances i and all pairs of neighbors, therefore:

F2 =
n∑
i=1

∑
j∈N (i)

∑
l∈N (i)

pijl . (8)

A more compact expression for Eq. (8) is:

F2=
n∑
i=1

∑
j∈N (i)

∑
l∈N (i)

1dijl ·1yijl ·
(
1+

1
1dijl ·1gijl + ε

)
,

(9)

where ε is a small positive real number that ensures that the
fraction can be computed when 1dijl ·1gijl = 0.
According to Eq. (9), when 1dijl · 1gijl = 0, pijl = 0.

When 1dijl ·1gijl = a > 0:

pijl = a ·
(
1+

1
a+ ε

)
= a+

a
a+ ε

≈ 1+ a. (10)

In [31], the expression for the second criterion was created
by analogy with F1 and it only took into account d and g:

F ′2 =
n∑
i=1

∑
j∈N (i)

∑
l∈N (i)

max
(
1+ dij ·

(
1− gij

)
−dik · (1− gil) , 0) . (11)

Its intent was the same: to minimize the distance to the
neighbors with close values (the positive term), while simul-
taneously trying to maximize the distance to the neighbors
with distant values (the negative term). However, it was
experimentally discovered that the present formulation of F2
in Eq. (8) or Eq. (9) provides better results.

If the effect of F1 is to attract similar neighbors, the effect
of F2 is to repel the neighbors that violate the proximity order,
as described above.

An additional change from [31] is that in the final objective
function F , the two criteria no longer receive equal weights,
because it was empirically observed that F2 has a much larger
value than F1 and tends to dominate F . Therefore, in order to
balance the influence of the two terms, the final expression to
be minimized is:

F = F1 +
√
F2. (12)

This refined LMNNR algorithm was applied on a rela-
tively large educational dataset, involving six student cohorts,
as described in the next section.

IV. CONTEXT OF STUDY
A. INSTRUCTIONAL SCENARIO
Our study took place in the context of an undergraduate
course for Computer Science students, on Web Applications
Design (WAD). The instructional approachwas project-based
learning (PBL) in which the students had to work collabora-
tively on various complex, challenging and authentic tasks,
over extended periods of time; learning was organized around
team projects, while the teacher played the role of a facil-
itator [27]. More specifically, the students collaborated in
teams of around 4 peers in order to build a complex web
application of their choice (e.g., a virtual bookstore, an online
auction website, a professional social network, an online
travel agency, etc.). The project spanned over the whole
semester and the evaluation took into account both the final
product and the continuous collaborative work.

Since PBL has a strong social component, the increasingly
popular social media tools appear suitable for communica-
tion and collaboration support in PBL framework [3], [26].
Hence, we implemented our PBL scenario with the help of
several social media tools (wiki, blog, and microblogging
tool) integrated in our social learning environment, called
eMUSE [38]. More specifically, a blended learning approach
was used consisting of weekly face-to-face meetings between
each team and the instructor (for checking the project
progress, providing feedback and answering questions),
while students had to rely on the social media tools for the
rest of the time, as a support for their communication and
collaboration activities.

In particular, MediaWiki2 was used for collaborative
writing tasks, for gathering and organizing the team
knowledge-base and resources, and for documenting the
project. Blogger3 was used for reporting the progress of each
project, similar to a ‘‘learning diary’’ in terms of publishing
ideas and resources, as well as for providing feedback and
solutions to peer problems. Each team had its own blog,
but inter-team cooperation was encouraged as well. Twitter4

was meant to foster additional connections between peers
and to encourage the posting of short news, announcements,
questions, and status updates regarding each project. The
eMUSE social learning platform provides an integration point
for the social media tools, together with additional support
for both students and teachers: basic administrative services,
learner tracking and data visualizations, as well as evaluation
and grading functionalities [38]. eMUSE also offers data
collection mechanisms, as detailed in the next subsection.

Of course, students could choose to use additional com-
munication channels for working on their projects, including
face-to-face meetings, phone calls, chats, email, document
sharing or other social media tools. Obviously, these could
not be monitored by eMUSE; this means that a part of learner
data may not be collected, which is a general limitation of

2https://www.mediawiki.org
3https://www.blogger.com
4https://twitter.com
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learning analytics approaches based on student activity indi-
cators. In order to mitigate this problem in our PBL scenario,
we provided specific instructions to the learners at the begin-
ning of the semester: students were clearly informed that
their collaborative learning activity needs to be documented
on the social media tools integrated in eMUSE, so that it
can be assessed by the instructor. We therefore expect that a
large part of the students’ communication and collaboration
activities indeed took place on the three recommended social
media tools.

B. DATA COLLECTION AND PREPROCESSING
The instructional scenario described above has been applied
over 6 consecutive winter semesters (Year 1: 2010/2011 –
Year 6: 2015/2016), with 4th year undergraduate students in
Computer Science from the University of Craiova, Romania.
Small improvements and refinements were made from one
year to the consecutive one, based on students’ feedback and
instructor experience.

A total of 343 students, enrolled in the WAD course, par-
ticipated in this study. All student actions on the three social
media tools were monitored and recorded in the eMUSE plat-
form. The system retrieves learner actions from each of the
disparateWeb 2.0 tools (bymeans of openAPIs or Atom/RSS
feeds) and stores them in a local database, together with
a description and an associated timestamp. Thus, a total
of almost 19000 social media contributions were recorded:
2609 blog posts and comments, 5470 tweets, 10895wiki page
revisions and file uploads.

Based on these actions, a set of 14 numeric features were
computed for each student:

• NO_BLOG_POSTS (the number of blog posts)
• NO_BLOG_COM (the number of blog comments)
• AVG_BLOG_POST_LENGTH (the average length of a
blog post)

• AVG_BLOG_COM_LENGTH (the average length of a
blog comment)

• NO_ACTIVE_DAYS_BLOG (the number of days in
which a student was active on the blog, i.e., wrote at least
a post or a comment)

• NO_ACTIVE_DAYS_BLOG_POST (the number of days
in which a student wrote at least a post on the blog)

• NO_ACTIVE_DAYS_BLOG_COM (the number of days
in which a student wrote at least a comment on the blog)

• NO_TWEETS (the number of tweets)
• NO_ACTIVE_DAYS_TWITTER (the number of days in
which a student was active on Twitter, i.e., posted at least
a tweet)

• NO_WIKI_REV (the number of wiki page revisions)
• NO_WIKI_FILES (the number of files uploaded on
the wiki)

• NO_ACTIVE_DAYS_WIKI (the number of days inwhich
a student was active on the wiki, i.e., revised at least a
page or uploaded at least a file)

• NO_ACTIVE_DAYS_WIKI_REV (the number of days in
which a student revised at least a wiki page)

FIGURE 1. LMNNR convergence examples.

• NO_ACTIVE_DAYS_WIKI_FILES (the number of days
in which a student uploaded at least a file on the
wiki) [31].

Students’ performance at the end of the semester was
assessed on a 1 to 10 scale, with 5 being the minimum passing
grade; the evaluation took into consideration both the final
project, as well as each student’s continuous collaborative
work. Our aim is to predict this final grade based on the above
set of features, using the LMNNR algorithm, as described in
the next section.

It should be noted that these features cover relevant quan-
titative characteristics which could be computed based on the
recorded student actions: number of posts/edits, the length of
their content and their time distribution. Furthermore, these
actions include various types of learning activities: creating
and organizing content, social interactions, communication
and feedback. These data represent tacit student actions,
which are not usually directly assessed as part of the learner’s
educational progress (as are the explicit student actions, such
as completing assignments and taking exams) [38]. Of course,
these are quantitative indicators only, as they do not take into
account the quality of the learner actions (e.g., correctness
of the wiki page, content of the blog post, relevance of the
tweet). They are however a good measure of the level of
involvement of the student, especially when considering also
the number of active days per semester.

While some features may be considered more important
than others from a pedagogical perspective, the LMNNR
algorithm was proven to perform equally better with or with-
out feature selection; there was even a slight increase of
correlation when the full set of attributes was used [31].
This can be explained by the nature of the algorithm, which
implicitly searches for the importance of the input attributes.
Therefore, there is no need to manually reduce the number of
features; on the contrary, it seems that the algorithm is able
to use the additional information better than other regression
algorithms [31].

V. DATA ANALYSIS – RESULTS AND DISCUSSION
In this section, we present the results obtained with
the LMNNR algorithm, in comparison with those of the
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FIGURE 2. Comparison between the predictions of the model and the expected data for Year 1: a) the normalized data processed by the
algorithm; b) the data transformed into integer grades.

FIGURE 3. Comparison between the predictions of the model and the expected data for Year 2: a) the normalized data processed by the
algorithm; b) the data transformed into integer grades.

algorithms that provided the best results in [31], namely
Random Forest with 100 trees and k-Nearest Neighbors, with
k obtained by cross-validation and inverse-distance weight-
ing of the neighbors. In [31], an additional setting for kNN
implemented in Weka was that mean absolute error was used
when doing cross-validation. In this paper, we use mean
squared error (MSE) instead, as we observed that it slightly
improves the accuracy of the kNN model.
For the analysis of individual years, we chose 3 neighbors

and 1 prototype for LMNNR, because it is a simple model
that also provides good results. A drawback of LMNNR
training is that it sometimes converges into local optima.
Figure 1 shows several examples of convergence, plotting
the value of the obtained objective function F against the
corresponding MSE. It can be seen that the lowest value
of F does lead to the lowest value of the MSE, but there are
also many situations when the obtained MSE is not so good,
even for low values of F . That is why we run the algorithm
several times and retain the best results. Even if this requires
additional training time, we consider that the quality of the
obtained results, which are clearly better than those found
by the other models, compensate for this inconvenience. In a
previous work [29], an evolutionary algorithm was used for
training, but the gradient-based method used here is much
faster, although it needs multiple starting points.

TABLE 1. Performance of the considered regression algorithms
(correlation coefficient).

In Table 1, we present the correlation coefficients r
obtained by the algorithms for our problems. We chose to
use r instead of MSE because we considered it to be more
intuitive, as each experiment can be evaluated in terms of how
close its correlation coefficient is to 1, i.e., perfect match.

In the following, we evaluate the results provided by the
LMNNR algorithm.

Figures 2-7 display the comparisons between the test
results and the desired outputs by year. The scale of the charts
on the left side is the [0, 1] interval because all the data is
normalized attribute-wise, before applying the algorithm.
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FIGURE 4. Comparison between the predictions of the model and the expected data for Year 3: a) the normalized data processed by the
algorithm; b) the data transformed into integer grades.

FIGURE 5. Comparison between the predictions of the model and the expected data for Year 4: a) the normalized data processed by the
algorithm; b) the data transformed into integer grades.

The LMNNR algorithm performs perfectly (i.e., r = 1) on
data that belong to the training set, unless there are different
instances in the training set with the same inputs but different
output values. Therefore, the results presented here are those
provided by 10-fold cross-validation, which is a de facto
standard of comparing the performance of different classifi-
cation or regression methods. Thus, the dataset is divided into
ten equally sized groups (or ‘‘bins’’), and in one fold, a model
is built on the union of nine bins and tested on the tenth
bin. The procedure is repeated ten times, with the test bin
iterated. The final results are calculated for the ten combined
test bins, which actually represent the entire dataset. Thus,
the algorithms are only evaluated for their performance on
test datasets.

We also included the corresponding charts (on the right
side of the figures) when the normalized results are converted
back to their initial domain, to integer grades between 3 and
10, where 10 is the best grade. The correlation coefficients
in the two situations are very close, yet one can see that by
rounding, some information is lost and r is slightly lower in
the right side charts compared to the left side ones.

Finally, we try to create a model for the combined data
of all six years. In the first variant, whose predictions are
presented in Fig. 8, the six datasets were directly merged,

and then normalization was performed attribute-wise on the
entire resulting dataset, as required by the LMNNR algo-
rithm. In the second variant, whose predictions are presented
in Fig. 9, each of the six datasets was separately normal-
ized, and then the six normalized datasets were merged and
processed with the LMNNR algorithm. In both scenarios
the correlation coefficient is lower than the values obtained
for individual years. This shows that each year has spe-
cific characteristics caused by the particular dynamics of
the students. However, there are still common characteris-
tics of the six years, otherwise the correlation coefficient
would be much lower. This is an interesting result show-
ing that the behavior of students that belong to different
years of study presents a combination of stable and variable
elements.

Figures 10 and 12 show the errors of the models as actual
differences between the predicted and desired grade values.
The shape of the graph is a slightly skewed Gaussian distri-
bution, which is mainly caused by the number of the training
instances, which is not so large.

More importantly, this analysis shows that, on average,
85% of predictions are within only 1 point of the actual grade
(Fig. 11). This emphasizes the fact that the model is capable
of good approximation for our problem.
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FIGURE 6. Comparison between the predictions of the model and the expected data for Year 5: a) the normalized data processed by the algorithm; b)
the data transformed into integer grades.

FIGURE 7. Comparison between the predictions of the model and the expected data for Year 6: a) the normalized data processed by the
algorithm; b) the data transformed into integer grades.

FIGURE 8. Comparison between the predictions of the model and the expected data for all years directly combined: a) the normalized data
processed by the algorithm; b) the data transformed into integer grades.

In case of the combined years (Fig. 12), the errors are
slightly higher, as the previous results have already shown.
Here, 79% of predictions are within 1 point of the actual
grade and 96% of predictions are within 2 points of the
actual grade. One may also notice that the number of
errors for the difference of −4 is 0, and for the differ-
ences of −3 and 4 it is only 1. In Fig. 10, the corre-
sponding values for the individual years are a little higher.
This is because by combining the data from all years,

a new dataset resulted, and the algorithm learned this model
independently.

One of the main motivations for analyzing learning data
is the ability to predict student behavior early in the course,
therefore we also assessed how useful the trained model is for
predicting student behavior in future years. Thus, we trained
the algorithm on data from earlier years and tested its pre-
diction performance on data from later years. The results are
presented in Table 2.
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FIGURE 9. Comparison between the predictions of the model and the expected data normalized by year and then combined: a) the
normalized data processed by the algorithm; b) the data transformed into integer grades.

FIGURE 10. The differences between the predictions of the model and
the expected data transformed into integer grades (Year 1 – Year 6).

FIGURE 11. Percentage of predictions within only 1 point of the actual
grade.

The obtained correlations are comparable to those found
for all years combined. Nevertheless, there is a difference:
in the previous cases, we used cross-validation for the same
dataset, and in one fold 90% of the data was used for training
and 10% for testing. Here, the whole dataset of a year is used
for training and the whole dataset of another year is used for
testing. Thus, the problem is more difficult.

Table 2 shows that even if different years have different
characteristics, they also have a large degree of consistency,

FIGURE 12. The differences between the predictions of the model and
the expected data transformed into integer grades (all years combined).

TABLE 2. Evaluation of the ability to predict future trends.

thus the existing model can be used to anticipate and cor-
rect or enhance certain student trends as they are identified.

VI. CONCLUSION
The study has shown that students’ actions on social media
tools are good predictors of academic performance. The inno-
vative LMNNR algorithm proved very suitable for our predic-
tion problem, outperforming classic regression algorithms.
Very good correlation coefficients were obtained and 85% of
predictions were within only 1 point of the actual grade.

From a pedagogical perspective, the results indicate that,
as a general rule, a higher engagement with social media tools
correlates with a higher final grade. This is in line with several
previous studies, which found that online participation is
a strong indicator of student performance [2] and improves
learning effectiveness [20], [33], [54]. Nevertheless, there
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are also contradictory studies, which concluded that students
learned equally well regardless of their level of online par-
ticipation [1], [32]. At the same time, the body of litera-
ture specifically focused on students’ active participation on
social media is scarce, hence the novelty and added value of
our study.

It is worth mentioning that the performance of the general-
ized predictivemodel (from all six years combined) is slightly
lower than the performance of each individual year model.
This is in line with the findings in [19], which addresses the
issue of aggregating trace data from different courses for cre-
ating one generalized model for academic success prediction.
The differences in instructional conditions and technology
use, even in the context of the same discipline, may influence
the prediction of academic success; in addition, the individ-
ual differences of the students involved in the studies (e.g.,
metacognitive and motivational factors) may have an impact
on the learning analytics results.

Hence, the findings obtained in this paper need to be
interpreted in the context of our specific instructional sce-
nario; this is the case for most of the studies on academic
performance prediction, which rely on data collected from
one or few courses in the same discipline [19]. Nevertheless,
the model offers interesting insights into the learning process,
in particular in the context of a PBL scenario supported by
social media tools. We also showed that the model may be
used with good results from one year to the other, although
the specificities of each year may lead to slightly different
patterns of feature influence.

Any attempt at generalizability needs to carefully consider
the pedagogical and disciplinary context of the predictive
model. Therefore, further studies are needed for comparing
courses with different internal and external conditions [19].
Hence, investigating the LMNNR algorithm performance on
student data collected from different courses and instructional
scenarios is an interesting research direction. Furthermore,
combining the predictive analytics approach proposed here
with our previous work on social network analytics [7] and
discourse analytics [14], [39] could lead to a more com-
prehensive perspective on the social learning process and
environment.
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