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ABSTRACT This paper is concerned with the numerical approximation of a nonlinear convection–reaction–
diffusion equation with distributed delay. Using the stable recovery, we convert the original equation into
nonlinear reaction–diffusion equation with distributed delay. Then, we propose a fully discrete numerical
scheme to approximate the reduced equation. We investigate solvability, convergence, and stability of the
method. Besides, we present a numerical example to verify the effectiveness of the method.

INDEX TERMS Convection-reaction-diffusion equation with distributed delay, compact difference scheme,
convergence, stability.

I. INTRODUCTION
We are interested in proposing an effective numerical scheme
for solving the following nonlinear convection-reaction-
diffusion equation with distributed delay

∂v
∂t
+ a

∂v
∂x
− b

∂2v
∂x2

= f
(
t, x, v(t, x),

∫ t

t−τ
g
(
t, x, s, v(s, x)

)
ds
)
,

(t, x)∈ (0,T ]×(α, β), (1)
v(t, x) = φ(t, x), t ∈ [−τ, 0], x ∈ [α, β], (2)
v(t, α) = vα(t), v(t, β) = vβ (t), t > 0, (3)

where a denotes the constant speed of convection, b > 0 is
diffusion coefficient, and τ is a positive constant.

Ordinary and partial differential equations with mem-
ory or delay (1) are widely used to model various phe-
nomena in physics, engineering control systems, population
dynamics, economics, epidemiology [1]–[11]. One remark-
able feature is the integral term or delay in the models.
Generally speaking, the solutions of delay partial differ-
ential equations cannot be expressed explicitly due to the
terms. Most researchers turn to study the models’ evo-
lution by using numerical approximations [12]–[15]. For
instance, Sun and Zhang [16] obtained convergence of a
linearized Crank-Nicolson compact difference scheme for the

nonlinear delay reaction-diffusion equation. Pang and
Wang [17] considered the existence and attractivity of
periodic solutions for nonlinear delay diffusive Nicholson
blowflies equation. Li et al. [18] studied delay-dependent
stability of compact finite difference scheme for the
reaction-diffusion equation with delay. Zhang and Xiao [19]
used one-leg θ -method to investigate the exact and numer-
ical stability analysis of reaction-diffusion equation with
distributed delay. Later on, they applied implicit-explicit
multistep finite element methods to study the nonlinear
convection-diffusion-reaction equation with time delay [20],
and obtained the L2-norm error estimates with handling the
breaking point and stability results. Most related works focus
on the problem with a = 0 or the small convection term. For
more details about the topic, we refer readers to [21]–[36].

As is known, the solutions of convection-diffusion equa-
tion have sharp layers when convection term dominates dif-
fusion term [37]. In such cases, most numerical schemes
fail to approximate the model effectively. Our goal is to
develop an effective numerical scheme for solving the nonlin-
ear convection-reaction-diffusion equation with distributed
delay. Our scheme is based on a stable recovery, with
which the original equation is transformed to the nonlin-
ear reaction-diffusion equation with distributed delay. Thus,
we can stably recover the numerical solution of the original
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equation from the numerical solution of the reduced equa-
tion. Then, we propose a fully discrete numerical scheme to
solve the reduced equation. We also investigate solvability,
convergence, and stability of the method. We show that the
convergence order of the proposed scheme is O(1t2 + h4)
in L∞ norm for the nonlinear convection-reaction-diffusion
equation with distributed delay. While in the previous work,
the researchers mainly studied the error estimates of dif-
ferent numerical schemes for the linear problems [38]–[40].
We remark that although the recovery is widely used in [41]
and [42], we focus on the different models and the numerical
analysis is more technical.

The rest of the paper is organized as follows. In Section II,
equations (1)-(3) are reduced to a type of nonlinear
reaction-diffusion equation with distributed delay by using
the stable recovery. Section III is devoted to the construc-
tion of the fully discrete scheme. In Section IV, solvability,
convergence, and stability of the scheme are investigated.
In Section V, a numerical example is carried out to illustrate
the theoretical results. Finally, some concluding remarks are
summarized in Section VI.

II. THE EQUIVALENT CONVERSION
In this section, we present a stable recovery to reduce equa-
tions (1)-(3) to a type of nonlinear reaction-diffusion equation
with distributed delay.

First, applying the transformation

v(t, x) = exp(px + qt)u(t, x)

to equation (1), we have

∂u
∂t
+(a−2bp)

∂u
∂x
−b

∂2u
∂x2
+(q+ap−bp2)u(t, x)

= exp(−px−qt)f
(
t, x, exp(px + qt)u(t, x),∫ t

t−τ
g
(
t, x, s, exp(px + qs)u(s, x)

)
ds
)
. (4)

Setting {
a− 2bp = 0,
q+ ap− bp2 = 0,

(5)

and solving it, we obtain p = a
2b , q = −

a2
4b . Then, we elimi-

nate the convection term ∂u
∂x , and obtain the equivalent equa-

tions as follows

∂u
∂t
−b

∂2u
∂x2
=exp(−px − qt)f

(
t, x, exp(px+qt)u(t, x),∫ t

t−τ g
(
t, x, s, exp(px+qs)u(s, x)

)
ds
)
,

u(t, x) = exp(−px−qt)φ(t, x),
u(t, α) = exp(−px−qt)vα(t),
u(t, β) = exp(−px−qt)vβ (t).

(6)

Now, we need the following two steps to solve
equations (1)-(3):
• Solve equation (6), and obtain the numerical solution of
u(t, x);

• Substitute the value of u(t, x) to the transformation
v(t, x) = exp(px + qt)u(t, x), and obtain the numerical
solution of v(t, x).

Equations (1)-(3) and equation (6) are equivalent. It is
noted that although the scheme proposed in this article aims
to solve the nonlinear reaction-diffusion equation with dis-
tributed delay, it actually works for the nonlinear convection-
reaction-diffusion equation with distributed delay as well. For
the sake of conciseness, we rewrite equation (6) as follows

∂u
∂t
−b

∂2u
∂x2
=F

(
t,x,u(t,x),

∫ t
t−τG

(
t,x,s,u(s,x)

)
ds
)
,

u(t, x)=ϕ(t, x), t ∈ [−τ, 0], x ∈ [α, β],
u(t, α) = uα(t), u(t, β) = uβ (t), t > 0.

(7)

We assume F and G satisfy the following assumptions.
Suppose F has the first-order continuous derivative with
respect to the third and fourth components in the ε0-
neighborhood of the solution, where ε0 > 0 is a constant.
We also assume that, for x ∈ [α, β], 0 < t < T , s ≥ −τ ,

‖F(t,x,u,z)−F(t,x,ū,z̄)‖≤c1‖u−ū‖+c2‖z−z̄‖, (8)

‖G(t, x, s, u)− G(t, x, s, ū)‖ ≤ L‖u− ū‖, (9)

where u, ū, z, z̄ ∈ R, c1, c2,L are positive constants.

III. CONSTRUCTION OF LINEARIZED COMPACT SCHEME
In this section, we construct the linearized compact scheme
to solve equation (7).

Set 1t = τ
m , h =

1
M , where m and M are two positive

integers. Let tk = k1t , tk+ 1
2
=

1
2 (tk + tk+1), denote �1t =

{tk | − m ≤ k ≤ K }, where K = [ T
1t ]. Set xi = ih, �h =

{xi|0 ≤ i ≤ M}. Let Wh = {wki | i = 0, 1, 2, · · · ,M , k =
−m,−m+ 1, · · · , 0, 1, · · · ,K } be grid functions defined on
�1t ×�h. We introduce the following notations

w
k+ 1

2
i =

wk+1i + wki
2

, δtw
k+ 1

2
i =

wk+1i − wki
1t

,

δxwki+ 1
2
=

wki+1 − w
k
i

h
, δ2x w

k
i =

δxwki+ 1
2
− δxvki− 1

2

h
.

For v,w ∈ Wh, we define the following inner products and
corresponding norms

(v,w) = h
M−1∑
i=1

viwi, ‖w‖ =

√√√√h
M−1∑
i=1

w2
i ,

|w|1 =

√√√√h
M−1∑
i=0

(δxwi+ 1
2
)2, ‖w‖∞ = max

0≤i≤M
|wi|.

We introduce the compact difference operator as follows

Awki =


wki−1 + 10wki + w

k
i+1

12
, 1 ≤ i ≤ M−1,

wki i = 0 or M .

Next, we present the construction of the linearized compact
scheme and the derivation of the local truncation error.
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Considering euqation (7) at the point (tk+ 1
2
, xi), we have

∂u
∂t

(tk+ 1
2
, xi)− b

∂2u
∂x2

(tk+ 1
2
, xi)

=F
(
tk+ 1

2
, xi, u(tk+ 1

2
, xi), z̃(tk+ 1

2
, xi)

)
, (10)

where

z̃(tk+ 1
2
, xi) =

∫ t
k+ 1

2

t
k+ 1

2−m

G
(
tk+ 1

2
, xi, s, u(s, xi)

)
ds.

Setting U k
i = u(tk , xi), Taylor expansion yields

∂u
∂t

(tk+ 1
2
, xi) = δtU

k+ 1
2

i −
1t2

24
∂3u
∂t3

(ξ ki , xi), (11)

∂2u
∂x2

(tk+ 1
2
, xi) =

1
2

[∂2u
∂x2

(tk , xi)+
∂2u
∂x2

(tk+1, xi)
]

−
1t2

8
∂4u
∂x2∂t2

(ηki , xi), (12)

where tk < ξ ki , η
k
i < tk+1.

Applying the compound trapezoidal formula to the integral
term z̃(tk+ 1

2
, xi), we have

z̃(tk+ 1
2
, xi) =

∫ t
k+ 1

2

t
k+ 1

2−m

G
(
tk+ 1

2
, xi, s, u(s, xi)

)
ds

= Z
k+1

2
i −

τ

12
1t2

∂2G
∂t2

(
tk+1

2
, xi, φk , u(φk , xi)

)
,

where

Z
k+ 1

2
i =1t

m∑
j=0

cjG(tk+ 1
2
, xi, tk+ 1

2−j
,U

k+ 1
2−j

i ),

c0= cm=
1
2
,

cj= 1(j=1, · · · ,m−1), φk ∈ (tk+ 1
2−m

, tk+ 1
2
).

Then, applying Taylor expansion to the right hand side of
equation (10), it holds that

F
(
tk+ 1

2
, xi, u(tk+ 1

2
, xi), z̃(tk+ 1

2
, xi)

)
= F

(
tk+ 1

2
, xi,

3
2
U k
i−

1
2
U k−1
i ,Z

k+ 1
2

i

)
+
(
u(tk+ 1

2
, xi)

−
3
2
U k
i +

1
2
U k−1
i

)
F1(tk+ 1

2
, xi, θki , ρ

k
i )

+
(
z̃(tk+ 1

2
, xi)−Z

k+ 1
2

i

)
F2(tk+ 1

2
, xi, θki , ρ

k
i )

= F
(
tk+ 1

2
, xi,

3
2
U k
i−

1
2
U k−1
i ,Z

k+ 1
2

i

)
+
3
8
1t2

∂2u
∂t2

(σ ki , xi)

F1(tk+1
2
, xi, θki , ρ

k
i )−

τ

12
1t2

∂2G
∂t2

(
tk+1

2
,xi,φk,u(φk ,xi)

)
F2(tk+ 1

2
, xi, θki , ρ

k
i )

= F
(
tk+ 1

2
, xi,

3
2
U k
i−

1
2
U k−1
i ,Z

k+ 1
2

i

)
+1t2ψk

i , (13)

where

ψk
i =

3
8
∂2 u
∂t2

(σ ki , xi)F1(tk+ 1
2
, xi, θki , ρ

k
i )

−
τ

12
∂2G
∂t2

(
tk+ 1

2
, xi, φk , u(φk , xi)

)
F2(tk+ 1

2
, xi, θki , ρ

k
i ),

and θki is between u(tk+ 1
2
, xi) and 3

2U
k
i −

1
2U

k−1
i , ρki is between

z(tk+ 1
2
, xi) and Z

k+1
2

i , σ ki ∈ (tk−1, tk+ 1
2
).

Plugging equations (11)-(13) into equation (10), we obtain

δtU
k+ 1

2
i −

b
2

[∂2u
∂x2

(tk , xi)+
∂2u
∂x2

(tk+1, xi)
]

=F
(
tk+ 1

2
, xi,

3
2
U k
i−

1
2
U k−1
i ,Z

k+ 1
2

i

)
+1t2rki , (14)

where

rki =
1
24
∂3 u
∂t3

(ξ ki , xi)−
b
8
∂4 u
∂x2∂t2

(ηki , xi)+ ψ
k
i .

Acting operator A on both sides of equation (14), we have

AδtU
k+ 1

2
i −

b
2

[
A
∂2 u
∂x2

(tk , xi)+A
∂2 u
∂x2

(tk+1, xi)
]

=AF
(
tk+ 1

2
, xi,

3
2
U k
i−

1
2
U k−1
i ,Z

k+ 1
2

i

)
+1t2Arki . (15)

Now, we recall a lemma in [16] to obtain an estimate for the
operator A.
Lemma 1 [16]: Assume that %(x) ∈ C6[xi−1, xi+1]. Then

1
12

[
%′′(xi−1)+10%′′(xi)+%′′(xi+1)

]
−

1
h2
[
%(xi−1)−2%(xi)+%(xi+1)

]
=

h4

240
%(6)(ωi),

where ωi ∈ (xi−1, xi+1).
Applying the above lemma, we get

A
∂2u
∂x2

(tk , xi) = δ2xU
k+ 1

2
i +

h4

240
∂6u
∂x6

(tk , γ ki ), (16)

where γ ki ∈ (xi−1, xi+1).
Substituting equation (16) into equation (15), we have

AδtU
k+ 1

2
i −bδ2x U

k+ 1
2

i

= AF
(
tk+ 1

2
, xi,

3
2
U k
i−

1
2
U k−1
i ,Z

k+ 1
2

i

)
+Rki , (17)

where the truncation error

Rki =1t
2Arki +

bh4

480

[∂6 u
∂x6

(tk , γ ki )+
∂6 u
∂x6

(tk+1, γ
k+1
i )

]
,

and there exists a constant CR such that

|Rki | ≤ CR(1t
2
+ h4).

Noticing the initial and boundary conditions in (7), we have

U k
i = ϕ(tk , xi), −m ≤ k ≤ 0, 0 ≤ i ≤ M , (18)

U k
0 = uα(tk ), U k

M = uβ (tk ), 1 ≤ k ≤ K . (19)
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Denote uki as the numerical approximation to u(tk , xi).
We omit the small term Rki and replace U k

i with uki , and
develop the linearized compact scheme for problem (7)

Aδtu
k+ 1

2
i −bδ

2
x u

k+ 1
2

i =AF
(
tk+ 1

2
, xi,

3
2
uki−

1
2
uk−1i , z

k+ 1
2

i

)
,

0 ≤ k ≤ K − 1, 1 ≤ i ≤ M − 1,

(20)

with the discrete initial and boundary conditions

uki = ϕ(tk , xi), −m ≤ k ≤ 0, 0 ≤ i ≤ M , (21)

uk0 = uα(tk ), ukM = uβ (tk ), 1 ≤ k ≤ K , (22)

where

z
k+ 1

2
i = 1t

m∑
j=0

cjG(tk+ 1
2
, xi, tk+ 1

2−j
, u

k+ 1
2−j

i )

= 1tc0G(tk+ 1
2
, xi, tk+ 1

2
,
3
2
uki −

1
2
uk−1i )

+1t
m∑
j=1

cjG(tk+ 1
2
, xi, tk+1

2−j
,
1
2
uk+1−ji +

1
2
uk−ji ).

Remark: If we employ the central finite difference scheme
to approximate the diffusion term, then we obtain the follow-
ing scheme

δtu
k+1

2
i −bδ

2
xu

k+1
2

i =F
(
tk+1

2
, xi, 32u

k
i −

1
2u

k−1
i ,z

k+ 1
2

i

)
,

0 ≤ k ≤ K − 1, 1 ≤ i ≤ M − 1,
uki = ϕ(tk , xi), −m ≤ k ≤ 0, 0 ≤ i ≤ M ,
uk0 = uα(tk ), ukM = uβ (tk ), 1 ≤ k ≤ K .

(23)

However, the convergence order of the scheme (23) in spatial
direction is 2.

IV. NUMERICAL ANALYSIS OF THE COMPACT SCHEME
In this section, we focus on numerical analysis for the fully
discrete scheme.

A. SOLVABILITY
Theorem 1: The compact scheme (20)-(22) has a unique

solution.
Proof: Let uk = {uki | 0 ≤ i ≤ M}. According

to the initial condition (21), we obtain the values of uk

(−m ≤ k ≤ 0). Now, suppose the solution of ul(l > 0)
has been determined. By using (20), we derive the solu-
tion of ul+1. We can check that the coefficient matrix
of scheme (20) is symmetric positive definite. Therefore,
the solution of ul+1 is obtained uniquely. By using mathe-
matical induction, we derive the existence and uniqueness of
the solution of the difference system (20)-(22).
Some lemmas are listed below, which will play an impor-

tant role for the analysis of convergence and stability of the
linearized compact scheme.

Lemma 2 ( [16], [43]): For any grid function w ∈ Wh, it
holds that

||w||∞ ≤
√
β − α

2
|w|1, (24)

||w|| ≤
β − α
√
6
|w|1, (25)

2
3
‖w‖2 ≤ (Aw,w) ≤ ‖w‖2. (26)

Lemma 3 ( [16], [44]): Suppose {H k
| k ≥ 0} be

non-negative sequence, and satisfy

H k+1
≤ A+ B1t

k∑
l=1

H l, k = 0, 1, · · ·

Then

H k+1
≤ A exp(Bk1t), k = 0, 1, 2, · · · ,

where A and B are non-negative constants.
In order to prepare the following convergence analysis,

we need a proposition below.
Proposition 1: ( [45]) The compound trapezoidal formula

is convergent if and only if there exists a finite constant η,
independent of m, such that

1t
m∑
j=0

|cj| < η, with m1t = τ. (27)

And we need a slightly stronger condition than (27) for the
convergence analysis

1t

√√√√(m+ 1)
m∑
j=0

|cj|2 < η, with m1t = τ. (28)

B. CONVERGENCE
Theorem 2: Let {u(t, x)| − τ ≤ t ≤ T , α ≤ x ≤ β} be

the solution of problem (7), and {uki |−m≤k≤K , 0≤ i≤M}
be the numerical solution of the difference scheme (20)-(22).
Denote

eki = u(tk , xi)− uki , −m ≤ k ≤ K , 0 ≤ i ≤ M .

Under the conditions of assumption (8) and (9), we have

||ek ||∞ ≤ C̃(1t2 + h4), 0 ≤ k ≤ K , (29)

where C̃ is a positive constant independent of 1t and h.
Proof: Subtracting equations (20)-(22) from equa-

tions (17)-(19), we get the error equation

Aδte
k+ 1

2
i − bδ2x e

k+ 1
2

i

= A
[
F
(
tk+ 1

2
, xi,

3
2
U k
i −

1
2
U k−1
i ,Z

k+ 1
2

i

)
−F

(
tk+ 1

2
, xi,

3
2
uki −

1
2
uk−1i , z

k+ 1
2

i

)]
+ Rki ,

0 ≤ k ≤ K − 1, 1 ≤ i ≤ M − 1, (30)

eki = 0, −m ≤ k ≤ 0, 0 ≤ i ≤ M , (31)

ek0 = 0, ekM = 0, 1 ≤ k ≤ K . (32)
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Taking the inner product of (30) with δte
k+ 1

2
i yields

(Aδtek+
1
2 , δtek+

1
2 )− (bδ2x e

k+ 1
2 , δtek+

1
2 )

=

(
A
[
F
(
tk+ 1

2
, x,

3
2
U k
−

1
2
U k−1,Z k+

1
2
)

−F
(
tk+ 1

2
, x,

3
2
uk −

1
2
uk−1, zk+

1
2
)]
, δtek+

1
2

)
+ (Rk , δtek+

1
2 ). (33)

Now, we prove this theorem by using mathematical induc-
tion. It is obviously that (29) holds for−m ≤ k ≤ 0. Suppose
that (29) holds for k = 0, . . . , l. Next, we prove that (29) is
also valid when k = l + 1.

First, let us estimate the right hand side terms of
equation (33). Let

ζ k+
1
2 = Z k+

1
2 − zk+

1
2 .

By using conditions (8)-(9) and ε-inequality, we get(
A
[
F
(
tk+ 1

2
, x,

3
2
U k
−
1
2
U k−1,Z k+

1
2
)

−F
(
tk+ 1

2
, x,

3
2
uk−

1
2
uk−1, zk+

1
2
)]
, δtek+

1
2

)
≤

(
A
(
c1|

3
2
ek−

1
2
ek−1| + c2|ζ k+

1
2 |
)
, δtek+

1
2

)
≤

1
2ε1

(2c21‖
3
2
ek−

1
2
ek−1‖2+2c22‖ζ

k+1
2 ‖

2)+
ε1

2
‖δtek+

1
2 ‖

2

≤
c21
ε1

(9
2
‖ek‖2 +

1
2
‖ek−1‖2

)
+
c22
ε1
‖ζ k+

1
2 ‖

2
+
ε1

2
‖δtek+

1
2 ‖

2, (34)

where ε1 is a positive constant, which will be explicitly given
later.

By condition (9), (28), and the Cauchy inequality,
we obtain the estimate for ‖ζ l+

1
2 ‖

2.

‖ζ k+
1
2 ‖

2
≤

[
1t

m∑
j=0

|cj|‖G(tk+ 1
2
, x, tk+ 1

2−j
,U k+ 1

2−j)

−G(tk+ 1
2
, x, tk+ 1

2−j
, uk+

1
2−j)‖

]2
≤

[
1tL

m∑
j=0

|cj|‖ek+
1
2−j‖

]2

≤ (1tL)2
m∑
j=0

|cj|2
m∑
j=0

‖ek+
1
2−j‖2

≤
L2η2

m+ 1

m∑
j=0

‖ek+
1
2−j‖2

≤
L2η2

2(m+ 1)

[
9‖ek‖2 + ‖ek−1‖2

+

m∑
j=1

(
‖ek+1−q‖2 + ‖ek−j‖2

)]

≤ 5
L2η2

m+ 1

m∑
j=1

(
‖ek+1−j‖2 + ‖ek−j‖2

)
.

Plugging the estimation of ‖ζ l+
1
2 ‖

2 into inequality (34) yields(
A
[
F
(
tk+ 1

2
, x,

3
2
U k
−
1
2
U k−1,Z k+

1
2
)

−F
(
tk+ 1

2
, x,

3
2
uk−

1
2
uk−1, zk+

1
2
)]
, δtek+

1
2

)
≤
c21
ε1

(9
2
‖ek‖2 +

1
2
‖ek−1‖2

)
+

5c22L
2η2

ε1(m+ 1)

m∑
j=1

(
‖ek+1−j‖2

+‖ek−j‖2
)
+
ε1

2
‖δtek+

1
2 ‖

2. (35)

Applying ε-inequality gives

(Rk , δtek+
1
2 ) ≤

||Rk ||2

2ε2
+
ε2

2
||δtek+

1
2 ||

2

≤
CR(1t2 + h4)2

2ε2
+
ε2

2
||δtek+

1
2 ||

2, (36)

where ε2 is a positive constant, which will be explicitly given
later.

Then, let us estimate the left hand side terms of (33).
By using (26) of Lemma 2, we have

2
3
‖δtek+

1
2 ‖

2
≤ (Aδtek+

1
2 , δtek+

1
2 ). (37)

In addition, we have

(δ2xe
k+ 1

2 , δtek+
1
2 ) = −

1
21t

(|ek+1|21 − |e
k
|
2
1). (38)

Now, substituting (35)-(38) into equation (33), we have

2
3
‖δtek+

1
2 ‖

2
+

b
21t

(|ek+1|21 − |e
k
|
2
1)

≤
5c22L

2η2

ε1(m+ 1)

m∑
j=1

(
‖ek+1−j‖2 + ‖ek−j‖2

)
+
ε1

2
‖δtek+

1
2 ‖

2
+
c21
ε1

(9
2
‖ek‖2 +

1
2
‖ek−1‖2

)
+
CR(1t2 + h4)2

2ε2
+
ε2

2
||δtek+

1
2 ||

2.

Choosing ε1 = ε2 =
2
3 , we eliminate the term ||δtek+

1
2 ||

2 .
Then, we arrive at

|ek+1|21 − |e
k
|
2
1

≤
3c211t

2b

(
9‖ek‖2 + ‖ek−1‖2

)
+

15c22L
2η21t

b(m+ 1)
m∑
j=1

(
‖ek+1−j‖2 + ‖ek−j‖2

)
+

31t
2b

CR(1t2 + h4)2.

(39)
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Summing the above inequality (39) for k from 0 to l yields

|el+1|21 ≤
3c211t

2b

l∑
i=0

(
9‖ei‖2 + ‖ei−1‖2

)
+
15c22L

2η21t

b(m+ 1)

l∑
i=0

m∑
j=1

(
‖ei+1−j‖2 + ‖ei−j‖2

)
+
3(l + 1)1t

2b
CR(1t2 + h4)2. (40)

Together with the facts that
l∑
i=0

m∑
j=1

‖ei+1−j‖2 ≤ m
l∑
i=0

‖ei‖2,

l∑
i=0

m∑
j=1

‖ei−j‖2 ≤ m
l∑
i=0

‖ei−1‖2,

inequality (40) can be rewritten as

|el+1|21 ≤
15c211t

b

l∑
i=0

‖ei‖2 +
30c22L

2η21t

b

l∑
i=0

‖ei‖2

+
3T
2b
CR(1t2 + h4)2. (41)

Letting C = max{
15c211t

b ,
30c22L

2η21t
b }, we find that

|el+1|21 ≤
3T
2b
CR(1t2 + h4)2 + 2C1t

l∑
i=0

‖ei‖2. (42)

Applying Grönwall inequality ( Lemma 3), we obtain

|el+1|21 ≤
3T
2b
CR(1t2 + h4)2 exp(2CT ). (43)

By using inequality (24) of Lemma 2, we finally have

||el+1||∞ ≤
√
β − α

2
|el+1|1 ≤ C̃(1t2 + h4), (44)

where

C̃ =
1
2

√
3T
2b

(β − α)CR exp(2CT ).

By inductive principle, it completes the proof.

C. STABILITY
Assume there is a small perturbation of the initial condition
when using a numerical method to perform computation,
this will result in a perturbation for the numerical solution.
Next, we analyze the stability of the linearized compact
scheme (20)-(22).

Suppose {ωki | − m ≤ k ≤ K , 0 ≤ i ≤ M} admit the
following equations

Aδtω
k+ 1

2
i −bδ

2
xω

k+ 1
2

i =AF
(
tk+ 1

2
, xi,

3
2
ωki−

1
2
ωk−1i , ẑ

k+ 1
2

i

)
,

0 ≤ k ≤ K − 1, 1 ≤ i ≤ M − 1, (45)

with the perturbed initial and boundary conditions

ωki = ϕ(tk , xi)+ ϕ
k
i , −m ≤ k ≤ 0, 0 ≤ i ≤ M , (46)

ωk0 = uα(tk ), ωkM = uβ (tk ), 1 ≤ k ≤ K , (47)

where

ẑ
k+ 1

2
i = 1t

m∑
j=0

cjG(tk+ 1
2
, xi, tk+ 1

2−j
, ω

k+ 1
2−j

i )

= 1tc0G(tk+ 1
2
, xi, tk+ 1

2
,
3
2
ωki −

1
2
ωk−1i )

+1t
m∑
j=1

cjG(tk+ 1
2
, xi, tk+1

2−j
,
1
2
ω
k+1−j
i +

1
2
ω
k−j
i ),

and ϕki denote the small perturbation of ϕ(tk , xi). Let

ũki = ω
k
i − u

k
i , −m ≤ k ≤ K , 0 ≤ i ≤ M .

If there exists certain bound on ũki under certain conditions,
then the numerical process will behave stably. Indeed, by
using a similar method of the convergence, we can obtain the
following stability result.
Theorem 3: Under the conditions of Theorem 2, we have

||ũk ||∞ ≤ Ĉ max
−m≤j≤0

|ϕ
j
i |, 0 ≤ k ≤ K , (48)

where Ĉ is a positive constant independent of 1t and h.

V. NUMERICAL SIMULATION
In this section, a numerical experiment is conducted to con-
firm the theoretical results, and all the computations are per-
formed using Matlab. Let err∞(1t, h) = max

0≤i≤M ,0≤k≤K ,
|eki |,

where eki = v(tk , xi)− vki (1t, h) be the errors computed with
different stepsizes 1t and h.

Consider the following nonlinear convection-reaction-
diffusion equation with distributed delay

∂v
∂t
+ a

∂v
∂x
− b

∂2v
∂x2
= v(t, x)(

1−
∫ t

t−τ
v(s, x)ds

)
+h(t, x), (t, x) ∈ (α, β)× (0,T ], (49)

where the term h(t, x), the initial condition φ(t, x), and
boundary conditions vα(t), vβ (t) are specified by the exact
solution v(t, x) = exp(−t) sin(x).
Now, we use the approach introduced in Section II to solve

it. First, convert equation (49) into the following nonlinear
reaction-diffusion equation with distributed delay,

∂u
∂t
− b

∂2u
∂x2
= u(t, x)

(
1−

∫ t
t−τ exp(px + qs)u(s, x)ds

)
+ exp(−px − qt)h(t, x), (t, x) ∈ (0,T ]× (α, β),
u(t, α) = exp

(
− pα − (q+ 1)t

)
sin(α), t ∈ (0,T ],

u(t, β) = exp
(
− pβ − (q+ 1)t

)
sin(β), t ∈ (0,T ],

u(t, x)=exp
(
−px−(q+1)t

)
sin(x), (t, x)∈ [−τ, 0]×(α, β).

Then, we set the parameters a = b = 1, α = 0, β = 1,
τ = 1,T = 4, and solve the problem with the proposed
linearized scheme (20). Let1t = h2.Table 1 shows the errors
in L∞ norm and convergence orders, from which we obtain
that the linearized compact scheme (20) is convergent with
the order O(1t2 + h4).
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TABLE 1. Maximum norm errors and convergence orders for
equation (49).

To show the advantage of the proposed linearized compact
scheme (20), we compare it with the scheme (23), and set
1t = h to solve the problem (49). The results are shown
in Table 1. All results confirm the convergence of the two
schemes. In addition, we know that by using the same spatial
stepsizes, the linearized compact scheme (20) gives a better
convergent result.

VI. CONCLUSION
In this paper, a linearized compact scheme is proposed
for solving nonlinear convection-reaction-diffusion equation
with distributed delay. We have introduced an exponential
transformation to convert the equation into a type of nonlinear
reaction-diffusion equation with distributed delay. The pro-
posed scheme is of order 2 in temporal direction and of order
4 in spatial direction in the sense of L∞ norm. We present a
numerical experiment to show that the proposed scheme gives
a better convergent result than the central finite difference
scheme. In the future, we will extend this method to the
problem with the variable coefficient case for the convection
term.

REFERENCES
[1] H. L. Smith and X.-Q. Zhao, ‘‘Global asymptotic stability of traveling

waves in delayed reaction-diffusion equations,’’ SIAM J. Math. Anal.,
vol. 31, no. 3, pp. 514–534, Aug. 2006.

[2] X. Chen, Y. Di, J. Duan, D. Li, ‘‘Linearized compact ADI schemes for
nonlinear time-fractional Schrödinger equations,’’ Appl. Math. Lett., 84,
pp. 160–167, Oct. 2018.

[3] L. J. Alvarez-Vázquez, F. J. Fernández, and R. Muñoz-Sola, ‘‘Analysis of
a multistate control problem related to food technology,’’ J. Differ. Eqns.,
vol. 245, no. 1, pp. 130–153, Jul. 2008.

[4] A. V. Rezounenko and J. Wu, ‘‘A non-local PDE model for population
dynamics with state-selective delay: Local theory and global attractors,’’
J. Comput. Appl. Math., vol. 190, nos. 1–2, pp. 99–113, Jun. 2006.

[5] M. O. Perestyuk and O. S. Chernikova, ‘‘Some modern aspects of the
theory of impulsive differential equations,’’ Ukrainian Math. J., vol. 60,
no. 1, pp. 91–107, Jan. 2008.

[6] M.Adimy and F. Crauste, ‘‘Global stability of a partial differential equation
with distributed delay due to cellular replication,’’Nonlinear Anal., vol. 54,
no. 8, pp. 1469–1491, Sep. 2003.

[7] D. Li, H.-L. Liao,W. Sun, J.Wang, and J. Zhang, ‘‘Analysis of L1-Galerkin
FEMs for time-fractional nonlinear parabolic problems,’’ Commun.
Comput. Phys., vol. 24, no. 1, pp. 86–103, Jul. 2018.

[8] D. Li, J. Wang, and J. Zhang, ‘‘Unconditionally convergent L1-Galerkin
FEMs for nonlinear time-fractional Schrödinger equation,’’ SIAM J. Sci.
Comput., vol. 39, no. 6, pp. A3067–A3088, Dec. 2017.

[9] J.Wen, Z. Zhou, J.Wang, X. Tang, andQ.Mo, ‘‘A sharp condition for exact
support recovery with orthogonal matching pursuit,’’ IEEE Trans. Signal
Process., vol. 65, no. 6, pp. 1370–1382, Mar. 2017.

[10] J. Wen, J. Wang, and Q. Zhang, ‘‘Nearly optimal bounds for orthog-
onal least squares,’’ IEEE Trans. Signal Process., vol. 65, no. 20,
pp. 5347–5356, Oct. 2017.

[11] J. Wen, Z. Zhou, and H. Chen, ‘‘An optimal condition for the
block orthogonal matching pursuit algorithm,’’ IEEE Access, vol. 6,
pp. 38179–38185, 2018.

[12] R. Kumar, A. K. Sharma, and K. Agnihotri, ‘‘Dynamics of an innovation
diffusion model with time delay,’’ East Asian J. Appl. Math., vol. 7,
pp. 455–481, Aug. 2017.

[13] H. Tian, ‘‘Asymptotic stability of numerical methods for linear delay
parabolic differential equations,’’ Comput. Math. Appl., vol. 56, no. 7,
pp. 1758–1765, Oct. 2008.

[14] D. Li and C. Zhang, ‘‘Nonlinear stability of discontinuous Galerkin meth-
ods for delay differential equations,’’ Appl. Math. Lett., vol. 23, no. 4,
pp. 457–461, Apr. 2010.

[15] F. Wu, X. Cheng, D. Li, and J. Duan, ‘‘A two-level linearized compact
ADI scheme for two-dimensional nonlinear reaction–diffusion equations,’’
Comput. Math. Appl., vol. 75, no. 4, pp. 2835–2850, Apr. 2018.

[16] Z.-Z. Sun and Z.-B. Zhang, ‘‘A linearized compact difference scheme for a
class of nonlinear delay partial differential equations,’’Appl. Math. Model.,
vol. 37, no. 3, pp. 742–752, Feb. 2013.

[17] P. Y. H. Pang and Y. Wang, ‘‘Time periodic solutions of the diffusive
Nicholson blowflies equation with delay,’’ Nonlinear Anal. Real., vol. 22,
no. 1, pp. 44–53, Apr. 2015.

[18] D. Li, C. Zhang, and J. Wen, ‘‘A note on compact finite difference method
for reaction–diffusion equations with delay,’’ Appl. Math. Model., vol. 39,
nos. 5–6, pp. 1749–1754, Mar. 2015.

[19] G. Zhang and A. Xiao, ‘‘Exact and numerical stability analysis of reaction-
diffusion equations with distributed delays,’’ Frontiers Math. China,
vol. 11, no. 1, pp. 189–205, Feb. 2016.

[20] G. Zhang, A. Xiao, and J. Zhou, ‘‘Implicit–explicit multistep finite-element
methods for nonlinear convection-diffusion-reaction equations with time
delay,’’ Int. J. Comput. Math., vol. 95, no. 12, pp. 2496–2510, Dec. 2017.

[21] M. Aguerrea, S. Trofimchuk, and G. Valenzuela, ‘‘Uniqueness of fast
travelling fronts in reaction–diffusion equations with delay,’’ in Proc. Roy.
Soc. A, Math. Phys. Eng. Sci., vol. 464, pp. 2591–2608, Oct. 2008.

[22] A. I. Lee and J. M. Hill, ‘‘A note on the solution of reaction-
diffusion equations with convection,’’ IMA J. Appl. Math., vol. 29, no. 1,
pp. 39–43, Jul. 1982.

[23] C. Valenzuela, L. A. del Pino, and S. Curilef, ‘‘Analytical solutions
for a nonlinear diffusion equation with convection and reaction,’’ Phys.
A, Statist. Mech. Appl., vol. 416, no. 15, pp. 439–451, Dec. 2014.

[24] V. Vladimirov, and C. Maczka, ‘‘On the stability of some exact solutions
to the generalized convection-reaction-diffusion equation,’’Chaos Solitons
Fractals, vol. 44, no. 9, pp. 677–684, Sep. 2011.

[25] C. V. Pao, ‘‘Monotone iterations for numerical solutions of reaction-
diffusion-convection equations with time delay,’’ Numer. Meth. Partial
Differ. Equ., Int. J., vol. 14, no. 3, pp. 339–351, Dec. 1998.

[26] D. Li and C. Zhang, ‘‘Superconvergence of a discontinuous Galerkin
method for first-order linear delay differential equations,’’ J. Comput.
Math., vol. 29, no. 5, pp. 574–588, Sep. 2011.

[27] J. Wen, Z. Zhou, Z. Liu, M.-J. Lai, and X. Tang, ‘‘Sharp sufficient
conditions for stable recovery of block sparse signals by block orthog-
onal matching pursuit,’’ Appl. Comput. Harmon. Anal., to be published,
doi: 10.1016/j.acha.2018.02.002.

[28] J. Wen and X.-W. Chang, ‘‘On the KZ reduction,’’ IEEE Trans. Inf. Theory,
to be published, doi: 10.1109/TIT.2018.2868945.

[29] A. H. Bhrawy,M. A. Abdelkawy, and F.Mallawi, ‘‘An accurate Chebyshev
pseudospectral scheme for multi-dimensional parabolic problems with
time delays,’’ Boundary Value Problems, vol. 2015, p. 103, Dec. 2015.

[30] H. Qin, Z.Wang, F. Zhu, and J.Wen, ‘‘Stability analysis of additive Runge–
Kutta methods for delay-integro-differential equations,’’ Int. J. Differ. Equ.,
vol. 2018, Jun. 2018, Art. no. 8241784.

[31] W. Gu and P. Wang, ‘‘A Crank–Nicolson difference scheme for solving a
type of variable coefficient delay partial differential equations,’’ J. Appl.
Math., vol. 2014, no. 2, Feb. 2014, Art. no. 560567.

[32] S. Renou, M. Perrier, D. Dochain, and S. Gendron, ‘‘Solution of
the convection–dispersion–reaction equation by a sequencing method,’’
Comput. Chem. Eng., vol. 27, no. 5, pp. 615–629, May 2003.

[33] D. Li and C. Zhang, ‘‘Split Newton iterative algorithm and its application,’’
Appl. Math. Comput., vol. 217, no. 5, pp. 2260–2265, Nov. 2010.

VOLUME 6, 2018 72123

http://dx.doi.org/10.1016/j.acha.2018.02.002
http://dx.doi.org/10.1109/TIT.2018.2868945


Z. He et al.: Effective Numerical Algorithm Based on Stable Recovery

[34] J. Xie and Z. Zhang, ‘‘The high-order multistep ADI solver for two-
dimensional nonlinear delayed reaction–diffusion equations with variable
coefficients,’’ Comput. Math. Appl., vol. 75, no. 10, pp. 3558–3570,
May 2018.

[35] S. Şevgin, ‘‘Numerical solution of a singularly perturbed Volterra integro-
differential equation,’’ Adv. Differ. Equ., vol. 2014, p. 171, Dec. 2014.

[36] P. A. Selvi and N. Ramanujam, ‘‘A parameter uniform difference scheme
for singularly perturbed parabolic delay differential equation with Robin
type boundary condition,’’ Appl. Math. Comput., vol. 296, pp. 101–115,
Mar. 2017.

[37] J. Frutos, B. García-Archilla, and J. Novo, ‘‘Local error estimates for
the SUPG method applied to evolutionary convection–reaction–diffusion
equations,’’ J. Sci. Comput., vol. 66, no. 2, pp. 528–554, Feb. 2016.

[38] H.-L. Liao and Z.-Z. Sun, ‘‘Maximum norm error bounds of ADI and
compact ADI methods for solving parabolic equations,’’ Numer. Methods
Partial Differ. Equ., vol. 26, no. 1, pp. 37–60, Jan. 2010.

[39] D. W. Peaceman and H. H. Rachford, Jr., ‘‘The numerical solution of
parabolic and elliptic differential equations,’’ J. Soc. Ind. Appl. Math.,
vol. 3, no. 1, pp. 28–41, Mar. 1955.

[40] X. Zhao and Z.-Z. Sun, ‘‘Compact Crank–Nicolson schemes for a class of
fractional cattaneo equation in inhomogeneous medium,’’ J. Sci. Comput.,
vol. 62, no. 3, pp. 747–771, Mar. 2015.

[41] Q. Zhang and C. Zhang, ‘‘A new linearized compact multisplitting scheme
for the nonlinear convection–reaction–diffusion equations with delay,’’
Commun. Nonlinear Sci. Numer. Simulat., vol. 18, no. 12, pp. 3278–3288,
Dec. 2013.

[42] Q. Zhang, M. Ran, and D. Xu, ‘‘Analysis of the compact difference scheme
for the semilinear fractional partial differential equation with time delay,’’
Appl. Anal., vol. 96, no. 11, pp. 1867–1884, Jun. 2016.

[43] S.-S. Xie, G.-X. Li, and S. Yi, ‘‘Compact finite difference schemes
with high accuracy for one-dimensional nonlinear Schrödinger equation,’’
Comput. Methods Appl. Mech. Eng., vol. 198, nos. 9–12, pp. 1052–1060,
Feb. 2009.

[44] D. Li and J. Wang, ‘‘Unconditionally optimal error analysis of Crank–
Nicolson Galerkin FEMs for a strongly nonlinear parabolic system,’’ J. Sci.
Comput., vol. 72, no. 2, pp. 892–915, Aug. 2017.

[45] C. Zhang and S. Vandewalle, ‘‘Stability analysis of Volterra delay-integro-
differential equations and their backward differentiation time discretiza-
tion,’’ J. Comput. Appl. Math., vols. 164–165, no. 1, pp. 797–814,
Mar. 2004.

ZIYING HE received the B.S. degree in mathemat-
ics and applied mathematics from Shanxi Normal
University, Linfen, China, in 2013. She is currently
pursuing the Ph.D. degree in statistics with the
Huazhong University of Science and Technology.
Her research interests include stochastic dynami-
cal systems, numerical methods for partial differ-
ential equations, and stochastic bifurcation.

FENGYAN WU received the Ph.D. degree in
statistics from the School of Mathematics and
Statistics, Huazhong University of Science and
Technology, Wuhan, China, in 2018. She is cur-
rently a Post-Doctoral Fellow with the College of
Mathematics and Statistics, ChongqingUniversity,
Chongqing, China. Her research interests include
stochastic dynamical systems and numerical meth-
ods for partial differential equations.

HONGYU QIN received the B.S. degree in math-
ematics and applied mathematics from the School
of Mathematics, Northwest University, Xi’an,
China, in 2006, and the master’s degree in com-
putational mathematics from the School of Math-
ematics and Statistics, Huazhong University of
Science and Technology, Wuhan, China, in 2008.
She is currently a Lecturer with the Department of
Mathematics, Wenhua College, China. Her current
research interests are numerical methods and anal-

ysis for different time-dependent differential equations.

72124 VOLUME 6, 2018


	INTRODUCTION
	THE EQUIVALENT CONVERSION
	CONSTRUCTION OF LINEARIZED COMPACT SCHEME
	NUMERICAL ANALYSIS OF THE COMPACT SCHEME
	SOLVABILITY
	CONVERGENCE
	STABILITY

	NUMERICAL SIMULATION
	CONCLUSION
	REFERENCES
	Biographies
	ZIYING HE
	FENGYAN WU
	HONGYU QIN


