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ABSTRACT In the modern life, the authentication technique for any system is considered as one of the
most important and challenging tasks. Therefore, many researchers have developed traditional authentication
systems to deal with our digital society. Recently, several studies showed that the brain electrical activ-
ity or electroencephalogram (EEG) signals could provide robust and unique features that can be considered
as a new biometric authentication technique, given that accurate methods to decompose the signals must
also be considered. This paper proposes a novel method for extracting EEG features using multi-objective
flower pollination algorithm and the wavelet transform. The proposed method was applied in two scenarios
for EEG signal decomposition to extract unique features from the original signals. Moreover, the proposed
method is compared with the state-of-the-art techniques using different criteria with promising results.

INDEX TERMS Biometric authentication, EEG, wavelet decomposition, feature extraction, flower pollina-
tion algorithm, multi-objective.

I. INTRODUCTION
Electroencephalogram (EEG) is a graphical recording of
brain electrical activity that is captured from the scalp. This
recording represents the voltage fluctuations resulting from
ionic current flows within the neurons of the brain [30], [48].
Therefore, EEG signals can provide most of the required
information about brain activity, and they are captured using
invasive or non-invasive techniques [40]. The main differ-
ence between these techniques is that the invasive approach
involves the use of electrode arrays implanted inside the
brain, such as the eastern cooperative oncology group-Brain
Computer Interface (ECOG-BCI) for arm movement con-
trol [41]. Meanwhile, there are several techniques to record
the brain activity other than EEG, such as magnetoen-
cephalography for magnetic field fluctuations caused by

electrical activity in the brain, and functional magnetic res-
onance imaging and functional near-infrared imaging for
changes in the blood oxygenation level resulting from neural
activity [41].

In [17], Berger introduced the use of EEG signals as a
non-invasive technique for capturing brain activities. Over
the past several decades, researchers have developed Hans’s
technique to suit multiple applications. For instance, EEG
signals have been used in medical applications for preven-
tion, detection, diagnosis, rehabilitation, and restoration of
patients. Such technique has also been used for non-medical
applications, such as education and self-regulation, neuro-
marketing and advertisement, neuroergonomics and smart
environment, games and entertainment, and learning and edu-
cation, as reported in [1]. Recently, EEG signals have been
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successfully used as a new biometric technique in security
and authentication applications [1], [29], [30].

Ferdous [23] proposed a biometric method using the power
spectral density estimates of EEG signals over the combined
Alpha-Beta rhythm. The authors tested the proposed method
using ANT Neuro device for capturing the EEG signals from
two people, with the highest accuracy rate around 50%.
Abo-Zahhad et al. [2] proposed to combine EEG and eye
blinking electrooculography (EOG) to improve the perfor-
mance of the brain signal for biometric authentication. The
proposed method extracted several EEG features to achieve
the best results such as autoregressive, canonical correlation,
and EEG density. A Linear discriminant analysis (LDA) clas-
sifier has been applied to classify the correct classification
rate, and the signals collected from the subjects were based
on three different tasks. The proposed approach showed a
significant improvement in all tasks.

Safont et al. [44] proposed a biometric authentication
method using EEG signals using three EEG channels to
capture a self-collected dataset from 70 subjects. The authors
tested the proposed system using six classification methods,
achieving accuracies nearly to 93.8%. Kumar and Vaish [30]
proposed a user identification system based on EEG signals
collected from six people using a headset with 14 channels.
In the preprocessing phase, they employed a Butterworth 5th-
order filter with a range as of 6−35 Hz to achieve the highest
signal-to-noise ratio (SNR) concerning the input EEG signal.
In the feature extraction phase, a Wavelet Transform (WT)
was used to perform feature extraction. Besides, three stan-
dard statistical measurements were computed and used as
features for learning vector quantization-neural networks
(LVQ-NN) classifier. Finally, the recognition rate has been
calculated over the different scenarios to find the best combi-
nation of channels that can provide the highest accuracies.

Sharma and Vaish [48] investigated some cognitive tasks
for building an individual identification system. They used
standard EEG signals based on motor/movement and imag-
inary tasks [47]. Additionally, they also considered WT to
decompose the signal into five levels to extract four differ-
ent features from each sub-band: energy, the logarithm of
the energy, absolute energy, and resting energy expenditure
(REE) energy. For classification purposes, a neural network
classifier was evaluated in four different train-test scenar-
ios. The authors found that the highest identification rates
can be obtained using the cognitive tasks based on motor
imagination when compared with the results based on motor
movement.

Jayarathne et al. [26] proposed a novel approach for
EEG-based biometric authentication. The proposed method
used a headset with 14 channels to collect the signals. The
Common Spatial Patterns (CSP) and Linear discriminant
analysis (LDA) have been used for feature extraction and
classification phase, respectively. The proposed method was
tested over 12 subjects with the highest accuracy rate as of
96.97%. Finally, the authors suggested using the EEG sig-
nal rather than the personal identification number (PIN) for

authenticating a person while using an automated teller
machine (ATM).

Ruiz-Blodent et al. [43] proposed a new cognitive event-
related biometric recognition protocol called CEREBRE,
which is designed to elicit individual responses from multi-
ple functional brain systems (e.g., the primary visual, facial
recognition, and gustatory/appetitive systems). The authors
tested the proposed protocol using 50 users, where each one
is asked to respond with a button press when they detect
a color stimulus. The proposed approach obtained 100% of
identification accuracy.

Kumar and Vaish [31] proposed a novel method for feature
extraction from EEG signals based on Canonical Correlation
Analysis. The proposed approach was tested on a standard
EEG dataset [27] with five mental tasks, including a base-
line, multiplication of two numbers, geometric figure rota-
tion, letter composing, and visual counting. Additionally,
each task was repeated several times for ten seconds, and
the EEG signals were collected from seven subjects. The
proposed method used three techniques for feature extrac-
tion, i.e., empirical mode decomposition, information the-
oretic measures, and statistical measurements. The authors
employed a Linear Vector Quantization (LVQ) neural net-
work classifier and an extension (LVQ2) for classification
purposes.

Recently, several works suggested to using optimization
methods for solving problems inherent to non-stationary sig-
nals [8]–[11], [13], [14], [42]. Rodrigues et al. [42] proposed
the Binary Flower Pollination Algorithm (BFPA) to select
the EEG channels that can provide the highest recognition
rate for person identification. Their work was tested using
a standard EEG dataset composed of motor/movement and
imaginary tasks [47]. The proposed approach obtained recog-
nition rates close to 86% using the Optimum-Path Forest
classifier (OPF) [35], [36], while reducing the number of
EEG channels to nearly half. Alyasseri et al. [10] proposed a
hybrid approach for electrocardiogram (ECG) signal denois-
ing that based on β-hill climbing [4] to obtain the suitable
parameters for WT-based denoising. Later, the same group
of authors applied the same approach in the context of EEG
signal denoising [8], [9], [11]. The proposed method also
has successfully used for ECG classification using several
classificationmethods such as Neural Networks, naive Bayes,
and Decision Trees.

Roughly speaking, a standard WT-based signal denoising
approach comprises five parameters, which are crucial to
the efficiency of the denoising process. Also, the selection
of these parameters is usually performed according to expe-
rience or empirical evidence. In previous studies, the WT
parameter configuration was formulated as an optimization
problem using the minimum squared error (MSE) as the
objective function [9], [11]. Despite the advantages of sig-
nal denoising using the Wavelet Transform and optimiza-
tion techniques, most of the current approaches degrade
the energy of the original signal when reducing its noise.
This situation usually occurs since they consider only the
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minimum squared error between the original and denoised
signals.

For that reason, this work designs a multi-objective func-
tion that considers a balance between reducing the EEG
noise and, at the same time, keeping the signal’s energy. We
proposed an extension of the work by Alyasseri et al. [13],
which employed the Flower PollinationAlgorithm (FPA) [55]
to fine-tune WT parameters while denoising EEG signals
using multi-objective criteria. In this paper, we deepened the
wavelet decomposition process to 10 levels, as well as we
proposed to extract a broader range of features, thus out-
performing our previous results. Another main contribution
of this work is to present a more detailed discussion and
experimental section concerning the problem of WT-based
denoising of EEG signals applied to biometric identification.

The remainder of this paper is organized as follows.
Section II presents the theoretical background about EEG
signal denoising using the Wavelet Transform. Section III
describes the Flower Pollination Algorithm and its multi-
objective variant, and Section IV presents the approach pro-
posed in this work. The results and discussion are described
in Section V, and conclusions are stated in Section VI.

II. WAVELET TRANSFORM
Wavelet Transform is a common and powerful tool for repre-
senting signals in the time-frequency domain. WT has been
successfully used for non-stationary signals, such as ECG and
EEG, as well as to address several problems, such as those
related to signal compression, feature selection, and signal
denoising [7], [10], [28], [37]. Recently, WT has been exten-
sively tailored for non-stationary signals due to its robust
performance in removing several EEG artifact noises that can
corrupt the original signal during its recording time. These
noises include eye blinking, eye movements, muscle activ-
ity noise, electromyogram (EMG) noise, and interference of
electronic device signals [6], [19], [32].

A. WAVELET DENOISING PRINCIPLE FOR
NON-STATIONARY SIGNALS
TheWavelet Transform is a powerful tool for time-frequency
domain representation. This technique represents the signal
by the correlation between the translation and the dilation of a
mother wavelet function (MWF) [22], [37], [54]. In general,
the problems solved by a WT can be categorized into two
versions, namely: ContinuousWavelet Transform (CWT) and
Discrete Wavelet Transform (DWT) [46]. In this paper, DWT
has been proposed for EEG signal decomposition whereby
inverse DWT (iDWT) is used for EEG signal reconstruction.
DWT was originally established in [21] as the so-called
Donoho’s approach. In general, DWT decomposes a signal
by using a set of low and high pass filters to produce the
approximation and details coefficients, respectively.

The main objective of using DWT for denoising is to
decompose the input signal via different coefficient levels
to manipulate the high frequency of the input signals [51].
In other words, DWT decomposes the EEG signal into several

TABLE 1. Ranges of the wavelet denoising parameters.

frequency bands because it assumed that the artifacts would
have large amplitudes in the respective frequency bands.
Figure 1 shows the wavelet denoising procedure with decom-
position level L = 3. Normally, the denoising process
involves three phases:
• Decomposition phase: we assume the original EEG sig-
nal with n samples s(t) = [s1(t), s2(t), . . . , sn(t)] will
be divided into three levels (just for the sake of expla-
nation), and each level will be decomposed into two
parts, namely, approximation coefficients (cA) and detail
coefficients (cD). In this case, cD will be processed
using a high-pass filter, while cA will continue to be
decomposed for the next level, as follows:

cAi(t) =
∞∑

k=−∞

cAi−1(k)φi(t − k)

cDi(t) =
∞∑

k=−∞

cDi−1(k)9i(t − k) (1)

where cAi(t) and cDi(t) denote the approximation and
detail coefficients of level i, and φ and 9 refer to the
scaling and shifting parameters, respectively.

• Thresholding phase: a threshold value is defined for each
level according to the noise level of the coefficient.

• Reconstruction phase: the denoised signal x̂ is recon-
structed using the iDWT, as follows [34]:

x̂(t) =
∞∑

k=−∞

cAL(k)φ′i(t − k)

+

L∑
i=1

∞∑
k=−∞

cDi+1(k)9 ′i (t − k). (2)

The WT has five parameters, each one having a different
meaning (Table 1). Therefore, the success of EEG signal
denoising relies on the selection of those parameters prop-
erly. In the decomposition phase, the first parameter, namely
MWF (8), is used in the EEG signal decomposition task.
The second WT parameter, namely the decomposition level
(L), is also selected in the decomposition phase based on
the EEG signal and experience. The third parameter, namely
thresholding function (i.e., β)), can be divided into hard
and soft thresholding [20], [21]. Figure 2 shows the differ-
ence between these thresholding methodologies. Such types
(soft or hard) must be selected in the second phase along
with the fourth parameter, namely the selection rule (λ),

VOLUME 6, 2018 76009



Z. A. A. Alyasseri et al.: EEG Feature Extraction for Person Identification

FIGURE 1. EEG denoising process employed in this work.

and the fifth parameter concerns the rescaling method (ρ).
These threshold mechanisms must be applied because the
selection will affect the global denoising performance. The
thresholding value is generally defined based on the standard
deviation (σ ) of the noise amplitude [22].
Tables 2 and 3 provide the different types of parameters

for the thresholding selection rule and rescaling methods.
The thresholding rules are selected according to Equation (3),
as follows:

snoisy(t) = s(t)+ σe(t) (3)

where s(t) stands for the original EEG signal, e denotes the
noise, σ concerns the amplitude of the noise, and n the num-
ber samples. The wavelet parameters (i.e., β, λ, and ρ) must
be separately applied for each wavelet coefficient (approxi-
mation and details) level. In the last phase, the denoised EEG
signal is reconstructed using the iDWT (Equation 2).

III. BACKGROUND
This section provides a background about the Flower
Pollination Algorithm and its multi-objective technique.
Section III-A introduces the standard Flower Pollination
algorithm, while Section III-B explains the concepts of the
multi-objective optimization.

TABLE 2. Thresholding selection rules.

TABLE 3. The wavelet thresholding rescaling methods.

A. STANDARD FLOWER POLLINATION ALGORITHM
In the recent optimization review, the meta-heuristic algo-
rithms can be classified into: evolutionary algorithm [5], [15],
swarm intelligence [12], [18], [49], and trajectory algo-
rithms [3], [4], [10].

Flower pollination algorithm (FPA) is a successful swarm-
based intelligence technique inspired from the pollination
behaviour of the flowering plants. FPA was introduced by
Yang and Ren [55], and successfully applied for many opti-
mization problems [12].
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FIGURE 2. Soft and hard thresholding methods. (a) Hard threshold. (b) Soft threshold.

In general, the procedure of FPA is summarized through
five steps which are shown as follows. Note that the flowchart
of the FPA is displayed in Figure 3, and Algorithm 1 imple-
ments its pseudo-code.
Step 1 (Initialization of FPA and Problem Parameters):

For solving any optimization problem using a global opti-
mization technique, the first step initializes the population
solution within possible range parameters value x, as well as
initialized problem parameters. Therefor, the formulation of
the initialization can be generalized as follows:

min{f (x) | x ∈ X},

where f (x) is the objective function; x = {xi | i = 1, . . . , d}
is the set of decision variables, and X = {Xi | i = 1, . . . , d}
is the possible value range for each decision variable, where
Xi ∈ [LBi,UBi], where LBi and UBi are the lower and upper
bounds for the decision variable xi, respectively, and d is the
number of decision variables.

On the other hand, the parameters of FPA should be ini-
tialized in this step as well, where these parameters can be
summarized as follows:
• Fsize: number of flowers (population size).
• Determining g∗: selecting the best current solution from
the initialized population size.

• P: switch probability, where the value of P will deter-
mine which path will follow either local or global polli-
nation.

• L: is the strength of the pollination, which refers to a step
size.

Step 2 (Initialize FPA Population Memory): The flower
population memory (FPM) is a 2-dimensional matrix with
size Fsize × d which contains sets of flower location vectors
as many as Fsize (see Eq. (4)). Notice that these flowers
are randomly generated as follows: x ji = LBi + (UBi −
LBi) × U (0, 1), ∀i = 1, 2, . . . , d and ∀j = 1, 2, . . . , Fsize,

FIGURE 3. Flower pollination algorithm flowchart.

and U (0, 1) generates a uniform random number between
0 and 1. The generated solutions are stored in the FPM in
ascending order according to their objective function values,
where f (x1) ≤ f (x2) ≤ . . . ≤ f (xFsize).

FPM =


x11 x12 · · · x1d
x21 x22 · · · x2d
...

... · · ·
...

xFsize1 xFsize2 · · · xFsized

. (4)

In this step, the global best flower location g∗ is memorized
where g∗ = x1.
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Step 3 (Intensification of the Current Flower Population):
In this step, the pollinator will fly to find the best flower based
on switch probability (p) value. The p value will determine
which path will follow either local or global pollination as
follows:
• Global Search of FPA (biotic): in this type of pollination,
the flowers pollens are transferred by pollinators such as
bees, bats, and birds. to long distances. This ensures the
pollination and reproduction of the most fittest. There-
fore, we can represent the procedure of biotic FPA as
follows:

x(t+1)i = x(t)i + L(g
∗
− x(t)i ) (5)

Where x(t+1i the pollen i or solution vector xi at itera-
tion t, and g∗ is the current best solution found among all
solutions at the current iteration. The parameter L is the
strength of the pollination, i.e. a step size. Since insects
may move over a long distance with various distance
steps, we can use a Levy flight to mimic this character-
istic efficiently [12], [42], [55]. That is, we draw L > 0
from a Levy distribution

L ∼
λ0(λ)sin(πλ/2)

π

1
s1+λ

, (s� s0 > 0) (6)

Where 0(λ) denotes the standard gamma function, and
this distribution is valid for large steps s > 0. We set
(λ = 1.5).

• Local Search of FPA (abiotic): the pollination of
this type occurs without any pollinators. That means,
it occurs based on the wind and diffusion to transfer the
pollen. The local pollination and flower constancy are
represented as follows:

x(t+1)i = x(t)i + ε(x
(t)
j − x

(t)
k ) (7)

where x(t)j and x(t)k are pollens from the different flow-
ers of the same plant type. This essentially mimics the
flower constancy in a limited neighborhood. Mathemat-
ically, if x(t)j and x(t)k comes from the same species or are
selected from the same population, this become a local
random walk if we draw ε from a uniform distribution
in [0,1].

Step 4 (Updating the Flower Population Memory): In this
step, for each pollinator in FPM, the new pollinator replaces
the current flower location based on the objective function
value of the new solution furthermore, the global best flower
location g∗ is also updated.
Step 5 (Stop Criterion): In this step, the Flower Pollination

Algorithm repeats step 3 to 4 until the termination criterion is
met. Normally, the criteria depends on some factors, such as
the quality of the final outcomes, number of generations, and
the computational time constraint.

B. MULTI-OBJECTIVE OPTIMIZATION
This section describes a briefly introduction about
multi-objective optimization techniques. In general, the

Algorithm 1 Flower Pollination Algorithm Pseudo-Code

1: Objective min f (x), x ∈ <d

2: Initialize a population of n flowers/pollens with random
solution

3: Find the best solution g∗ in the initial population
4: Define a switch probability p ∈ [0, 1]
5: Calculate all (f(x)) for n solutions
6: t=0
7: while t ≤ MaxGeneration do
8: for i = 1, ..,N do
9: if rnd ≤ p then
10: Draw a (d-dimensional) step vector L which

obeys a Levy distribution
11: Global pollination via x(t+1)i = x(t)i +L∗(g

∗
−x(t)i )

12: else
13: Draw from a uniform distribution ∈ [0,1]
14: Randomly choose j and k among all solution
15: Do local pollination via x(t+1)i = x(t)i + ∈ (x(t)j −

x(t)k )
16: end if
17: Calculate(f(x’))
18: if f (x ′) ≤ f (x) then
19: x = x ′

20: end if
21: end for
22: Find the current best solution g∗ among all x(t)i
23: t = t + 1
24: end while

multi-objective optimization refers to solve any optimization
problem using more than one objective function [33], [56],
[57]. The multi-objective optimization problem for m objec-
tive functions can be formulated as follows:

Mimimze F(x) = f1(x), f2(x), . . . , fm(x), (8)

Subject to:

gi(x) ≤ 0, i = 1, 2, . . . , k (9)

hi(x) = 0, i = 1, 2, . . . ,N (10)

Li ≤ (x)i ≤ Ui, i = 1, 2, . . . , d (11)

where m refers to number of objective functions, N refers to
number of variables, K denotes number of inequality con-
straints, M denotes number of equality constraints.

The main difference between single and multi-objective
optimization problems known that solutions with single
objective function can be compared easily with one objective
function. For instance, for minimization problem, a solution
A is better than B if, and only if, X1 < X2. Inconstant,
the solution space of multi-objective optimization problem
can not be compared with single objective technique because
both of them using different way to evaluate the solution.
In this case, the best solution of a multi-objective optimiza-
tion problem will be selected if, and only if, the solution
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dominates another solution for all or at least one objective
function [33], [57].

C. DEFINITIONS
Concept 1 (Pareto Dominance): Suppose we have two vec-
tors, such as:

−→
V = (v1, v2, . . . , vn) and

−→
Z = (z1, z2, . . . , zn)

vector V dominates vector Z if and only if:

∀i ∈
{
1, 2, .., n

}
, [f (vi) ≤ f (zi)]

∧
[∃i ∈

{
1, 2, .., n

}
: f (vi)]

(12)

Concept 2 (Pareto Optimality): The solution −→v ∈ V is
called Pareto Optimal if and only if

@−→z ∈ V | F(−→z ) < F(−→v ) (13)

Concept 3 (Pareto Optimal Set): The set of all optimal
pareto solution is called Pareto optimal set and defined as
follows:

Paretoset =
{
v, z ∈ V | ∃F(z) < F(v)

}
(14)

The set that is containing the corresponding value of the
Pareto optimal solution in Pareto optimal set is called Pareto
front, while the Pareto front defined as follows:
Concept 4 (Pareto Front):

Paretofront =
{
F(v) | v ∈ Paretoset

}
(15)

The FPA has been extended tomulti-objective optimization
technique by Yang et al. [56], while the author adapted multi-
objective flower pollination algorithm (MOFPA) for solving
engineering optimization problems. MOFPA was evaluated
using several engineering optimization problems to produce
optimal results. Also, MOFPA has been applied for several
real-world problems, such as engineering optimization prob-
lems [57], radial distribution system [52], Dynamic Eco-
nomicDispatch Considering Emission [16], transmission loss
and power plant emission, minimization of generating cost,
and improvement of voltage stability [50], power loss reduc-
tion [39], and Power Flow Problem [38].

MOFPA is implemented according to the weighted sum
approach to combine two objectives into a composite one
objective function. MOFPA defined the multi-objective opti-
mization as follows:

F =
N∑
k=1

Wk fk (16)

with
N∑
k=1

Wk = 1, Wk > 0, (17)

where N refers to number of objective functions and Wk are
the non-negative weights. The essential idea of the weighted
sum approach is that these weighting coefficients consider the
preferences for these multi-objectives. For example, given a
set of weights, such as (w1,w2, . . . ,wk ) for each weight (wi)
there is a single Pareto front point will be generated. With a
sufficiently large number of different weights, the proposed
method able to obtain the true Pareto front such as in Eq 15.

IV. PROPOSED METHOD: NEW EEG FEATURES
EXTRACTION USING MOFPA-WT
In this section, we introduce the proposed system for EEG-
based user authentication, which comprise four phases,
in which the output of each stage works as an input to the
consecutive one. Figure 4 depicts the proposed approach,
which is detailed next.

A. EEG SIGNAL ACQUISITION
We used a standard EEG signal datasets namely the ‘Motor
Movement/Imagery’ [25]. Section V-A will provide full
details and more explanation about these datasets.

B. EEG SIGNAL DENOISING USING MOFPA-WT
Despite WT has many advantages and has been successfully
used for denoising non-stationary signals such as ECG and
EEG [9], [11], most of the current approaches degrade the
energy of the original signal when reducing its noise. This
situation usually occurs because they consider only the mini-
mum squared error between the original and denoised signals.
For that reason, this work designs a multi-objective function
that considers a balance between reducing the EEG noise and
keeping its signal energy.

In this paper, we propose to estimate the optimum/near-
optimum set of parameters concerning theWavelet Transform
for EEG signal denoising as a multi-objective optimization
task. In our approach, the set ofWT parameters is represented
as a vector x = (x1, x2, . . . , xd ) where d is the number of
parameters used for the Wavelet Transform.1 In this con-
text, x1 represents the value of the mother wavelet function
parameter 8, x2 stands for the value of the decomposition
level parameter L, x3 refers to the thresholding method β,
x4 represents the value of the thresholding selection rule
parameter λ, and x5 represents the re-scaling approach ρ (the
possible ranges for these parameters are described in Table 1).
Figure 5 depicts the representation of a possible solution
using the proposed approach.

The proposed MOFPA-WT evaluates each solution using
the multi-objective framework applying two objective func-
tions: min(MSE) and max(SNR), as formulated below:

f = W1f1 +W2f2 (18)

= W1 ∗ min(MSE)+W2 ∗ max(SNR), (19)

where the weight vector is initialized as follows:

W1 ∼ U (0, 1),

W2 = 1−W1. (20)

The two objective functions which are mean squared error
(MSE) and signal-to-noise ratio (SNR) are formulated as
below:

MSE =
1
N

N∑
i=1

[xi − x̂i]2 (21)

1In this paper, d = 5.
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FIGURE 4. EEG signals based user identification system.

and

SNR = 10 log10

{ ∑N
i=1[xi]

2∑N
i=1[xi − x̂i]2

}
, (22)

where xi and x̂i denote the original and denoised EEG signals,
respectively. Notice that x̂i is obtained using the Wavelet
Transform tuned by the proposed MOFPA-WT.

Iteratively, the randomly generated solutions undergo
refinement using the MOFPA-WT. The final result of this
phase is an optimized solution x∗ = (x∗1 , x

∗

2 , . . . , x
∗
d ) that

will be passed to the denoising phase, which involves three
main steps that are depicted in Figure 7 and described in more
details below:

• Phase I: Initialization . This phase involves three steps:
firstly, reading the input EEG signal from the source.
The WT denoising approach was developed based on
find the optimal WT parameters for EEG signals. Sec-
ondly, initialize WT denoising parameters (8, L, β, λ,
ρ) which are shown in Table 1, as well as the operators
of MOFPA are also initialized as shown in Table 6.

• Phase II: Tuning WT parameters by using MOFPA.
Initially, the solution of WT parameters configuration
is represented as a vector Sol = (x1, x2, . . . xd ) where

d = 5, and x1 represents the value of mother wavelet
function parameter 8, x2 denotes the value of decom-
position level parameter L, x3 refers to the threshold-
ing method β, x4 represents the value of thresholding
selection rule parameter λ, and x5 represents the re-
scaling approach ρ, where the possible range for these
parameters are selected from Table 1.
Figure 6 shows an example of the selection the optimal
solution of WT parameters for denoising EEG signals
using MOFPA. The final result of this phase is an opti-
mized solution Sol ′opt = (s′1, s

′

2, . . . s
′
D), which will be

passed onto the next phase.
The process of tuning WT parameters by using MOFPA
is summarized as follows.

1) Initialize the set of solutions from the possible
ranges of WT parameters using MOFPA. More-
over, initialize the switch probability in FPA (P).

2) Calculate the two objective functions (i.e.,
min(MSE), Max(SNR)) for all solutions and deter-
mine the current best solution (g*) to be used for
the global pollination later. For the local pollina-
tion, the solution will be selected randomly from
the population.
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FIGURE 5. Modeling the problem of WT configuration for EEG signal denoising using MOFPA-WT.

FIGURE 6. Solution of WT parameters for denoising EEG signals using MOFPA-WT.

3) Generate a random value and compare it with the
switch probability in FPA P to manipulate the cur-
rent solution (xi) with global or local pollination to
create the new solution (x ′i ).

4) Evaluate the new solution (x ′i ); if an improve-
ment is observed, replace it with the current
solution (xi) and proceed to the next solution
(xi+1). Repeat Steps 3 and 4 for all solution.
The proposed MOFPA-WT evaluates the solution
using the multi-objective function, which is for-
mulated in Eq. (18). This method is applied using
two objective functions namely, min(MSE) and
max(SNR) to achieve the best combination of WT
parameters for EEG signal denoising.

5) Update the current best solution (g*).
6) Repeat Steps 3-5 based on Maxitr
7) The Pareto optimal set contains the set of solution

with the best value for two objective functions (i.e.,
min(MSE), Max(SNR)) or at least one objective

function. Finally, the Pareto front solution will
selected from the Pareto optimal set (best solution
in the Pareto optimal set).

Iteratively, the randomly generated solutions under-
goes refinement using the MOFPA-WT. The final
result of this phase is an optimized solution Sol ′opt =
(x ′1, x

′

2, . . . x
′
d ) which will be passed to the next phase.

• Phase III:EEG denoising usingWT based on Sol ′opt . As
aforementioned in Section II-A, the denoising process
of WT involves three main steps that are visualized
in Figure 1 and described in more details below:

– EEG signal decomposition using DWT. In this step
the DWT is applied to decompose the noise of the
input EEG signals. In the decomposition process,
wemust use the first two Sol ′opt parameters, namely,
the mother wavelet furcation ρ and the decomposi-
tion level L). The EEG signal is convolved using the
high-pass and low-pass filters, while the block (↓2),
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FIGURE 7. EEG feature extraction based WT decomposition with 5 and 10 levels.

which is represented by the downsampling operator,
is used to keep the even index elements of the EEG
signal. The EEG signals are separated into cA and
cD based on their frequency and amplitude.

– The second step of EEG denoising is The thresh-
olding, which is applied based on the noise level

of the coefficients. In this step, the last three
wavelet parameters, namely, the thresholding type
(β), the thresholding selection rules (λ), and the re-
scaling methods (ρ), must be selected from Sol ′opt .

– Reconstruction of the denoising EEG signal by
iDWT . We estimate the value of the original EEG
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signals x̂ by applying iDWT on x̂ as follows:

z[x] = iDWT [̂x] (23)

The reconstruction convolves the EEG signals using
upsampling (↑2), which involves the insertion of
zeros at the even index elements of EEG signals.

C. EEG FEATURE EXTRACTION
The third phase in the proposed system is the EEG feature
extraction, where extracting efficient features considers a
significant phase in any authentication system, because it will
increase the performance of the proposed system to get good
results in the correct classification step [45], [48]. Therefore,
the main purpose of this phase is to find the unique char-
acteristics features from each sub-band (i.e., high gamma,
gamma, alpha, beta, theta, and delta). The proposed method
(MOFPA-WT) was applied for extracting EEG features with
5 and 10 wavelet decomposition levels. There are several
features that can be extracted from the denoised EEG signal.
In this paper, we applied the variation of energy as well as the
standard measurements to extract the EEG features from the
six sub-bands of EEG signal. These features are formulated
as follows:

feature1 = EEGEnergy =
W∑
j=1

| wij |2, i = 1, 2, 3, . . . ,L

(24)

where W stands for the number of coefficients wij. The next
features are calculated as follows:

feature2 =
Energy of EEG Rhythm

EEGEnergy
∗ 100, (25)

feature3 = log(feature2), (26)

and

feature4 = Abs(feature3). (27)

Figure 7 shows an EEG feature extraction step based on
WT decomposition with 5 and 10 levels.

1) EEG FEATURE EXTRACTION BASED ON
5 DECOMPOSITION LEVEL
This is a traditional way for extracting EEG feature using
5 decomposition level because there are five EEG sub-bands
which are namely, gamma, alpha, beta, theta, and delta. The
easiest way to extract the EEG features in to determine the
frequency range for each sub-band, then extract any features
from these rhythms. Figure 7 (A) shows EEG feature extrac-
tion based WT decomposition with 5 levels. Table 4 shows
the characteristics of EEG rhythms.

2) EEG FEATURE EXTRACTION BASED ON
10 DECOMPOSITION LEVEL
According to [24], the 10 decomposition levels for the
wavelet transform can provide a better classification accuracy
rate rather than 5 decomposition levels. Therefore, in this

TABLE 4. EEG rhythms characteristics.

TABLE 5. EEG rhythms characteristics.

section the EEG signal will be denoised based on 10 decom-
position levels as well as a new features will be extracted
from the input EEG signal to reduce the similarity between
each class to increase the accuracy rate. The proposedmethod
suggested a new method to extract more features from the
input EEG signal. The new features are extracted from the
sub-bands and it formulated as follows:

featurenew−δ =
δ1+ δ2

2
(28)

featurenew−θ =
θ1+ θ2

2
(29)

featurenew−α =
α1+ α2

2
(30)

featurenew−β =
β1+ β2

2
(31)

featurenew−γ =
γ 1+ γ 2

2
(32)

Figure 7 (B) shows feature extraction based WT on decom-
position with 10 levels. Table 5 shows the characteristics of
EEG rhythms.

D. NEURAL NETWORK CLASSIFIER
The last phase in our proposed system is the EEG feature
classification. To classify the extracted features from the
denoised EEG signal into correct person an artificial neural
network (ANN) classifier has been applied. We used ANN
and a pattern recognition tool using Matlab R2015b for clas-
sification task, and designed a network withN−input feature
vector of each subject (i. e., No of features * 6 sub-bands) and
32 hidden layers and S output layers where S must be equal
the number of subjects which are used. Figure 8 shows the
Multi-layer back propagation ANN used in this work.

V. RESULTS AND DISCUSSIONS
In this section, we will explain the EEG datasets which are
used in Sec. V-A. the FPA and WT parameters setting is
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FIGURE 8. Multi-layer back propagation ANN.

described in Sec. V-B. Results of EEG feature extraction
using WT with 5 and 10 decomposition level discussed in
Sec. V-C and Sec. V-D, respectively. The results of MOFPA-
WT are compared with state-of-Art in Sec. V-F.

A. DATASET
The multi-objective flower pollination algorithm (MOFPA)
is tested using a standard EEG signal datasets, namely,
the ‘Motor Movement/Imagery’2 [25]. The EEG signals are
collected from 109 healthy subjects using a brain-computer
interface software called BCI2000 system [47]. The EEG sig-
nals are recorded using 64 electrodes (EEG channels), each
user performs several motor/imagery tasks that are mainly
used in different fields, such as neurological rehabilitation
and brain-computer interface applications. In general, these
tasks consist of imagining or simulating a given action,
such as opening and closing the eyes. The EEG signals are
recorded from each volunteer by asking them to perform two
tasks according to the position of a target that appears on the
screen placed in front of them.
• Task 1: If the target appears on the right or left side
of the screen, then the volunteer must open and close
his/her fist corresponding to the position of the target on
the screen. Then the volunteer relaxes.

• Task 2: If the target appears on the right or left side of
the screen, then the volunteer imagines open and close
his/her fist corresponding to the position of the target on
the screen. Then the volunteer relaxes.

In this paper, the input EEG signal collected only from the
cerebral signal (Cz channel) because the cerebral region has
a high activity when the user performs any motor-movement
task [48]. The acquisition of the input EEG signal x(n)
repeated for each user three time with one mint for each trail

2https://www.physionet.org/physiobank/database/eegmmidb/

FIGURE 9. Distribution of electrodes in EEG motor movement/imagery
dataset.

after that the input EEG signal will divided into six samples
with 10s for each sample. Figure 9 shows the distribution of
electrodes in the EEG Motor Movement/Imagery Dataset.

B. EXPERIMENTS AND PARAMETERS SETTINGS
The EEGdataset which used in this paper have been separated
into four different scenarios based on training and testing
approach for each task, such as (11 instances for training and
7 for testing or 10 instances for training and 8 for testing)
[13], [48]. To evaluate the performance of the MOFPA-WT
method five criteria: (i) accuracy, (ii) sensitivity, (iii) speci-
ficity, (iv) false acceptance rate, and (v) F-score which can
formulated as follows:

Accuracy =
TA+ TR

TA+ FA+ TR+ FR
∗ 100 (33)
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FIGURE 10. Comparison results of MOFPA-WT for 5 and 10 decomposition levels.

TABLE 6. Parameters setting for multi objective FPA.

Sensitivity(TAR) =
TA

TA+ FR
(34)

Specifity(TFR) =
TR

TR+ FR
(35)

FAR = 1− TFR (36)

F − Score =
2TA

2TA+ FA+ FR
, (37)

where TA,TR,FA, and FR represent true acceptance, true
reject, false acceptance, and false reject, respectively. The
results of classification phase are represented as a confusion
matrix that tabulates whether they fall into one of four cat-
egories: true acceptance (TA), true reject (TR), false accep-
tance (FA) and false reject (FR).

Table 6 shows the parameters range of MOFPA-WT.
The details the EEG datasets which are used in this paper

explain as follows:

EEGData size = Sub ∗ p ∗ K ∗ T ∗ S ∗ Sub− band ∗ F

(38)

where sub refers to number of subjects, P is the number of
samples, K denotes number of task, T represents the number
of trial, S is number of session, Sub− band refers number
of sub-band, and F denotes number of features which are
extracted from the original EEG signal.

Table 7 shows the total number of EEG features used in
this paper.

C. RESULTS OF FEATURE EXTRACTION USING MOFPA-WT
BASED ON 5 DECOMPOSITION LEVEL
As aforementioned above, the EEG dataset used in this paper
was divided into four different scenarios based on the stan-
dard training-and-testing approach for each task. This section
discuss the results of proposed method (MOFPA-WT) using
5 decomposition level.

Table 8 presents the experiment concerning the training
step with 11 persons and testing with 7 individuals (task 1).
In this case, we obtained results of 85.71%, 14.28%, 0.964,
0.857, and 0.857 for accuracy, FAR, specificity, sensitivity,
and F-score, respectively, which are pretty much interesting
and suitable for EEG-based people identification. Table 9
presents the experiment concerning the training step with
10 persons and testing with 8 individuals (task 1). In this
case, we obtained results of 90%, 10%, 0.975, 0.9, and
0.899 for accuracy, FAR, specificity, sensitivity, and F-score,
respectively, i.e., we obtained better recognition rates when
compared to the previous experiment but using less training
cases.
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TABLE 7. Total number of EEG features using 5 and 10 WT decomposition levels.

TABLE 8. Confusion matrix concerning the experiment of task 1 based on 5 decomposition levels.

TABLE 9. Confusion matrix concerning the experiment of task 1 based on 5 decomposition levels.

TABLE 10. Confusion matrix concerning the experiment of task 2 based on 5 decomposition levels.

With respect to the task 2, Table 10 presents the exper-
iments using 11 individuals for training and 7 for testing
purposes. In this case, we obtained a TAR value as of 85%,
FAR as of 15%, 0.978, 0.914, and 0.9138 for specificity,
sensitivity, and F-score, respectively. Table 11 presents the
experiments using 10 individuals for training and 8 for testing
purposes. In this case, we obtained a TAR value as of 91.42%
and FAR as of 8.58%, and 0.962, 0.85, 0.8469 for specificity,
sensitivity, and F-score, respectively.

A summarizing for performance of MOFPA-WT with
5 decomposition level, the best recognition rates were
obtained in both tasks using scenario 10 individuals for train-
ing and 8 for testing purposes. For scenario, 11 individuals
for training and 7 for testing purposes task 1 obtained better
results compared with task 2.

D. RESULTS OF FEATURE EXTRACTION USING MOFPA-WT
BASED ON 10 DECOMPOSITION LEVEL
As one mentioned in Sec IV-C2 the WT with 10 decompo-
sition levels can provide a better recognition rate [24]. Since
it decomposes the EEG signal with 10 decomposition levels,

FIGURE 11. Accuracy results for task 1 and task 2 using a 10-fold
cross-validation.

one can extract new features from the input EEG signal in
order to reduce the similarity between each class, as well will
increasing accuracy rate.

Table 12 presents the experiment concerning the training
step with 11 persons and testing with 7 individuals (task 1).
In this case, we obtained results of 94.28%, 5.72%, 0.985,
0.942, and 0.942 for accuracy, FAR, specificity, sensitivity,
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TABLE 11. Confusion matrix concerning the experiment of task 2 based on 5 decomposition levels.

TABLE 12. Confusion matrix concerning the experiment of task 1 based on 10 decomposition levels.

TABLE 13. Confusion matrix concerning the experiment of task 1 based on 10 decomposition levels.

TABLE 14. Confusion matrix concerning the experiment of task 2 based on 10 decomposition levels.

and F-score, respectively. which are pretty much interesting
and suitable for EEG-based people identification. Table 13
presents the experiment concerning the training step with 10
persons and testing with 8 individuals (task 1). In this case,
we obtained results of 97.5% and FAR as of 2.5%, 0.994,
0.975, and 0.975 for accuracy, FAR, specificity, sensitivity,
and F-score, respectively.

With respect to the task 2, Table 14 presents the exper-
iments using 11 individuals for training and 7 for testing
purposes. In this case, we obtained results of 94.28%, 5.72%,
0.985, 0.942, and 0.942 for accuracy, FAR, specificity, sen-
sitivity, and F-score, respectively. Table 15 presents the
experiments using 10 individuals for training and 8 for testing
purposes. In this case, we obtained results of 92.5%, 7.5%,

0.981, 0.925, and 0.924 for accuracy, FAR, specificity, sensi-
tivity, and F-score, respectively.

In a nutshell, the new approach for EEG feature extraction
using 10 decomposition levels shown significant improve-
ments compared with the approach MOFPA-WT using
5 decomposition level. Figure 12 shows the comparison
results between Five and TenWT decomposition levels using
five criteria: (i) accuracy, (ii) sensitivity, (iii) specificity, (iv)
false acceptance rate, and (v) F-score. The new approach for
EEG feature extraction usingMOFPA-WTwith 10 decompo-
sition levels achieves the best results according to all criteria
measures for all tasks. Also, the task 1 using 11 individuals
for training and 7 for testing obtained the highest accuracy
rate with 97.5%.
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FIGURE 12. Comparison of the accuracy results for task 1 and task 2 with [13], [48].

TABLE 15. Confusion matrix concerning the experiment of task 2 based on 10 decomposition levels.

E. RESULTS OF ACCURACY RATE USING MOFPA-WT
BASED ON 5 AND 10 DECOMPOSITION LEVEL USING
10 FOLD CROSS-VALIDATION
We able performed the Wilcoxon signed-rank statistical
test [53] to verify whether there is a significant difference
between MOFPA-WT with 5 and 10 decomposition levels.
Table 16 shows the comparison among them for task1 and
task2 based on MOFPA-WT 5 and 10 decomposition levels.

F. COMPARING WITH STATE-OF-ART RESULTS
In order to compare the result performance of MOFPA-WT
with state-of-art, Figure 12 shows the comparison between

the proposed method with [13], [48]. The accuracy rate are
used to measure the performance of the best methods, where
the proposed approach with 10 decomposition levels shown
a powerful result on task 1 in both training and testing
scenarios. For the task 2, the performance of MOFPA-WT
approach still achieves good results using 11 individuals
for training and 7 for testing where it obtained an accu-
racy of 94.28%. However, for the scenario was 10 indi-
viduals for training and 8 for testing; Pinki method [48]
achieved better results than our proposed method. That has
happened due to the input EEG signals have been separated
randomly.
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TABLE 16. Wilcoxon signed-rank test evaluation of MOFPA-WT 5 and
10 levels.

VI. CONCLUSIONS AND FUTURE WORK
In this paper, a novel technique for EEG feature extrac-
tion based on multi-objective flower pollination algorithm
with multi-level wavelet decomposition is proposed. The
main task of the proposed method (MOFPA-WT) is to find
the efficient decomposition of the input EEG signal which
can provide unique features from each sub-band. MOFPA-
WT is tested using a standard EEG signal dataset, namely,
EEG motor movement/imagery dataset. The performance of
MOFPA-WT is evaluated using three criteria, namely accu-
racy, TAR, and FAR. The proposed method achieves the
highest accuracy using the cognitive tasks based on motor
movement compared with the results based on motor imagi-
nation.

Regarding future works, MOFPA-WT will be applied to
extract all the EEG features such as time domain, frequency
domain, and time-frequency domain features to find the best
features for EEG which can achieve the highest accuracy
rate. On the other hand, testing multi-classifiers techniques
are recommended. Furthermore, the real-world applications
are required to show the efficiency of MOFPA-WT. Other
possible improvements is to apply one of features selection
techniques to increase the accuracy rate as well as to reduce
the redundancy of the extracted EEG features.
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