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ABSTRACT Vehicular networks (VNs) have become a feasible solution to solve network related problems
in an intelligent transportation system. Due to their wide use in services, VNs are extremely vulnerable
to interference that leads to frequent faults; therefore, their security challenges are widely recognized and
urgently needed. Before a fault occurs, there are often some characteristic signals or data development
trends that indicate a fault. If these data can be collected and judged effectively, fault prediction can be
achieved. Therefore, it is of great significance to guarantee network security, reliability and continuous
operation. In this paper, we propose a new fault prediction method for VNs. The fault prediction algorithm
that uses rough sets and backpropagation (BP) neural network for VNs is divided into three parts, namely,
the data acquisitionmodule, the data predictionmodule, and the fault predictionmodule. The data acquisition
module collects the data from the network to build the decision table using the rough sets and establishes the
discernible matrix decision tables to reduce the data. The data prediction module combines the advantages
of gray theory and BP neural network into a gray BP neural network to predict the data. The fault prediction
module uses the normal data and fault data as input data and uses the fault type as the output to train the error
BP neural network to obtain the appropriate weights, and then the predicted data is entered into the trained
BP neural network to realize fault prediction. The fault prediction algorithm is simulated and analyzed using
NS-2 and MATLAB, respectively, and the results show that the proposed algorithm can accurately diagnose
and predict faults using the predicted data.

INDEX TERMS Vehicular networks, fault prediction, rough sets, BP neural network

I. INTRODUCTION
Vehicular networks (VNs) are becoming one of the most
promising research topics since they provide comfort and
safety information to drivers and passengers [1]–[5]. In VNs,
networks can be formed and information can be relayed
among vehicles, where vehicles are connected to each other
and can connect to the Internet. VNs are one of the most valu-
able types of MANETs, which spontaneously create wireless
networks for data exchange [6]. In Vehicular Networks, nodes
move freely, which means that there are no constraints on
their movement. Nodes communicate with each other via a
single hop or multiple hops. VNs that transmit enormous
amounts of data are vulnerable to being attacked, which leads
to a decline in the network performance in the operating
environment [7]–[10].

With secure VNs, valuable information cannot be modi-
fied or deleted by the attacker. However, security in VNs also
demonstrates the ability to determine driver responsibility
while maintaining driver privacy. The information between
the vehicles must be exchanged securely and, more impor-
tantly, timely. The delay of message exchanges can lead to
disastrous consequences such as vehicle collisions. There-
fore, security in VNs is a major concern because human
lives are always at risk. Conversely, in traditional networks,
the major security concerns include confidentiality, integrity,
and availability, all of which do not involve the potential
loss of life. However, the deployment of a comprehensive
security system for VNs is very challenging in practice.
The security vulnerabilities of VNs are often critical and
dangerous. In addition, the nature of the vehicular networks
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is highly dynamic, with frequent and instantaneous arrivals
and departures of vehicles and short connection durations.
In addition to its dynamic characteristics and high mobil-
ity, the use of wireless media also makes VNs vulnerable
to attacks due to the openness and broadcasting nature of
wireless communications [11]–[14].

Because the networks gradually become heterogeneous,
dynamic and intelligent, those changes make it increasingly
more difficult to predict faults [15]. Therefore, fault predic-
tion in VNs becomes a hot topic. If we can predict the faults
accurately and rapidly, it has great significance for network
security.

Aiming at the problems mentioned above, we study the
existing self-organizing networks, sensor networks, optical
networks and so on and propose a novel fault prediction
algorithm based on rough sets and BP neural network for VNs
in order to handle the transmission delays, the changeable
network topology wireless communications, etc Our main
contributions of this paper are demonstrated as follows:
• We propose a fault prediction algorithm based on rough
sets and BP neural network for VNs aiming at predicting
the faults. We divide the algorithm into three modules:
the data acquisition module, the data prediction module
and the fault prediction module.

• We use the data acquisition module to collect data from
the network. The data prediction module combines the
advantages of gray theory and BP neural network into
a gray BP neural network to predict the data. We use
the fault prediction module to obtain the appropriate
weights.

• We conduct evaluations using NS-2 and MATLAB,
Results show that the proposed algorithm can accurately
diagnose and predict faults using the predicted data.

The rest of this paper is organized as follows. In Section II,
we illustrate the related works of the existing security policies
including fault prediction. In Section III, the fault prediction
algorithm is proposed for VNs, which consists of a data acqui-
sition module based on rough sets theory, a data forecasting
module based on the gray model, and a fault prediction mod-
ule based onBP neural networks. Section IV demonstrates the
simulation results, and our work is concluded in Section V

II. RELATED WORK
During the development of fault prediction, the expert
knowledge system is the first one to be applied to fault
diagnosis. However, the expert system has difficulties in
knowledge acquisition, knowledge maintenance, narrow
knowledge applications and an inappropriate reasoning abil-
ity. This technology cannot be accurately applied in the case
of new faults or current information. For the fuzzy fault
features, it is difficult to obtain accurate diagnosis results,
and the system will have matching conflicts The Bayesian
network [16] is an effective derivation theory for an arti-
ficial intelligence system, and it is especially suitable for
probability and uncertainty. In the face of large networks,
how to learn the conditional probability of each point is also

a difficult problem. The precise inferences of the Bayesian
network and some approximate methods have been proved to
be an NP (non-deterministic polynomial) problem. If you use
the network, you must undertake much careful analysis and
preparation. Fault diagnosis based on graph theory [17] uses
the graph theory model for the network modeling and studies
fault localization on this basis. Initially, a fault diagnosis
method for complexmultiprocessor systems, the system-level
diagnosis theory [18], [19] corresponds to a circuit level
diagnosis. The basic principle is to set up test tasks for each
processor node in the system according to a certain strategy,
test the nodes, and analyze the failures of the nodes with the
obtained test structure.

The idea of rough sets theory [20] is that ‘‘knowledge
embodies an ability to classify objects.’’ It can solve prob-
lems such as the discovery of the relevance of knowledge,
the evaluation of data, the acquisition of decision-making
algorithms and the reduction of knowledge in information
systems. The idea of an attribute reduction algorithm based
on the Skowron discernibility matrix [21] is to give a cor-
responding discernibility matrix for each given information
system, and the specific knowledge in the information system
is represented by discernibility matrixes. The main idea of
the attribute reduction algorithm based on multiforked trees
is to use the ‘‘tree’’ learned in the data structure, which is
composed of a set and a specific relation defined on that
set [22]. Time series prediction [23] refers to finding the
change characteristics, developmental process and laws that
can predict future developments from the previous time series
data. The hiddenMarkovmodel [24], [25] is a kind ofMarkov
chain, but its state is uncertain or invisible. It is manifested
through the random process of a sequence of observations.
The observed events do not correspond to the state but are
connected through a set of probability distributions.

Currently, some solutions have been proposed for fault
diagnosis in mobile ad hoc networks and wireless sensor
networks, but most of the solutions are for a single diagnosis
of nodes or links and have not achieved consistent results.
These schemes are not fully applicable to VNs. To predict
faults in VNs, a fault prediction algorithm must be proposed
according to the characteristics of VNs to ensure the secure
and reliable operations of the network.

III. FAULT PREDICTION ALGORITHM BASED ON ROUGH
SETS AND BP NEURAL NETWORK FOR VNs
The fault prediction algorithm based on rough sets and
BP neural network for VNs is divided into three parts, namely,
the data acquisition module, the data prediction module and
the fault prediction module.

As shown in Fig. 1, the data acquisition module collects
data from the network to build decision tables using rough
sets and establishes the discernible matrix decision tables to
reduce the data. The data prediction module combines the
advantages of gray theory and BP neural network into a gray
BP neural network to predict the data. The fault prediction
module uses the normal data and fault data as input data
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FIGURE 1. Fault prediction algorithm based on rough sets and BP neural
network for VNs.

and uses the fault type as the output to train the BP neural
network to obtain the appropriate weights. Then, it enters the
predicted data into the trained BP neural network to realize
the prediction of faults.

A. DATA ACQUISITION BASED ON ROUGH SETS THEORY
The data acquisition module collects data from the network,
and the data are then divided into normal data and fault data.
The data will be chosen to represent the fault types of the
network. However, since general data is redundant, the rough
sets are used to construct the decision table and the resolution
matrix reduces the data. The relatively accurate data will be
obtained through the calculation of the importance degree of
each attribute to rule out the objective factors.

1) DECISION TABLE, DISCERNIBILITY MATRIX AND
ATTRIBUTE SIGNIFICANCE OBJECTIVE
Definition 1: S = (U ,R) is the expression of the knowl-
edge systems, and R can be divided into several conditional
attribute sets C The decision attribute set is D, and C ∪
D = R,C ∩ D = ∅ If there is a decision attribute in the
knowledge representation system it can be taken from the
decision table, and the decision table is recorded as T =
(U ,R,C,D) C and D denote the components of the decision
table and Ind(C), Ind(D) are called the classes and decisions,
respectively. In the decision table, the data in the system can
be assigned to different decision attributes and decision tables
in order to express the attributes.

In the knowledge representation system, the contributions
of each attribute are not equal In the rough sets, data can
be obtained directly from the importance of the decision
table’s objects. The method of determining the significance
of attributes is as follows If there is one or some attributes that
are changed in the decision table, it means that this property is
more important, and vice versa. rc(D) can be used to describe
the significance of the attributes. rc(D) is as follows:

rc(D) = Card(posc(D))/Card(U ) (1)

The classification of the importance i ⊆ C is inferred by
the Attributes D and can be described by the difference in its
dependence It is as follows:

rc(D)− rc−i(D) (2)

U/D shows the influence of the system after deleting
property i from the collection C, and the objective importance
of the property is as follows:

wi =
rc(D)− rc−i(D)

n∑
i=1

[rc(D)− rc−i(D)]
(3)

Thus, the obtained data weighting vector is as follows:
W = {w1,w2, . . .wn}
Meanwhile, we compress the information related to the

attributes to transform the decision table into a matrix by
using the resolution matrix rough sets It may reduce the
attributes in the decision table.

In the decision table T = (U ,R,C,D), for the field U =
{x1, x2, . . . , xn} where R = C ∪ D the condition Attributes
set is C = {a, i = 1, 2, . . . ,m}D = {dj, j = 1, 2, . . . , l}
is the decision attribute set, and ak (xj) represents the value
of xj that comes from the samples for the property ak . Here,
the difference matrix is defined as being an n× n matrix i is
the first row in the n-th column, and the element is as follows:

mij =

{
ak ∈ C, ak (xi) 6= ak (xj) ∧ D(xi) 6= D(xj)
∅D(xi) = D(xj)

(4)

From (4), we can see that the discernibility matrix mij is
a set composed of all the attributes of different objects xi
and xj. For example, if xi and xj exist in the same Decision
class, then mij in the resolution matrix element is the empty
set. By definition, M (T ) = [mij]n×n is a symmetric matrix
and its main diagonal elements are empty. Therefore, only
the upper or upper triangular part of a matrix should be
considered in order to achieve the purpose of simplification.

2) NETWORK FAULT RULES AND OBJECTIVE
ATTRIBUTES EVALUATION
The rough sets decision table can represent the different types
of network faults, and the discernibility matrix can simplify
the decision table. It is more convenient for extracting deci-
sion rules. The data reduction can eliminate the unimportant
information and keep the valuable information. This can
accelerate the speed of fault diagnosis. Furthermore, it can
also create a problem in which the reduction of attributes
decreases the efficiency of fault diagnosis since some of the
more important attributes are missing. Filling in these prop-
erties can largely improve the diagnosis effect, but choosing
a conditional attribute has certain subjectivity, which is one
of its great disadvantages. Therefore, the attributes in the
decision table should be evaluated objectively to improve the
accuracy of fault diagnosis.
Definition 2: If R′ ⊂ R is a simplified TR′ , the ability to

distinguish between the decision table TR = (U1,R,C,D)
and TR′ = (U2,R′,C ′,D′) is the same After the reduction
of TR into TR′ , we have |U1| ≤ |U2|

As seen from Definition 2, the length of the decision rules
can be reduced, and the number of rules can be accordingly
reduced. Therefore, the minimum conditional attribute can
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be used to determine the fault type, which can increase the
practicability of network fault diagnosis. According to the
correspondence between the resolution matrix and the deci-
sion table, we can obtain the algorithm for T = (U ,R,C,D)
to reduce Red(T ) as follows:

a) Calculate the resolution matrix of T = (U ,R,C,D);
b) Select all the values of the non-empty set mij(mij 6= ∅)

in the resolution matrix and construct the corresponding logic
expressions to extract Lij(Lij = ∨mij);
c) Make all Lijs interact to obtain the CNF L = ∧Lij;
d) Transform the CNF paradigm into the disjunctive form,

by which we can obtain L ′ = ∧L ′ij; and
e) The attribute reduction results show that in the disjunc-

tive the conjunctions of each item should be the same as the
attribute reduction results Each one of the attributes included
in the conjunctive condition constitutes a set of attributes after
the reduction.

When making decisions, the importance of each attribute
is different. In the past, many fault diagnosis methods
were influenced by human subjective factors, which is a
drawback of fault diagnosis. Therefore, the fault accuracy
decreases. The rough sets evaluate each attribute, excavates
the deep knowledge, and can accurately determine the objec-
tive importance of the attribute. The reduction algorithm of
the attribute importance is as follows:

a) Obtain the positive region Posc(D) of T =

(U ,R,C,D), where C is called the conditional attribute
set, D is called the decision attribute set, and both C and
D are disjointed;

b) Use the equation rc(D) = Card(Posc(D))/Card(U )
to obtain the dependence of attributes C and D,
and calculate the importance of the attributes using
rc (D)− rc−i (D); and

c) According to the equation wi =
rc(D)−rc−i(D)

n∑
i=1

[rc(D)−rc−i(D)]
,

the attribute importance is normalized to obtain the
relative importance of each attribute, which is used for
network fault diagnosis.

B. DATA PREDICTION MODULE BASED ON
THE GRAY MODEL
The basic principle of the gray model is to accumulate the
historical data to generate a new sequence, which is used to
establish the gray differential equation. However, the original
systemwill be affected by other factors, and the historical data
will appear disordered, which is the gray sequence or gray
process.

The data prediction module combines the advantages of
gray theory and BP neural network into a gray BP neural
network to predict the data.

The gray model is a kind of mathematical model that
reflects both the difference and differential properties through
the combination of the difference and differential equations.
At present, the GM (1, 1) model is the most studied gray pre-
diction model. The modeling process and algorithmic steps
are as follows.

Set the original nonnegative sequence as X (0)
= {x(1)(k),

k = 1, 2, . . . n}, and accumulate and convert the sequence
individually The new data sequence is as follows:

X (0)
= {x(1)(k), x(1)(k) =

k∑
i=1

x(0)(i), k = 1, 2, . . . n} (5)

Then based on the gray modeling establish the differential
equation, which is the following:

x(0)(k)+ az(1)(k) = u (6)

z(1)(k) = 0.5(x(1)(k) + x(1)(k − 1)), k = 2, 3, . . . n where
the parameters a and n are respectively the development
coefficient and the ash effect amount of the GM (1, 1) model.
These correspond to the white differential equation, which is
as follows:

dx(1)

dt
+ ax(1) = u (7)

The least square method of (7) could determine the param-
eters a and u, which are calculated as follows:

L =


−z(1)(2)1
−z(1)(3) 1
...

−z(1)(n)1

, Y =


x(0)(2)
x(0)(3)
...

x(0)(n)

 (8)

In the initial condition of x(1)(1) = x(0)(1), we use
the first-order linear differential equation solution method
to obtain the differential (8) solution, which is as
follows:

x̂(t)(1) =
(
x(0)(1)−

â
û

)
e−a(t̂−1) +

â
û

(9)

Typically (9) is called the continuous-time response func-
tion in the GM (1, 1) model.

Then, by using these results individually, (4) is restored to
obtain the fitting solution of X (0):

x̂(t)(0) = x̂(t)(1)−x̂(t−1)(1) =
(
1−eâ

) ∣∣∣∣x(0)(1)− âû
∣∣∣∣ e−a(t̂−1)

(10)

Finally, (10) can be dispersed as follows:

x̂(k)(0) =
(
1− eâ

)(
x(0)(1)−

â
û

)
e−a(t̂−1), k = 2, 3, . . .

(11)

Accordingly, (11) is called the discrete-time corresponding
sequences of the GM (1, 1) model.

C. FAULT PREDICTION BASED ON
BP NEURAL NETWORKS
The three-layer or even multilayer neural network structure
using BP is called the BP neural network. The input layer,
hidden layer and output layer constitute the structure of the
neural network. A hidden layer can be one or more layers.
The learning process of the BP network can be divided into
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FIGURE 2. Feed forward neural network architecture.

two parts: forward propagation and reverse propagation.
In the process of the forward transmission of data, informa-
tion is propagated from the input layer to the hidden layer
and then spread to the output layer after processing. The state
of each neuron in each layer only affects the state of the
next neuron and has no effect on other neurons. If the output
layer does not obtain the expected value after calculating the
output, then the process of BP of the error will occur. In the
process of back propagation, the connection weights between
each pair of neurons are modified layer by layer, and this
process repeats continuously until the error reaches the set
accuracy.

Fig. 2 shows a basic model of the neurons, which has
n inputs, an input layer and a hidden layer, and the con-
nections between the hidden layer and the output layer
are represented by the weight wi. The output function is
y = f (α, θ), where α is the sum of the weighted values,
α =

∑
wixi, and the activation function f has two inputs

(α and the threshold θ ). In Fig. 2, the right value and the input
matrix can be written as follows:

W = [w1,w2, . . .wn0]

X = [x1, x2, . . . xn0] (12)

The output neuron equation is as follows:

y = f (W • X + θ ) = f (
n0∑
i=1

wixi + θ ) (13)

In Fig. 2, the threshold as an input of the activation func-
tion, namely, the deviation, is crucial to the design of the
network. It is the key to controlling the translation of
the activation function from left to right, and thus provides the
direction for solving this problem. As a result, the threshold
value can be added to the right value, which is represented
using a fixed constant 1 (if x0 = 1), and then its weight w0 is
the threshold θ .

D. DPREDICTION MODEL BASED ON BP NEURAL
NETWORKS
Since the data predicted by the gray prediction model has a
certain deviation from the actual value, the neural network
and the gray system are similar to each other to some extent.
If they are fused, their advantages can be neutralized. First,
the neural network can make use of the relationship between

the input and output to make the actual output value close to
the expected value. According to the definition of gray theory,
the output value of the BP neural network is actually a fuzzy
value, that is, a gray number. Therefore, we can use the neural
network to correct the values from the gray model.

1) GRAY NEURAL NETWORK MODEL
In the gray system, the original sequence of numbers is
summed up once, which results in x. The first original series
x(0)(k) is summed up once and the series x(0)(k) can be
generated, which presents the law of exponential growth.
Therefore, the gray differential equation is established as
follows:

dx(1)(k)
dt

+ ax(1)(k) = u (14)

a, u are the determined parameters. The gray differential (15)
can obtain the discrete response function as follows:

x̂(1)1 (k + 1) = (x(1)1 (0)−
u
a
)e−ak +

u
a

(15)

The parameters of the gray differential (14) for the basic
process of whitening are as follows. The time response func-
tion (15) of (14) is mapped to a BP network, and then it
trains the BP network. When the network converges, the cor-
responding equation coefficients are extracted from the
BP network after training to obtain the white differential
equation. Then, the system can be further studied using this
white differential equation, and the solution of this differen-
tial equation can be obtained.

x̂1(k + 1) = ((x(1)1 (0)−
u
a
)

e−ak

1+ e−ak
+
u
a

×
1

1+ e−ak
)(1+ e−ak )

= ((x(1)1 (0)−
u
a
)(1−

1
1+ e−ak

)+
u
a

×
1

1+ e−ak
)(1+ e−ak )

= ((x(1)1 (0)−
u
a
)− x(1)1 (0)×

1
1+ e−ak

+ 2

×
u
a
×

1
1+ e−ak

)(1+ e−ak ) (16)

After transformation, (17) can be mapped to the BP net-
work. The BP network weights can be assigned as u

a = b,
and the threshold of y1 is set to the following:{

w11 = a w21 = −x
(1)
1 (0)

w12 = a w22 = 2b w13 = 1+ e−ak
(17)

By (17), the LB layer neuron activation function is taken
as the Sigmoid function, and the others are linear functions.
After (16)’s assignment and the BP network activation func-
tion are determined, each node in the network can be calcu-
lated as follows:

b1 = f (ak) =
1

1+ e−ak
= b2 (18)
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FIGURE 3. Gray series neural network model.

y1 = b1w21 + b2w22 + θy1

= −x(1)1 (0)×
1

1+ e−ak
+ 2

×
u
a
×

1
1+ e−ak

− (b− x(1)1 (0)) (19)

y = x̂(1)1 (k + 1) = (1+ e−ak )× y1 (20)

The LD layer is only one node whose function is only to
amplify y1 in order to make it consistent with (16).
The time response function of the gray differential equation

is mapped to a BP network. The weights in this BP network
correspond to the parameters of the gray differential equation.
The parameters of the gray differential equation are gray.
Therefore, the gray property exists in the BP network, which
is a gray BP neural network.

2) FAULT PREDICTION FOR VNS
By combining the features of VNs and the advantages of the
gray model and BP neural network, the tandem type models
will be used. The tandem type model is shown in Fig. 3

The training process of the tandem neural network is as
follows.

A series of predictions are obtained by using the selected
gray model to predict the original data series. However, there
is a deviation between the data predicted by the gray model
and the actual values. Therefore, the BP neural network is
used to correct these deviations. The data predicted by the
gray model is used as the network input, the actual value is
used as the network output, and the weights and thresholds
of the neural network are trained. Finally, the predicted value
of the gray model is input into the neural network, and the
predicted value can be obtained in the future. Therefore,
the GM (1,1) gray model was used to predict the faults
of VNs.

Suppose that you have a set of k historical data Then the
gray BP neural network model is used for the predictions as
follows

a) The GM (1,1) model is established with the historical
data.

b) The predicted data obtained by the model are superim-
posed to obtain a new data series P.

c) Take the data of several data series as T.
d) The two sequences of P and T are normalized to make

them conform to the input conditions of the network.
e) Input P into the input layer of the neural network,

input T into the output layer of the neural network, and
initially determine the weight and threshold.

TABLE 1. Decision table of rough sets reductions.

f) Start the network learning and obtain the weight and
threshold of the error precision.

g) Finally, the GM (1, 1) model established in step (1) is
used to predict the value at a future time (such as k+ 1).
The predicted value is used as the input of the neural
network, and the output is the expected predicted result.

IV. PERFORMANCE ANALYSIS
A. SIMULATION ENVIRONMENT AND
EXTRACTION FAULT DATA
In the NS2, the two-ray ground wireless signal transmission
model is used to model the wireless signal transmissions.
Nodal traffic patterns such as CBR are used. The MAC layer
uses the 802.11 protocol, the routing layer uses the
AODV protocol, and the simulation time is set to be 30s.
When facing network congestion, many abnormal, damaged
nodes can be instantly accessed, and cascading faults would
be produced.

By calculating the importance of each attribute using (3),
it is concluded that for the specific faults, the network’s
mean latency, successful delivery ratio, packet loss ratio
and total cost are the most important attributes for the fault
type. These samples are used as the input samples for the
MATLAB simulation.

The latter four items in the table represent the fault types
simulated by the network and encode the fault types in the
network: 1 means a failure, and 0 means no failure.

B. TRAIN FAULT PREDICTION ALGORITHM
The design of the BP network generally comes from the
layers of the network, the number of hidden layer neurons,
the selection of the weights’ initial values and the learning
rate selection. InMatlabr2012a, after 222 iterations, the train-
ing value and test value had basically converged and the train-
ing accuracy reached the initialized settings, which means
that it is complete.

The results of the training, where the actual output of
the neural network will be a transpose matrix, are shown
in Tab. 2

Tab. 3 shows the desired output of the neural network,
where 1 means a failure, and 0 means no failure.

By comparing Tab. 2 and Tab. 3, we found that the actual
value, desired output and the network conditions matched,
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TABLE 2. Output of the neural network after transposition.

TABLE 3. The expected output of neural network.

FIGURE 4. The error of the gray neural network.

which indicates that the BP neural network algorithm can
predict faults.

C. DATA PREDICTION MODULE BASED ON GRAY ERROR
NEURAL NETWORK
The forecast model output is the input of the neural network,
and the actual value is the output of the neural network. The
Matlabr2012a simulation results are as follows.

The red line represents the error of the testing data, the blue
line represents the error of the training data, and the green line
represents the error in the ideal case. The goal represents the
error accuracy. From Fig. 4, after 213 iterations, the error has
basically reached the initial designed accuracy.

Fig. 5, Fig. 6, Fig. 7 and Fig. 8 show the performance
of successful delivery ratio, packet loss ratio, total cost and
mean latency under different group, respectively. As these

FIGURE 5. Successful delivery ratio under different group.

FIGURE 6. Packet loss ratio under different group.

FIGURE 7. Total cost under different group.

figures shown, the difference between the predicted value of
gray theoretical model and the actual value relatively large,
but the predicted value after the error correction of the reverse
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FIGURE 8. Mean latency under different group.

TABLE 4. The fault output of the network prediction.

neural network is basically consistent with the actual value
of the network. Although there is some error, it is within the
allowable error range of the network, because the predicted
value cannot be completely coincident with the actual value.
It is proved that the reverse neural network has good error
correction ability. But in the gray theoretical model, the data
of group 11 is obtained through the first 10 groups of data
values through one-time accumulation, and by establishing
the first-order differential equation. It is found that the error
between actual value and predicted value is large. The data
of group 12 is by removing the data of group 1, because the
correlation between the data of group 1 and the prediction of
group 12 is already very small. So, we need to get rid of that.
At this point, the actual value of group 11 has occurred. So,
we’ve reconstructed 10 sets of data. Through these 10 sets
of data, the data of group 12 is predicted again. Data from
groups 13, 14, and 15 repeat the process. The predicted values
of groups 13, 14 and 15 were also significantly different from
the actual values, indicating that the prediction model itself
had a large error. but the predicted value after the error correc-
tion of the reverse neural network is basically consistent with
the actual value of the network. Although there is some error,
it is within the allowable error range of the network, because
the predicted value cannot be completely coincident with the
actual value. It is proved that the reverse neural network has
good error correction ability.

Tab. 4 shows the results of the neural network after training
is completed. The test data is input to the trained neural
network through the count of the network from the input to

output and is used in the calculation of the back propagation-
propagation process to modify the weights. After repeated
iterations, the output is calculated by the fault prediction algo-
rithm. Then, it predicts the type of network fault abnormal
nodes, the nodal damage, the network congestion, and the
cascading failures.

V. SUMMARY
According to the characteristics of VNs, we combine the
statuses and wireless networks to propose the fault prediction
algorithm of rough sets and BP neural network for VNs, and
we describe the algorithm in detail. The algorithm is divided
into the three modules of data processing, data prediction and
fault diagnosis. We use the NS2 network simulation software
and MATLAB to analyze the proposed algorithm and its
performance. The simulation results show that the proposed
fault prediction algorithm can effectively predict the faults
The proposed fault prediction algorithm is aimed at an ideal
VNs networkmodel, while the actual network environment of
VNs is relatively complex. The learning and memory of the
network is unstable. In other words, if the number of learning
samples increases, the trained neural network will relearn,
while the weight of the trained ones is not remembered, which
greatly limits the expansion of the network Therefore, the
algorithm needs further improvement in these aspects.
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