
Received October 8, 2018, accepted October 29, 2018, date of publication November 15, 2018,
date of current version December 27, 2018.

Digital Object Identifier 10.1109/ACCESS.2018.2879338

Intra-Frame Error Concealment Scheme Using
3D Reversible Data Hiding in Mobile
Cloud Environment
YAN LI CHEN 1,2, HONGXIA WANG3, YI HU4, AND ASAD MALIK1
1School of Information Science and Technology, Southwest Jiaotong University, Chengdu 611756, China
2School of Engineering, Tibet University, Lhasa 850000, China
3College of Cybersecurity, Sichuan University, Chengdu 610065, China
4Computer Science Department, Northern Kentucky University, Highland Heights, KY 41099, USA

Corresponding author: Hongxia Wang (hxwang@scu.edu.cn)

This work was supported by the National Natural Science Foundation of China (NSFC) under Grant U1536110.

ABSTRACT In mobile cloud environment, data are mainly transmitted via wireless noisy channels, which
may result in random transmission errors (RTE) with a high probability. For video transmission, noisy
channels may cause significant degradation of the content. Improving or keeping video quality over lossy
channel is, therefore, a very important research topic. Error concealment with data hiding (ECDH) is an
effective way to conceal the errors introduced by channels, and it can reduce error propagation between
neighbor blocks/frames. The existing video ECDH methods often embed the motion vectors (MVs) into
the specific locations. Nevertheless, specific embedding locations cannot resist against RTE. To compensate
the RTE in mobile cloud environment, we propose a video ECDH scheme using 3D reversible data hiding
(RDH), in which we create multiple duplicate copies of each MV to improve the robustness of the ECDH
scheme. Furthermore, all the duplicate copies and original MVs are embedded into macroblocks randomly.
However, embedding more data would make quality of marked video decreased. In addition, satisfactory
trade-off between the introduced distortion and the reconstructed video quality can be achieved by tuning
the number of duplicate copies. For random embedding, the lost probability of the MVs decreases rapidly
which can result in better error concealment performance. Experimental results show that the peak signal
to noise ratio values gain about 5 dB at least comparing with the existing ECDH methods. Meanwhile,
the proposed method improves the video quality significantly.

INDEX TERMS Video error concealment, 3D RDH, Mobile cloud, Random embedding.

I. INTRODUCTION
With rapid growth of information and communication tech-
nology, multimedia is becoming the popular format in the
Internet. However, the storage space, computer resource, and
bandwidth limit the development of multimedia communi-
cation. Cloud computing moves services, computation, and
data to location-transparent centralized facilities or providers
to solve these problems [1].

The cloud services are becoming more and more popular,
especially in computing and storage aspects. Now, many
multimedia companies have cloud-based platforms or shift
their storage and computing services to the third parties, e.g.,
Youtube, Dailymotion, Tencent, and iQiYi [2]. Often services
can be provided with lower cost and simpler architecture.
In this case, with the development of terminal equipment,
mobile cloud becomes a popular environment.

Currently, video quality is becomingmore important, espe-
cially for the medical video, surveillance video. To guarantee
better video services, mobile cloud provides efficient plat-
form for computing, storage and transmission. Since there
is massive redundancy in the video sequence, they always
need to be compressed before storing and transmitting. The
popular video compression standard such as MPEG-2/4,
H.264/AVC, and H.265 demands either parallel or distributed
processing platform [2], which exists in cloud environment.
In the case of cloud computing, many video service providers
(VSPs) rent out the distribution architecture from cloud ser-
vice providers (CSPs) [3].

Since video is a visual media, the quality is an important
factor. However, in mobile cloud environment, the video
transmission encounters challenges [2]. Firstly, since both the
low and high speed networks exist in the Internet, it may

77004
2169-3536 
 2018 IEEE. Translations and content mining are permitted for academic research only.

Personal use is also permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

VOLUME 6, 2018

https://orcid.org/0000-0003-4452-5725


Y. L. Chen et al.: Intra-Frame Error Concealment Scheme Using 3D RDH in Mobile Cloud Environment

cause data buffering at different locations during data trans-
mission. Then out of order delivery and packet loss or drops
may occur. Secondly, some video transmission is based on
connectionless protocols, and it cannot provide lossless data
transmission. Both the two challenges are caused by channel,
and they may lead to random transmission errors (RTE) and
have impact on the visual quality of videos.

Beside the channel station, video compression standard
is another factor which may influence the video quality.
There are two basic encoding modes for video compressing,
inter-frame and intra-frame. Usually, macroblocks (MBs)
are the basis processing units under intra mode. That is
to say, the video quality is mainly based on visual quality
of every MB. Error resilience and error concealment are
used as popular technologies to improve the video quality,
and the error concealment techniques are used to conceal
errors at the decoder side especially for the losing packet
problem.

There are two methods used for error concealment at
the decoder side, the data hiding-based and spatial/temporal
correlation-based (data interpolation) methods [1], [4]. The
data interpolation method [5], [6], which is based on spa-
tial/temporal correlation, works well in the case of the suc-
cessfully received data. However, once the errors occurred,
the spatial/temporal correlation may be damaged, especially
for activity blocks. Conversely, the performance of meth-
ods based on data hiding mainly depends on whether the
marked data can be extracted and reflects the frames char-
acteristics. The extracted data is used for error concealment,
thus, it reduces the relevance between transmission and video
sequence.

Data hiding is a popular technique used in the field of
multimedia security such as copyright protection, content
authentication and secret communication [7]. Because the
data hiding has the advantage that themark data can be carried
in a seamless way, it has been employed to conceal video
errors produced by the transmission. Adsumilli et al. [8] pro-
posed an error concealment technique in which the 2-level
discrete wavelet transforms (DWT) approximation coeffi-
cients are converted to halftone image which is considered
as marked data and embedded into original frame. Yilmaz
and Alatan [9] presented an error concealment method using
edge orientation information as marked data. Chen et al. [4]
compressed the residuals of the neighbor frames by com-
pressed sensing (CS) as marked data at the encoder side,
and reconstructed the original residual by CS to conceal the
channel errors at decoder side.

In general, the more valid information about frame is
embedded, the better error concealment performance is.
However, embedding more information means to degrade the
quality of marked video. So, the goal of data hiding in error
concealment scheme is to improve the quality of marked
video and provide more information for error concealment.
For high correlation between neighbor frames, inter-frame
correlation is used to conceal intra-frame errors, and a frame
can be recovered from the reference frame and motion

vectors (MVs). In existing methods, the MVs are hidden in
the quantized discrete cosine transform (QDCT) coefficients
to conceal errors at the decoder side [10], [11]. Yao et al. [10],
the MVs in the region of interest (ROI), which are shared in
a frame group, were embedded into the background region
within the same frame. Chen et al. [11], the MVs of every
MB are embedded into the QDCT coefficients of neighboring
MBs, and at the decoder side, the extracted MVs are used to
find the matchingMBs. However, the coefficients which have
carried message can not be recovered after data extraction.
And also, they embedded data into given MBs, and it cannot
resist the random error from channel.

To improve video quality at the decoder side, reversible
data hiding (RDH) [12], [13] is used to recover the cover
losslessly. Chung et al. [14] presented a video error con-
cealment scheme using RDH. Each MV is embedded into
QDCT coefficients with zero values of the corresponding
MB by a circular embedding scheme. Xu et al. [15] pro-
posed a RDH-based intra-frame error concealment method,
in which it included MV data pre-processing and the selec-
tion of embedding locations. Later, Xu et al. [7] raised a
two dimensional RDH-based intra-frame error concealment
scheme, and it focused on reducing the embedding distortions
caused by RDH.

Nevertheless, the error concealment scheme should be
improved. Firstly, to resist RTE, the error concealment perfor-
mance in [14]–[16] cannot benefit from changeless embed-
ding location. Secondly, embedding a MV of the MBs sized
16 × 16 into a MB is a valuable selection to gain better
error concealment performance and reduce the amount of
marked data. However, to enhance the robustness of error
concealment, more MVs are to be embedded, such as, creat-
ing duplicate copies for MVs or MVs with smaller block size
are considered asmarked data, then higher capacity and lower
rate of embedding modification RDH methods are needed.
Thirdly, the computational efficiency is a important factor
in cloud environment. For 1D and 2D RDH scheme based
on histogram shifting [17], every embedding operation only
has two or four modification directions to embed one or two
bits. However, high dimension RDH, which has more modi-
fication directions, can improve the computational efficiency.
Also it can improve the embedding capacity and decrease
the rate of embedding modification. But the dimension may
affect the complexity of data hiding, and there is no evidence
to show higher dimension RDH may provide better capacity-
distortion performance. So, in order to solve these problems
in mobile cloud environment, an intra-frame error conceal-
ment scheme using 3D RDH, which can recover the marked
data losslessly, is proposed.

In this paper, H.264 [18], [19] is selected as the imple-
mentation platform. The rest of this paper is organized as
follows. In Section 2, the main idea of 3D RDH is illus-
trated. The proposed 3D RDH based error concealment
method is presented in Section3. In Section 4, experimental
results are introduced. At last, the paper is concluded in
Section 5.
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II. PROPOSED 3D RDH SCHEME
In this paper, data is embedded into the QDCT coefficients,
we denote the carrier frame as f , and fi,j(k) denote the kth
original QDCT coefficient in the jth blocks of the ith MB.
The methods in [14] and [15] focus on using one-dimensional
(1D) coefficient histogram for RDH. The 1D RDH is usually
defined as

h(r) = \{fi,j(k)|fi,j(k) = r}. (1)

where \ denotes the cardinal number of a set, and r is a spec-
ified value of QDCT coefficient. Specifically, by considering
every two adjacent residual coefficients together, similar to
definition of 1D RDH, 2D RDH is defined as

h(r1, r2) = \{fi,j(2m), fi,j(2m+ 1)|

× fi,j(2m) = r1, fi,j(2m+ 1) = r2}. (2)

In 2D RDH, one or two bits are embedded into a pair of
QDCT coefficient [20], and the pair can be modified to 22

different pairs. if we consider embedding data into triples
and using ±1 embedding, there are 33 modification space
which contains 6 triple with direct distance of 1. For 3D RDH
method, every three adjacent elements are considered as a
triple, it is defined as

h(r1, r2, r3) = \{(fi,j(3m), fi,j(3m+ 1), fi,j(2m+ 3))|

fi,j(3m) = r1, fi,j(3m+ 1) = r2,

fi,j(3m+ 2) = r3} (3)

Since most of the MVs have zero or near-zero values [7],
for 1D RDH [14], [15], residual coefficients do not need
to be modified [7] to embedding zeros, but the histogram
shifting operation for the non-zero coefficients is still to be
carried out. For 2D RDH, beside the coordinate (0, 0), half
coefficients in a coefficients pair are needed to be modified
to embed one/two bits. In [7] and [20], at most two bits are
embedded into a coefficient pair, and only one coefficient
is modified with ±1. Therefore, both the 1D RDH and 2D
RDH cannot meet the demands of the capacity-distortion
performance well.

Recently, a 3DRDH scheme is proposed in [21] to decrease
the distortion in video. In [21] at most two bits are embedded
into a coefficient triple, and the capacity is not very suitable
for our application scenarios. In order to decrease the rate of
embedding modification and improve capacity, a 3D RDH
based on histogram shifting [22]–[24]with high capacity and
low distortion is proposed in this paper. The proposed 3D
RDH scheme is shown in Fig.1. It can carry three bits and
only need modify at most two QDCT coefficients for a triple,
comparingwith the 3DRDH in [21], the proposed 3DRDH in
this paper improve the capacity and decrease the modification
rate.

To illustrate the data hiding produce, assume original car-
rier is denoted as F = {f1, f2, · · · , ft }, F ′ = {f ′1, f

′

2, · · · , f
′
t }

denotes the marked carrier, B = {b1, b2, · · · , bs} denote the
marked binary string, where fk and f ′k denote the kth triple for
original carrier and marked carrier, t is the triple number, s is

the length of marked binary string and bl denote the lth binary
bit. Assuming from lth element in B, 2 or 3 bits are embedded
into the kth triple of carrier, then, embedding procedure is as
follows.

FIGURE 1. Illustration of the proposed 3D reversible data hiding.

(1) If fk = (0, 0, 0), loacted in the origin in Fig.1,
the marked coefficient triple f ′k is determined as follows

f ′k =



(0, 0, 0) if blbl+1bl+2 = 000
(0, 1, 0) if blbl+1bl+2 = 001
(−1, 0, 0) if blbl+1 = 01
(0,−1, 0) if blbl+1bl+2 = 100
(1, 0, 0) if blbl+1bl+2 = 101
(0, 0, 1) if blbl+1bl+2 = 110
(0, 0,−1) if blbl+1bl+2 = 111.

(4)

In this case, three bits are embedded by modifying one
element in a triple at most with the probability 0.75.
(2) If fk = (x, 0, z), z 6= 0, located with coordinates which

are the origin of the red arrows in Fig.1, the the marked
coefficient triple f ′k is determined as follows

f ′k =


(x, 1, y) if blbl+1 = 00

(x,−1, y) if blbl+1 = 01

(x, 0, y+ sign(y)) if bl = 1.

(5)

where sign(y) denotes the symbol of y. In this case, at least
one bit is embedded with modifying one of three coefficients.
Comparing with the 3D RDH [21], the capacity-distortion
performance is improved.
(3) If fk = (x, 0, 0), x 6= 0, located with coordinates

which are the origin of the black arrows in Fig.1, the marked
coefficient triple f ′k is determined as follows

f ′k =


(x + 1, 0, 0) if blbl+1bl+2 = 000

(x, 1, 0) if blbl+1bl+2 = 001

(x,−1, 0) if blbl+1 = 01.

(6)
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In this case, more than two bits are embedded by ±1.
However, in the 3D RDH [21], only one bit can be embedded
with the same distortion.

(4) If fk = (x, y, 0), x 6= 0, y 6= 0, located with coordinates
which are the origin of the green and brown arrows in Fig.1
the marked coefficient triple f ′k is determined as follows

f ′k =


(x, y+ sign(y), 0) if blbl+1 = 00

(x, y+ sign(y), 1) if blbl+1 = 01

(x, y,−1) if bl = 1.

(7)

In this case, one or two bits are embedded with modifying
one coefficient. For the large quantization step, most of the
AC coefficients are zeros. This case is occurred with low
probability infrequently.

(5) If fk = (x, y, z), x, y, z ∈ Z , and y > 0, z 6= 0,
the coefficient triple f ′k is shifted as follows.

f ′k = (x, y+ 1, z+ sign(z)) (8)

(6) If fk = (x, y, z), x, y, z ∈ Z , and y < 0 and z 6= 0,
the coefficient triple f ′k is shifted as follows.

f ′k = (x, y− 1, z+ sign(z)) (9)

In the case 5) and 6), all the shifting are realized by
modifying two coefficients in a triple.

Correspondingly, data extraction procedure is an inverse
operation of embedding. Similar to the embedding pro-
duce, assuming the triple of recovered carrier is F ′′ =
{f ′′1 , f

′′

2 , · · · , f
′′
t }, and f

′′
k is the kth recovered triple, bs is the

extracted binary string from a triple. The extraction produre
is described as follows.

(1) If the marked coefficients triple belongs to f ′k ∈
{(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), (−1, 0, 0), (0,−1, 0),
(0, 0,−1)}, the hidden bits can be extracted as

bs =



000 if f ′=(0, 0, 0)

001 if f ′k = (0, 1, 0)

01 if f ′k = (−1, 0, 0)

100 if f ′k = (0,−1, 0)

110 if f ′k = (0, 0, 1)

111 if f ′k = (0, 0,−1).

(10)

After the bits are extracted, the recovered coefficients triple
F
′′

recovers to (0,0,0).
(2) If the marked coefficients triple f ′k ∈ {{(x, 0, z)||z| >

1}, {(x, 1, z)||z| > 0}, {(x,−1, z)||z| > 0}}, the hidden bits
are extracted as follows.

bs =


00, if f ′k ∈ {(x, 1, z)||z| > 0}

01, if f ′k ∈ {(x,−1, z)||z| > 0}

1, if f ′k ∈ {(x, 0, z)||z| > 1}.

(11)

After the bits are extracted, the host coefficient triples are
recovered as

f
′′

k =

{
(x, 0, z− sign(z)), if f ′k {(x, 0, z)||z| > 1}
(x, 0, z), other .

(12)

(3) If the marked coefficients triple f ′k ∈ {{(x, 0, 0)||x| >
1}, {(x, 0, 1)|x 6= 0}, {(x, 0,−1)|x 6= 0}, {(x, 1, 0)|x 6=
0}, {(x,−1, 0)|x 6= 0}}, the hidden bits are extracted as

bs =



000, if f ′k ∈ {(x, 0, 0)||x| > 1}

001, if f ′k ∈ {(x, 1, 0)|x 6= 0}

01 , if f ′k ∈ {(x,−1, 0)|x 6= 0}

10 , if f ′k ∈ {(x, 0, 1)|x 6= 0}

11 , if f ′k ∈ {(x, 0,−1)|x 6= 0}.

(13)

After the bits are extracted, the host coefficient triples are
recovered as

f
′′

k =

{
(x − sign(x), 0, 0), if f ′k ∈ {(x, 0, 0)||x| > 1}
(x, 0, 0), others.

(14)

(4) If the marked coefficients triple f ′k ∈ {{(x, y, 0)||y| >
1}, {(x, y, 1)||y| > 1}, {(x, y,−1)||y| > 0}}, the hidden bits
are extracted as

bs =


00, if f ′k ∈ {(x, y, 0)||y| > 1}

01, if f ′k ∈ {(x, y, 1)||y| > 1}

1 , if f ′k ∈ {(x, y,−1)||y| > 0}.

(15)

After the bits are extracted, the host coefficient triples are
recovered as

f
′′

k =

{
(x, y, 0), if f

′′

k ∈ {(x, y,−1)||y| > 0}
(x, y− sign(y), 0), others.

(16)

(5) If the marked coefficient triples belong to shifting
triples, they are recovered by inverse-processing of shifting.

If there is no errors through transmission, theQDCT coeffi-
cients remain unchanged, then the decoded coefficient triples
are equal to the marked triples at the encoder side, and F ′′

is equal to the original carrier F . If there are errors through
transmission, there would be error bits in the extracted binary
string. The performance of proposed 3D RDH in this paper is
explained in the Section 4.

III. PROPOSED ERROR CONCEALMENT SCHEME
For intra-frame error concealment method, it mainly focuses
on the corrupted blocks, and the inter-frame error conceal-
ment method focuses on the whole frame errors, such as
frame deletion, frame insertion, wrongly ordered frames, and
so on. In this scheme, we pay our attentions on corrupted
blocks in a frame utilizing inter-frame correlation which
is reflected by MVs. In this section, an intra-frame error
concealment scheme using proposed 3D RDH is introduced.
In this scheme, MVs are embedded in the QDCT coefficients
to conceal the intra errors.

A. MARKED DATA GENERATION
1) MARKED DATA
The schemes in [7], [14], and [15] selected the MVs of
16× 16 MBs as the marked data. In this paper, MVs are
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selected as marked data too. However, to improve the robust-
ness of error concealment, multiple duplicate copies of the
MVs are created as marked data.

For a MB with size 16 × 16, if the search range is 15,
the total number of information bits to be embedded [7] into
a MB is :

L16 = 2(dlog2(215+ 1)e) = 10 (17)

where d·e denotes the ceiling function. In this paper, to make
moreMVs be extracted correctly, at the encoder side, multiple
duplicate copies of all the MVs in a frame are created, and all
the duplicate copies and their original MVs are considered as
marked data. For every MV, assuming α− 1 duplicate copies
are created, thus, there are α MVs for a MB, and the total
number of information bits to be embedded into one MB is:

L = α · L16 (18)

Thus, the larger the α, the higher the capacity in RDH
scheme. The embedding capacity is controllable by tuning α.
The value of α is related to the number of duplicate MVs for
a specific MB, which can improve the quality of the received
video. Actually, for videos with different quality demands,
the value of α may be different and it is decided by the video
owners and receivers.

2) EMBEDDING LOCATIONS
In [7], [14], and [15], the MV of every MB is embedded into
the neighborMB.Actually, errorsmay be spread intomultiple
neighbor blocks with a high probability. It is difficult to resist
RTEs for the stationary embedding locations.

To keep consistent with the random channel, all the original
MVs and their duplicate copies are scrambled randomly with
a key( the key is published by video owner ), then every
α MVs are considered as a group and embedded into MB
sequentially. In other words, the α MVs belonging to the
specific MB may be distributed in β, β ≤ α different MBs
randomly. And for a lost MB, it can be concealed even if
only one duplicate copy of MVs is embedded into the non-
corrupted MB. Moreover, The MV of a MBs and all their
duplicate copies are lost at the same time with a much low
probability.

In order to illustrate the performance of random embedding
MVs further, let’s assume that there are N blocks in a frame,
and the PLR is p. For a specified MB denoted as B, it is lost
with probability p. Since the duplicate copies and original
MV are scrambled randomly, the α MVs belonging to the
specified MB may be embedded into β(β = 1, 2, · · · , α)
MBs. If we do not consider the impact from embedding of
other MVs, the α MVs are embedded into β MBs with prob-

ability Pβ =
(
N
β

)
/
∑α

j=1

(
N
β

)
. In the embedding process,

the worst condition is β = 1. If the β host MBs are corrupted
at the same time, MB B cannot be concealed correctly and
it occurs with probability Pnc =

∑α
β=1 Pβ · p

β , and it is
also the probability that a MB cannot be concealed correctly.
Conversely, for a lost MB, even if only one of its α MVs is

extracted correctly, MBB can be concealed. So a lost MB can
be concealed with the probability Pc = 1 − Pnc. Obviously,
under the normal channel, p < 0.5, the relationship between
Pc and Pnc is described as

Pc = 1− Pnc > Pnc (19)

For random embedding, the relationship between hostMBs
and the embedding locations of their MVs is changeable.
Fig.2 and Fig.3 shows the mapping of host MBs and carrier
MBs of the residual coefficients frame in video hall with
α = 1 and α = 5, and it shows the neighbor MBs in
the left(the original host MBs) are scrambled dispersedly in
the right residual coefficients frame (scrambled embedding
locations).

FIGURE 2. The mapping of host MB and scrambled MVs with α = 1.

FIGURE 3. The mapping of host MB and scrambled MVs with α = 5.

In order to show the impact of random embedding on
concealment performance significantly, in this paper, all the
pixel values in corrupted MBs that cannot be concealed cor-
rectly are set to be zeros and all concealment experimen-
tal results in this paper are implemented under this case.
In the other words, if the MBs and their MVs are lost at
the same time, the decoded MBs are substituted by black
blocks. To reveal the impact from random embedding on
the concealment performance, Fig.4 shows the comparison
of PSNR velues for concealed frames between the random
embedding and changeless embedding with PLR 0.1, 0.3 and
α = 1. We can see from Fig.4 that random embedding has
better performance.

B. DATA HIDING AND EXTRACTION
The data hiding and extraction are based on the H.264 encod-
ing/decoding procedure, Fig.5 shows the encoder frame [18],
[19], and the decoder is inverse. Considering the video com-
pression process, marked data is embedded into the QDCT
coefficients X , and considering the embedding capacity, AC
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FIGURE 4. PSNR of concealed video sequences foreman with different
PLR: (a) PLR=0.1 ;( b) PLR=0.3. (a) PLR=0.1. (b) PLR=0.3.

FIGURE 5. The H.264 Encoding framework.

coefficients are used to carry marked data. Since the smallest
encoding unit is 4 × 4 block, AC coefficients are scanned
in zigzag, then every three adjacent coefficients are grouped
to be a triple. The modifications on these triples can be
actualized based on the proposed 3D RDH in Section 2.

At the decoder side, the MVs hidden in the frames QDCT
coefficients are extracted according to the proposed 3D RDH
in Section 2. For the reversibility of data hiding, original
video can be recovered after extraction. After that, if there
are errors occurred through transmission, error MBs are con-
cealed by replacing the matching MBs in reference frame
according to the extracted MVs. Since data extraction pro-
cess is actualized before de-quantization, the host MBs can
be decoded without any extra distortion when there are
no transmitting errors. Once the transmitting errors occur,
the error concealment process is realized after the data
extraction.

IV. EXPERIMENTAL RESULT
In this section, experiments are implemented to demonstrate
the performance of the proposed scheme. The proposed
scheme is capable of embedding the message into the QDCT
coefficients using the proposed 3DRDH schememethod, and
concealing the intra-frame error using the recovered MVs.

A. EXPERIMENTAL SETUP
In this Experiments, H.264, a highly practical encoder/
decoder, is used to provide the compressed video samples. For
each compressed video sample, the quantization parameter is
set to be 28. In addition to the proposed scheme, [7] and [14]
are implemented for comparison. In addition, to demonstrate
the performance of the 3D RDH, [21] is used for comparing
the 3D RDH performance. Six different video sequences(i.e.,
foreman, coastguard, hall, akiyo, grandma,silent) in QCIF
format are used, and every 10 frames are considered as a GOP,
the structure of GOP is IPPP, in which only the first frame
in a GOP is encoded as an I-frame and the remaining frames
are encoded as P-frames.

B. EMBEDDING DISTORTION
In this scheme, 3D RDH is used to embed the MVs into the
QDCT coefficients. The goal of proposed RDH scheme is to
improve embedding capacity and introduce low embedding
distortion. However, since marked data are embedded into the
host residual coefficients, it would cause difference between
the host coefficients and marked coefficients. For the RDH
algorithm, the host coefficients can be recovered completely
from the embedding distortions if the video sequences are
transmitted without any channel errors.

1) ECDR
Absolute embedding capacity and distortion ratio (ECDR)
can be defined simply as

Recdr = C/D, (20)

where C denotes the absolute embedding capacity,D denotes
the absolute distortion, and both of them are calculated with
the full embedding situation. In order to analyze the pro-
posed 3D RDH performance better, the residual coefficient
sets of the 1st, 2nd, 3rd,4rd case in Section 4 is defined as
C1,C2,C3. C4 is defined in Eq.(25), C5 denotes the original
coefficient triples set of 5th and 6th case. The ECDR of the
proposed 3DRDH is evaluated by comparing recent 3D RDH
in [21]. Meanwhile, the embedding capacity of the proposed
3D RDH, and that in [21] are denoted as Cpro,Crec, and the
distortions in these schemes are denoted as Dpro,Drec.

Cpro =
11
4
]C1 +

3
2
]C2 +

9
4
]C3 +

3
2
]C4 (21)

Crec =
9
4
]C1 + ]C2 + 2]C3 + ]C4 (22)

Dpro =
7
8
]C1 + ]C2 + 2]C3 +

5
4
]C4 + 2]C5 (23)

Drec =
3
4
]C1 +

3
2
]C2 +

5
4
]C3 + ]{(0, y, 0)||y| > 0}

+
3
2
]{(x, y, 0)||x| > 2, |y| > 0} + 2]C5

+ 2]{(x, y, 0)||x| = 1, |y| > 0} +
3
2
]{(0, 0, 1)}

(24)

where ] denotes the elements number in set. The embedding
capacity and distortion difference are calculated as

Cpro − Crec =
1
2
]C1 +

1
2
]C2 +

1
4
]C3 +

1
2
]C4 (25)

Dpro − Drec =
1
8
]C1 −

1
2
]C2 +

3
4
]C3 −

1
4
]{(0, 0, 1)}

−
1
4
]{(x, y, 0)||x| > 2, |y| > 0}

+
1
4
]{(0, y, 0)||y| > 0} (26)

Eq. (25) indicates that the embedding capacity in proposed
scheme is much more than that in the scheme [21] and
Eq. (26) indicates that the distortion difference in the two
schemes is decided by the elements number in C1,C2,C3
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TABLE 1. the embedding capacity and distortion comparison with [21].

andC4. However, for video compressed standard, the number
of the elements in these sets is mainly decided by quantization
step. With the quantization step decreasing, coefficients with
zero values decrease, and also the distortion difference may
decrease. Generally, the quantization step is a number which
can not make all the AC components are zeros. So the ECDR
in the proposed scheme is more than that in the scheme [21] in
great probability. Let P(Dpro−Drec > 0) and P(Dpro−Drec <
0) denote the probability of the case Dpro − Drec > 0 and
Dpro −Drec < 0, then the relation of probability is described
as

P(Dpro − Drec > 0) < P(Dpro − Drec < 0) (27)

Assuming Rproecdr and Rrececdr denote the ECDR in the pro-
posed scheme and in [21]. According to Eq.(25) and Eq.(26),
Rproecdr is greater than R

rec
ecdr in a higher probability, and it can

be described as follows.

P(Rproecdr =
Cpro
Dpro

> Rrececdr =
Crec
Drec

) > 0.5 (28)

To illustrate the ECDR of the two 3D RDH scheme,
embedding capacity(EC) and the corresponding distortion of
the 2nd frame in video sequence foreman, hall, coastguard
and grandma are calculated in Table 1, in which ’EC’ denote
the embedding capacity and ’D’ means distortion. It shows
that with the quantization step (QP) increasing, the embed-
ding capacity is increased too, and the distortion is decreased
for the decreased shifting operations with lower QP. It also
shows the proposed 3D RDH can provide more embedding
space. Fig.6 shows the ECDR comparison of the ECDR in
proposed 3D RDH is nearly two times as that in [21].

2) PSNRs OF MARKED FRAMES
Generally, at the decoder side, the quality of decoded frames
without any other manipulations is the limitation of the con-
cealed frames. If the peak signal to noise ratio (PSNR) values
of marked frames are close to the limitations, the data hiding
would have fewer influences on the marked video quality.
However, α is also a key factor that impact the quality of

FIGURE 6. The EDAR of proposed 3D RDH comparison with [21].
(a) coastguard. (b) foreman. (c) hall. (d) grandma.

the marked frames. Higher α means more information is
embedded into the frames and high distortion. To indicate
the concealment performance with different α, the cases with
α = 1 and α = 5 are compared with the limitation case. Fig.7
shows the PSNR values comparison of marked frames with
the decoded frames in the proposed method, and it shows the
PSNR values with α = 1 is near the limitation.

C. PERFORMANCE OF ERROR CONCEALMENT
1) ERROR CONCEALMENT PERFORMANCE COMPARISON
The error concealment performance is one of the most impor-
tant features for this scheme. In mobile cloud environment,
the packet lost rates (PLRs) can reflect all the channel states
of the whole transition procedure. To simulate the transmis-
sion errors, different random intra-frame PLR are applied to
each intra-frame, such as 0.05, 0.10, 0.15, 0.20 and 0.30.
For every PLR, the performance is measured in terms of
PSNR between original video sequence and concealed video
sequence. The concealment performance comparison is taken
with [7] and [14]. The PSNR performance comparisons of
concealed frames are shown in Fig.8 and in both the cases
α = 1 and α = 5 are considered. According to Fig.8, the error
concealment performance in this proposed scheme is signif-
icantly better. Especially, with α increasing, the corrupted
frames are fully concealed approximately. For the scheme
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FIGURE 7. The PSNR values comparison of marked frame with the
limitation. (a) grandma. (b) akiyo. (c) hall. (d) foreman. (e) silent.
(f) coastguard.

FIGURE 8. PSNR comparison of concealed frames. (a) grandma. (b) akiyo.
(c) hall. (d) foreman. (e) silent. (f) coastguard.

in [7] and [14], correlation between the cover MB and its
MV is stationary, and they can not resist continuous errors.
In contrary, the embedding location of each MB is random in
our proposed scheme, the corrupted MBs can be concealed in
most cases.

Fig.9, Fig.10, and Fig.11 shows the visual quality of
original frame, error frame, concealed frame in coastguard ,
grandma and hall sequences with PLR 0.2 and α = 1
respectively. In this paper, all the errors caused by channel
are occurred randomly and the corrupted frames are shown

FIGURE 9. Visual quality comparison for the coastguard sequence with
PLR 0.2 and α = 1. (a) original. (b) error. (c) conceaed.

FIGURE 10. Visual quality comparison for the grandma sequence with
PLR 0.2 and α = 1. (a) original. (b) error. (c) conceaed.

FIGURE 11. Visual quality comparison for the coastguard sequence with
PLR 0.2 and α = 1. (a) original. (b) error. (c) concealed.

FIGURE 12. Visual quality comparison for the coastguard sequence with
PLR 0.2 and α = 5. (a) error. (b) conceaed.

FIGURE 13. Visual quality comparison for the grandma sequence with
PLR 0.2 and α = 5 . (a) original. (b) error.

in Fig.9 (b), Fig.10 (b) and Fig.11 (b). The visual quality of
the concealed frames is shown in Fig.9 (c), Fig.10 (c) and
Fig.11(c).
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FIGURE 14. Visual quality comparison for the hall sequence with PLR
0.2 and α = 5. (a) original. (b) error.

FIGURE 15. MSE of concealed frames with different PLR.
(a) additivedisconceal. (b) foreman. (c) hall. (d) coastguard.

Further, the visual quality of concealment performance is
tested with α = 5. Fig.12 (a), Fig.13 (a) and Fig.14 (a) show
the error frames, and their original frames are the same as the
Fig.9, Fig.10 and Fig.11. Fig.12 (b), Fig.13 (b) and Fig.14 (b)
show the concealed frames with α = 5, the concealed frame
is similar in visual to the original frames.

2) MSE
PSNR denotes the peak SNR, it cannot reveal the distortion
intuitively. Mean square error (MSE) is usually explored to
capture the errors of every element, and it can reflect the
comprehensive errors in a frame. For an error concealment
scheme using RDH, the distortion may be generated both in
the procedure of embedding and concealment. Without loss
of generality, the original and the concealed frame with size
N1 × N2 are denoted as fo and fc, and the pixels in them
are denoted as Pcij, i = 1, 2, · · · ,N1, j = 1, 2, · · · ,N2, and
Poij, i = 1, 2, · · · ,N1, j = 1, 2, · · · ,N2. The concealment
distortion is defined as

Dcd =
1

N1 × N2

∑
i,j

(Poij − Pcij)2 (29)

For the scheme in this paper, the quality of the concealed
frames is controllable by tuning the number of duplicate
copies. However, the concealment performance is mainly
decided by the error concealment method. As we can see,
the PSNR values and the visual quality can reflect the con-
cealment performance, but they cannot reveal the detailed

distortions in a frame. The MSE is the mean square value
of distortions for all the pixels, also it can amplify the
great distortion and reduce the low distortion. To explain the
distortion of the concealment frames, Fig.15 shows the MSE
of concealed frames with different α values and different
videos. The MSE values of almost all the video sequences
will achieve a steady performance with the repeating fre-
quencies increasing. Also, for the test video foreman, hall,
and coastguard , most of the MSE values are lower in the
proposed scheme than those in [7] and [14]. Actually, since
MVs are embedded randomly, the concealment performance
of proposed scheme is better than that in [7] and [14] with
high probability. In addition, under the hypothetical case
that marked data is extracted correctly, the concealment
performance is mainly decided by the correlation between
the embedding locations and the error locations, and then,
the random state of channel makes the concealment perfor-
mance different every time.

V. CONCLUSION
For video communication, RTE under mobile cloud environ-
ment is a challenging problem. In this paper, a 3D RDH-
based video error concealment technique is proposed for
H.264 codec. At the encoder side, every three adjacent AC
coefficients are counted to be a triple, andMVs are embedded
in triples by shifting the triples. The proposed 3D RDH is
utilized to embed the MVs into QDCT coefficients randomly.
At the decoder side, MVs are extracted and recovered to
conceal the corrupted MBs. Meanwhile, the marked data is
controllable by tuning the number of duplicate copies, and
then, both the concealment and embedding performance are
adjustable correspondingly. The experimental results show
that the scheme can benefit from creating duplicate copies
and random embedding locations, and also the proposed high
capacity 3D RDH. By using the proposed 3D RDH method,
not only rich space are utilized to embed more marked data,
but also it can improve the computational efficiency in cloud
environment. How to take advantage of the 3D space char-
acteristic to exploit a more suitable histogram modification
should be researched in the future. Also, the error conceal-
ment scheme should be improved to achieve fewer embed-
ding bits and better concealment performance for the mobile
cloud environment.
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