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ABSTRACT Automatic defect inspection is attractive for high-quality workpiece manufacturing with
irregular contours in order to achieve high accuracy and no contour defect. Thus, a novel image alignment-
based feature matching algorithm framework is proposed in this paper. It can be used to solve the specified
pixel-level defect detection and location problems for workpieces with irregular contours. A new forensic
hash is first generated by extracting the scale, position, and main orientation information of feature points.
Since the forensic hash is invariant to rotation, translation, and scaling, it is used for feature matching.
A feature matching method based on a robust cascade estimator is proposed second to establish an
accurate correspondence between the test image and reference image according to the obtained image
hash and a parameter space voting mechanism. Third, the matched feature points are used to estimate the
similar transformation parameters to achieve an accurate image alignment. Finally, image difference and
morphological technique are used to locate the contour defect. Experimental results demonstrate that the
proposed algorithm can effectively detect and locate small contour defects in irregular stamping workpieces.

INDEX TERMS Visual inspection, irregular contour, feature matching, image alignment.

I. INTRODUCTION
With the rapid development of manufacturing technology,
mechanical workpieces with irregular contours have been
widely used in many industrial areas, such as aerospace, auto-
motive vehicles, medical instruments, shipbuilding indus-
tries, etc. Nowadays, most workpieces with irregular contours
can be automatically manufactured by employing a punch-
ing machine; however, the quality inspection is still carried
out manually or through experts’ subjective evaluation. The
drawbacks of manual inspection are slow, costly and inaccu-
rate duringmassmanufacturing process [1], [2]. The common
defects including contour loss have limited their further appli-
cations in many manufacturing industries. Furthermore, four
difficult problems are unavoidable during manually inspec-
tion: 1) the evaluation criteria may be different because of
different experts; 2) valuable quality information may be lost
which can be used to perform a ‘‘big-data’’ analysis so that
the statistical features of quality information in predefined

production batch can be illustrated; 3) small contour defects
may be ignored; 4) defects cannot be accurately located in
order to help the maintaining of production equipment in
time. Thus, how to simultaneously achieve high efficiency
and high production rate is a great challenging issue for
producing high-quality workpieces with irregular contours.

Generally, the automatic contour quality inspection
through visual sensors can be divided into three categories:
1) contour feature analysis method; 2) shape matching
method; 3) image registration method. The first one describes
the irregular contour by geometrical features such as length,
diameter or distance. In this way, the contour can be projected
into one dimensional feature space; therefore the gradient
analysis can be used to detect contour defects. The second
one compares the shape of the defective workpiece with a
standard template and calculates the similarity of the two
contours [8]. The third one compares the defective work-
piece image with the reference image so that the difference
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image will display certain contour defects [9]. Unfortunately,
the shortcomings of regular contour defect detection methods
prevent them from fulfilling the tasks under the requirement
of detecting irregular free-form contour defects [3]–[5].

A few of pioneering studies have been carried out to solve
this problem. Fernández, et al. proposed a machine-vision-
basedmethod to detect contour defects of inserts. Themethod
can determine if there are edge brokens without requiring
reference images of intact inserts [6]. Maddala et al. [7] pro-
posed a vision-based measurement approach to detect small
defects of the subsequent wear of pills by measuring the
radius of the inner and outer rings of pills’ contour. In [6]
and [7], the defects of regular contour are recognized by using
priori knowledge of the regular shape. It means the defects
can be detected by analyzing the geometrical features such as
length and diameter. However, these methods still cannot be
applied directly on the irregular contours. Therefore, some
researchers have tried to apply template matching methods
based on shape similarity [10]. Normally, two images are
required for template matching, one is the reference image,
and the other one is the test image. Irregular contour defects
can be detected by comparing the shape similarity of contours
between two images [11]. Hausdorff distance is a popular
similarity metric used in shape matching which can be cal-
culated without explicit point-sets correspondences, but it
is sensitive to noises and variations [12]. Some structure
features such as curvatures and lengths are often employed
to represent the shape, based on these structural features,
the overall matching similarity is calculated to evaluate the
contour integrity. However, the global-structure-basedmatch-
ing is less sensitive to local deformations or defects. Mean-
while, the precise shape defect detection is difficult because
the shape does not possess a unique and stable geometric rep-
resentation [13]. Monga, et al. proposed an image changing
detection framework that employs salient feature points and
Hausdorff distance to compare two images. It’s robust to most
benchmark data, which motivates this study [14]. In order to
refine the feature description to improve the accuracy, the
boundary-descriptor approach is introduced. The boundary
descriptor is robust to rotation, translation, scaling and some
other changes [15]. To reduce thematching complexity, Yang,
et al. introduced a novel shape descriptor with robust interest
point detection. However, some information of small contour
defects is lost [16]. Therefore, the method can only solve the
problem with obvious defects, it is difficult to distinguish and
locate small differences in an irregular contour.

Some researchers have proposed to use image registra-
tion techniques to deal with small defects detection prob-
lems [17], [18]. Two main challenges for image registration
techniques are: 1) the reference image and each test image
are usually subject to similar transformation, which makes
the two images cannot be well aligned. 2) The intensity of
reference image and test image are not exactly the same
because the pose of each workpiece relative to the camera
and light source is not exactly the same. Therefore, in the
original research of Lowe, a reliable feature-based matching

method is proposed to provide control points between image
pairs [19]. Goncalves et al. [20] improved Lowe’s method by
adding image segmentation technology to reduce the displac-
ing of control points from their true positions, so that more
correct matching points will lead to more accurate image
registration results. Because the outliers are unavoidable dur-
ing the image matching process, a classical method, Random
Sample and Consensus (RANSAC) is usually applied to guar-
antee a correct matching result. Melegy proposed a model-
wise and point-wise RANSAC method for robust regression
and outline detection [21]. But thismethod is computationally
complex, and the accuracy depends on a large number of
parameters. To address this issue, Ma, et al. proposed a non-
parametric model-based method based on Progressive Vector
Field Consensus (PVFC) [22]. However, the method requires
a large putative correspondence set which may lead to inac-
curate matches. Xiang et al. [23] designed a vector-angle
based (VA) algorithm for unconstrained many-objective opti-
mization. The method can improve the matching speed but
require more sufficient relevant data. Pun et al. [24] pro-
posed a color image alignment-based multi-region matching
scheme to precisely locate the differences between images
tampering localization. The method firstly segment an image
into sufficient regions, and then generate an image hash by
encoding color and position information from each region,
in order to meet the compactness of relevant data.

To meet the requirement of defect detection of free-
form contours, a novel defect detection framework for pla-
nar products with irregular contours is proposed in this
paper. An image alignment-based feature matching algorithm
framework is proposed to generate an accurate, pixel-level
defects localization result. The scale, position and main ori-
entation of each point are used as a compact feature repre-
sentation [26]. The proposed algorithm framework initially
establishes the correspondence between the test and refer-
ence image. Then a robust cascade estimator based on the
main orientation of the image hash and parameter space
voting mechanism is presented to estimate the parameters
of similar transformation in order to align images. Finally,
image difference and morphological technique are utilized to
remove the pseudo-defects and only keep the real defects. The
contribution of proposed framework is as follows:

1) An image alignment-based feature matching method is
proposed as a robust registration strategy between the
reference and test image. A novel cascade estimator
is designed to obtain more accurate feature matching
result in order to estimate the similar transformation
parameters for image alignment.

2) A robust image defect detection and location approach
is proposed. The residual pseudo-defect after image
difference between the reference and test image can
be removed by using morphological technique, and the
real irregular contour defects can be accurately detected
and located.

3) A complete visual inspection system and algorithm
framework is proposed for the contour defect detection
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FIGURE 1. Contour defects visual detection system for irregular metal
stamping workpiece.

of irregular stampings. Furthermore, the proposed algo-
rithm framework shows good adaptability to various
irregular metal products.

The rest of the paper is organized as follows. Section II
focuses on the visual inspection system for irregular contour
defects detection. Section III explains the defect detection
algorithm framework, which includes feature extraction and
rough matching, a robust cascade estimator, image alignment
and contour defects location. The experiments and analysis
of the results are elaborated in Section IV. Section V provides
the final conclusion and future works.

II. VISUAL INSPECTION SYSTEM FOR IRREGULAR
CONTOUR DEFECTS
To realize the automatic defect detection, a visual inspection
system is designed. Compared with manually defect detec-
tion, the designed visual inspection system has the following
advantages, such as non-contact, high efficiency, low cost
and more accurate. It is specially designed for small contour
defects detection of irregular stamping workpieces, its struc-
ture is shown in Fig. 1.

The visual inspection system consists of four parts: image
acquisition subsystem, image processing subsystem, control
subsystem and execution subsystem. The image acquisition
subsystem includes high-precision industrial camera, planar
backlight source and camera carrier mechanismwithmultiple
degrees of freedom. Where the industrial camera is MER-
500-14GM with a resolution of 2592 × 1944 pixels and
the lens’ focal length is 16mm. The height of the camera
carrier can be adjusted to keep the distance from the camera
to the workpiece to be about 280mm forming a view field
about 124mm × 93mm on the detection plane. A bright red
planar backlight source is selected to improve the contrast
between background and target workpiece in order to ease
the detection of contour defects. Meanwhile, the way of back
illumination can also avoid reflection from metal parts. The
size of planar backlight source is 160mm×160mm. The image
processing subsystem is composed of an image processing
computer and image processing software. The control sub-
system consists of a PLC controller, sensors, a motor and its
driver, electrical accessories, etc. The execution subsystem
includes a spin vibrating sieve, two conveyor belts, a rotating

FIGURE 2. Visual inspection system for detection of irregular contour
defects.

disk and pneumatic actuators. Some specific snapshots of the
visual inspection system are shown in Fig. 2.

The workflow of the visual inspection system is shown
in Fig. 3. After startup, the frequency of the spin vibrating
sieve is adjusted to 12 Hz. The workpiece to be detected
are initially transported to the low speed conveyor belt one
by one and then to high speed conveyor belt. By this way,
workpieces are evenly sent to the rotating disk because of the
speed difference of the two adjacent conveyor belts.

When a workpiece is passed through the electromagnetic
induction sensor in front of the camera along the direction
of rotation, the sensor will send a workpiece arrival signal to
the PLC controller. Then the PLC computes a suitable time
interval according to the predefined speed of the rotating disk
and the distance between the sensor and the camera. The PLC
immediately sends an image capturing trigger signal to the
camera, so that the image of the workpiece can be captured
by the camera. The captured image is transmitted to the image
processing computer. The image processing algorithm frame-
work proposed in this paper is utilized to identify defects
of the workpiece. When the number of qualified workpieces
reaches a predefined number, the controller sends a signal to
control conveyor belt A to move a given distance to make all
the qualified workpieces collected by the empty storage box
under the discharge gate.

III. VISUAL INSPECTION SCHEME FOR IRREGULAR
CONTOUR DEFECTS
The proposed visual inspection algorithm framework con-
sists of three parts: 1) feature extraction and rough matching
of feature points, 2) transformation parameters estimation,
3) image alignment and contour defects location. Feature
extraction is implemented by using the scale-invariant trans-
formation (SIFT) algorithm. Furthermore, a robust image
hash expressed as h is built as the feature descriptor, which
has shown superior performance for the scaling, rotation
and translation invariance of the feature points. After feature
extraction, the rough matching of feature points is realized
through calculating similarity of feature descriptors. The
similar transformation parameters are estimated by using a
cascade estimator combined with the orientation of h and
parameter space voting mechanism. The proposed cascade
estimator can optimize the matching of feature points to
obtain a more accurate correspondence between two images.
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FIGURE 3. Flowchart for detection of irregular contour defects.

Image alignment is achieved by making use of the similar
transformation matrix and robust image hash. Finally, the
irregular contour defects are located by the image difference
and morphological technique after image alignment. The
algorithm framework is illustrated in Fig. 4.

The reference image and test image mentioned in this
paper are both in BMP format, and the reference image is an
image of a qualified irregular stamping workpiece captured in
advance, the test image is captured after the camera receives
a real-time trigger signal.

A. FEATURE EXTRACTION AND ROUGH MATCHING
Feature extractionmainly includes constructing a scale space,
detecting scale space extremum, determining the feature
point orientation and generating a description of the feature
point. A scale space of an image can be described by the
following equation:

L(x, y, σ ) = G(x, y, σ ) ∗ I (x, y) (1)

where the sign ‘∗’ is the convolution of the Gaussian function
G(x, y, σ ) and image I (x, y), σ is the scale space factor, L is
the gauss scale space of the image. The Gaussian function is
represented as:

G(x, y, σ ) =
1

2πσ 2 e
−(x2+y2)/2σ 2 (2)

FIGURE 4. The overview framework of the proposed algorithm.

However, in real applications, the difference-of-Gaussian
(DoG) operator is regarded more efficient, which can be
described as:

D(x, y, σ ) = |G(x, y, kσ )− G(x, y, σ )| ∗ I (x, y) (3)

D(x, y, σ ) = L(x, y, kσ )− L(x, y, σ ) (4)

Moreover, the classic idea of voting in a parameter space
has been used for a long time in Hough transform [27], which
motivate our methods. The extrema in DoG scale-space are
detected as feature points of an image. The position (x, y)
and the scale σ information can be firstly extracted. Secondly,
to achieve invariance to rotation, the orientation is specified
for each feature point by considering the gradient direction
distribution of the neighboring pixels around the feature point
(x, y). The gradient direction is defined as:

θ (x, y) = arctan((L(x, y+ 1)− L(x, y

− 1))/(L(x + 1, y)− L(x − 1, y))) (5)

where, the peak angle in the orientation histogram is treated
as the main orientation of the feature point. Thus, a four
dimensional vector (x, y, θ, σ ) can be obtained, which is a
robust image hash to represent the feature point. After acquir-
ing each feature point representation, the next thing is to
generate the corresponding descriptor for each feature point.
According to SIFT algorithm [19], a 16 × 16 neighborhood
region around the feature point is divided into four 4 × 4
sub-regions. For every sub-region, an orientation histogram
with 8 bins is created. A descriptor vector of 128 dimensions
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FIGURE 5. Illustration of correspondences between the correctly matched feature point pairs of the reference and test images.

can be acquired by composing the orientation histograms
of 16 sub-regions into one column.

In our application, we denote the reference image and test
image as Ir and It . Therefore, if there are Kr and Kt feature
points in Ir and It respectively, then image matching will
be performed based on the Euclidean distance between Kr
and Kt dimensional vectors [17]. Furthermore, the matching
result need to be refined in order to remove the replication
and false matched feature point pairs depending on certain
parameter constraints. However, these parameter constraints
are usually different for different reference and test images.
Therefore, a robust parameter estimation method is needed.

B. FEATURE MATCHING AND PARAMETER ESTIMATING
BASED ON ROBUST CASCADE ESTIMATOR
As aforementioned, the reference image and the test image
need to be aligned through 2-D geometric transformation.
According to the system setup shown in Fig. 2, geometric
transformation can be approximated by similar transforma-
tion. After a rough feature matching, a robust consistent
linear correspondence between every matched feature point
pairs can be applied for estimating similar transformation
parameters, as shown in Fig. 5.

In Fig. 5, the red and purple points represent the feature
points detected in the reference and test images, respectively.
Feature points in the reference image are denoted as u′i, i =
1, . . . , n, and the corresponding feature points in the test
image are denoted as ui, i = 1, . . . , n. The correspondences
between the two feature point sets are represented by the
dotted lines in Fig. 5.

Since a correct feature point matching results in a con-
sistent correspondence subject to similar transformation
between the two sets of feature points, therefore give a pair of
matched feature points, u = (xr , yr ) and u′ = (xt , yt ), satisfy: xr

yr
1

 =
 g cosα −g sin(α) Tx
g sin(α) g cosα Ty

0 0 1

  xt
yt
1

 (6)

In Equation(6), α,Tx ,Ty, g are similar transformation
parameters. To estimate those parameters, a novel cascade
estimator based on feature matching and parameter estimat-
ing is proposed. Based on the rough feature matching result,
the cascade estimator firstly projects the spatial coordinate
into a quantified parameter space. Then a voting mecha-
nism is introduced in order to obtain the optimal similar

transformation parameters. Given the consideration that false
matched feature points may have a great impact on the voting
result; the main orientation of the feature points is introduced
into the voting process. Detailed description of the cascade
estimator is as the following.

Suppose for image I , after using SIFT feature detection
algorithm, a set of feature points can be acquired as uI (x, y) =
{ui}

NI
i=1, where NI is the number of feature-points in Image I .

Every feature point in the set uI (x, y) can be represented by a
four dimensional vector (x, y, θ, g). Therefore, the set uI (x, y)
can be used to form a global vector hI = {(xi, yi, θi, gi)}

NI
i=1,

which can be considered as an image hash and used in the
cascade estimator.

According to Equation (6), the following relationship can
be acquired:

xr − Tx
yr − Ty

=
xt cosα − yt sinα
xt sinα + yt cosα

(7)

Furthermore, Equation (7) can be rewritten as:

Tx =
xt cosα − yt sinα
xt sinα + yt cosα

(Ty − yr )+ xr (8)

Ty =
xt sinα + yt cosα
xt cosα − yt sinα

(Tx − xr )+ yr (9)

It means that the image coordinate system can be projected
to a parameter space coordinate system of α × Tx × Ty. For
a fixed value of α, Equation (8) and Equation (9) indicate
that every pair of matched feature points corresponds to two
lines in the parameter space. Therefore, a line cluster can be
formed by using all the matched feature point pairs, and the
parameter vector α × Tx × Ty can be initially obtained by
finding the mostly intersected points in the parameter space
as shown in Fig. 6.

In Fig. 6, each pair of feature point coordinates (xt , yt ) and
(xr , yr ) votes for a line in the quantized 2D parameter space.
Actually, (8) and (9) represent the same line in different ways.
Therefore, each matched feature point pair is used twice in
the estimation process. During the voting process, lines that
do not intersect at the peak should be discarded. Whilst, lines
intersecting at the correct peak generated by false matched
pairs should also be disregarded in order to avoid forming
the false peak in the parameter space. Based on this consid-
eration, the main orientation of feature points is introduced
into the voting mechanism to form a cascade estimator. The
difference 1θ = θr ′ − θt ′ between the main orientation
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FIGURE 6. A slice of the parameter space when α = 1.

of image hashes ht ′ and hr ′ is calculated. In the cascade
estimator, it is required that1θ should satisfy |1θ − α| < Tα
where α is the rotation value. By using the cascade estimator,
some false matched feature point pairs can be eliminated,
so that the voting peak in the parameter space can be located
more accurately. To refine the estimation accuracy of the
similar transformation parameters, the remaining matching
pairs

((xt(i), yt(i)), (xr(i), yr(i))), N ≤ min(Kt ,Kr )i ≤ N

and the vector (α,Tx ,Ty) are used again to estimate the
similar transformation parameters, where N is the num-
ber of the remaining matching pairs after using the cas-
cade estimator. Specifically, the translation vector between
each pair of matched feature points satisfied the following
relationship:

(Tx(i),Ty(i))

= ((
xt(i) cosα − yt(i) sinα
xt(i) sinα + yt(i) cosα

(Ty − yr(i))+ xr(i)),Ty) (10)

(Tx(i),Ty(i))

= (Tx , (
xt(i) sinα + yt(i) cosα
xt(i) cosα − yt(i) sinα

(Tx − xr(i))+ yr(i))) (11)

Where, (Tx(i),Ty(i)) is the translation vector. Meanwhile,
every matched pair should also satisfy:

xr(i) = xt(i)g(i) cosα(i) − yt(i)g(i) sinα(i) + Tx(i) (12)

yr(i) = xt(i)g(i) sinα(i) + yt(i)g(i) cosα(i) + Ty(i) (13)

Solving Equation (12) and Equation (13) by employing
ai = g(i) cosα(i), bi = g(i) sinα(i):

ai =
yr(i)yt(i) + xr(i)xt(i) − xt(i)Tx(i) − yt(i)Ty(i)

x2t(i) + y
2
t(i)

(14)

bi =
xt(i)yr(i) − xr(i)yt(i) + yt(i)Tx(i) − xt(i)Ty(i)

x2t(i) + y
2
t(i)

(15)

Where tanα(i) equals to bi/ai. The α(i) for each
pair of matched feature points are estimated as the
following:

α(i) = arctan(
xt(i)yr(i)−xr(i)yt(i)+yt(i)Tx(i)−xt(i)Ty(i)
yr(i)yt(i)+xr(i)xt(i)−xt(i)Tx(i)−yt(i)Ty(i)

) (16)

Once α(i) is obtained, (17) can be used to estimate g(i):

g(i) =
1
2

xr(i) − Tx(i)
xt(i) cosα(i) − yt(i) sinα(i)

+
1
2

yr(i) − Ty(i)
xt(i) sinα(i) + yt(i) cosα(i)

(17)

The N parameter vectors (α(i),Tx(i),Ty(i), g(i)) can be
obtained through the above process by using Nmatched fea-
ture point pairs and the initial voting result of (α,Tx ,Ty) in
the parameter space. The more robust similar transformation
parameters can be obtained by taking the average of the N
parameter vectors:

(α,Tx ,Ty, g) = (α(i),Tx(i),Ty(i), g(i)) (18)

As stated in the reference [24], the direct estimation of g
is unreliable due to the replication of the matched pairs. But
the replications of matched feature point pairs are helpful for
estimating α. Therefore, in the proposed cascade estimator,
the replication of matched feature point pairs are maintained,
and the information of image hash including spatial position
of feature points and their main orientations are considered to
make the estimation of α more reliable. Finally, the g can be
estimated after using the cascade estimator.

C. IMAGE ALIGNMENT AND CONTOUR DEFECTS
LOCATION
Obtained the similar transformation parameters (α,Tx ,Ty, g),
the transformation matrix can be reconstructed according to
Equation (6) as the following:

T =

 g cosα −g sinα Tx
g sinα g cosα Ty

0 0 1

 (19)

Therefore, to align a feature point u′ = (xt , yt ) in the
reference image to a feature point u = (xr , yr ) in the test
image, we can apply the following equation:

Denote the image obtained from the reference image after
alignment according to Equation (20) as Irm(x, y). xr

yr
1

 = T

 xt
yt
1

 (20)

To extract the contour defects, the difference between the
real test image It (x, y) and the image Itm(x, y) is calculated
as:

dt,tm(x, y) =

{
1 |It (x, y)− Itm(x, y)| > TH
0 others

(21)

where TH is a predefined threshold, dt,tm(x, y) can be
treated as a binary image which contains contour defects,
edge differences and pseudo-defects because of the tiny thick-
ness varying or shape varying between different workpieces.
Therefore, morphological opening operation is introduced
to remove the pseudo-defects, in order to ensure accurate
extraction and location of the real irregular contour defects.
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TABLE 1. Feature matchin g statistics.

FIGURE 7. Analysis results of the difference operation and morphological
operation (a) difference image after image alignment (b) the binary image
of contour defects after thresholding (c) contour defects after using
morphological operation.

FIGURE 8. Irregular stamping workpieces.

The experimental results of the difference operation and mor-
phological operation are shown in Fig. 7.

In Fig. 7 (a) and (b), both pseudo-defects and real defects
are presented. After using the morphological operation, the
pseudo-defects are removed and only the real defects are
retained in Fig. 7 (c).

IV. EXPERIMENTAL RESULTS AND ANALYSIS
To verify the effectiveness of the proposed algorithm frame-
work, the images of stamping workpieces with different con-
tour defects are collected, as shown in Fig.8. The thickness
of the stamping workpieces is around 3.2mm, and the image
resolution is 2592× 1944. Fig. 8 (a) is an image of the stan-
dard stamping workpieces, (b)-(d) are images of stamping
workpieces with different contour defects,

where the defects are highlighted with red marks in each
image. For every irregular stamping workpiece, the detected
feature points including their position, scale and the main
orientation are shown in Fig. 9.

As shown in Fig. 9, the size of the red circle in the image
is proportional to the scale of a feature point, the arrow line
indicates the orientation of a feature point.

FIGURE 9. Feature detection results.

Since one of our contribution is improving the SIFT algo-
rithm based on the robust cascade estimator to achieve robust
image alignment, the performance of the improved algorithm
is compared to the typical algorithms described in [21], [23],
and [25] in the following experiments. As shown in Fig. 10,
feature matching results in column (d) have the most correct
connections between the two corresponding feature point sets
of the reference image and test image.

It indicates that the proposed algorithm in this paper can
achieve more accurate feature matching result than the algo-
rithms proposed in [21], [23], and [25], so that the proposed
algorithm can be used to acquire more accurate estimation of
the similar transformation parameters. Furthermore, another
25 test images are used to evaluate the performance of the
above algorithms, the average feature matching and mis-
matching results are shown in TABLE 1.

As shown in TABLE 1, although the algorithms
in [21], [23], and [25] can find more matching point pairs,
but the number of false matches is also high. On the contrast,
the proposed algorithm can find less matching point pairs, but
every point pair can be matched correctly. Therefore, the pro-
posed algorithm is more suitable for establishing an accu-
rate correspondence between the test image and reference
image.
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FIGURE 10. Feature matching. (a) Algorithm referenced in [21] (b) VA algorithm in [23] (c) FLANN algorithm in [25] (d) The
proposed algorithm.

FIGURE 11. Result of image alignment (a) test image (b) reference image
(c) results of applying similar transformation on the reference image.

After acquiring the matched feature point pairs, the similar
transformation parameters (α,Tx ,Ty, σ ) can be estimated
according to Equation(17)-(19). To achieve an accurate align-
ment of the test image and the reference image, the estimated
similar transformation can be applied to the reference image,
in order to the make the workpiece in the reference image
have the same orientation as the one in the test image as
shown in Fig.11.

According to Equation (21), image difference is firstly
performed between the test image and the transformed refer-
ence image. Then, thresholding operation is performed on the
difference image, so that a binary image with contour defects
and pseudo-defects can be obtained.Morphological operation
is finally employed on the binary image to remove pseudo-
defects. A large number of experiments have been carried
out, and some experimental results are shown in Fig. 12 and
Fig. 13.

TABLE 2. Defect detection performance on test samples.

As shown in Fig. 12 and Fig. 13, the proposed algorithm
framework can effectively realize the robust image alignment
and accurately identify the contour defect of irregular stamp-
ing workpiece. In order to further verify the effectiveness
of the proposed algorithm framework, more experiments are
carried out on a PC with Intel Core 3.6 GHz CPU and
8GB memory. 500 images with different contour defects are
collected. There are 100 defective images in these 500 test
images. The defect detection results are categorized as: 1) if
a stamping workpiece is correctly detected, then it is called
true positive; 2) if a qualified stamping workpiece is detected
as defective workpiece, then it is called true negative; 3) if
a defective stamping workpiece is detected as a qualified
workpiece, then it is called false positive. The true positive
rate TPr , true negative rate TNr , false positive rate FPr are
specifically defined as:

TPr =
x
N
; TNr =

y
N
; FNr =

z
N

(22)

Where N is the total number of samples, x, y, z are the
number of true positive, true negative and false negative,
respectively. In the experiments, the algorithms in [21], [23],
and [25] are usually difficult to obtain a correct alignment
result, leading to a low detection rate. However, the proposed
algorithm can achieve a detection result up to 97%, as shown
in TABLE 2. Small defects or noise interference may cause
false detection in the test images. In order to illustrate the
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FIGURE 12. The smaller irregular contour defects detection (a) the difference image (b) the binary image after thresholding (c) the
defect extraction result after the morphological operation (d) defects labeling.

FIGURE 13. Small irregular contour defects detection (a) the difference image (b) the binary image after thresholding (c) the
defect extraction result after the morphological operation (d) defects labelin.

superior performance of the proposed algorithm, the defect
detection results by using a contour matching method based
on Hu moments [28] are also listed in TABLE 2.

V. CONCLUSION
To assess the quality of products with irregular contours
more accurately and objectively, a visual inspection system
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based on an alignment-based feature matching algorithm
framework was proposed. A robust hash encoding of the
position, scale and main orientation information of each fea-
ture point was designed to represent the geometric distribu-
tion of feature point information. A robust image alignment
method based on feature matching was presented. To solve
the problem of false matching of traditional feature matching
method, a novel cascade estimator based on the main orien-
tation of image hash and parameter space voting mechanism
was proposed. Experimental results show that the proposed
algorithm framework can achieve an accurate feature match-
ing result, therefore the similar transformation parameters
can be estimated more accurately, which certainly helps to
realize a robust image alignment. Meanwhile, the proposed
algorithm framework shows strong adaptability, it is suitable
for a variety of irregular parts. Furthermore, by applying the
proposed visual inspection system, the quantization data of
contour defects and the image with the defect labeling can be
recorded to help discovering the malfunction of the produc-
tion equipment, which is helpful for improving the quality of
the product, as well as the maintenance of the equipment.
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