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ABSTRACT Several collaborative filtering (CF) approaches have been developed in order to improve the
quality of the recommendations. However, this improvement has always been measured as the average
quality of the performed recommendations across all the users. It has not been analyzed for each individual
user. In this paper, the existence of a more precise CF approach for each user is demonstrated. So, a novel
hybrid method that merges recommendations provided by different CF approaches based on a multi-class
classification algorithm is proposed. This classification is performed based on the user rating behavior.
Experiments have been carried out on the MovieLens and Netflix datasets. The experimental results
demonstrate an improvement on quality of both predictions and recommendations using the proposed hybrid
CF approach. In addition, experiments have compared state-of-the-art baselines with the results obtained by
the proposed approach.

INDEX TERMS Recommender systems, collaborative filtering, hybrid CF, KNN, matrix factorization.

I. INTRODUCTION
Recommender Systems (RS) [1] provide a relevant tool to
mitigate the information overload problem. RS act as a filter
that allows to pass the relevant information to the user and
blocks the irrelevant one. RS have been used to recommend a
wide variety of items [2]: movies, books, e-commerce, edu-
cational resources, etc. Collaborative Filtering (CF) [3] is the
most popular implementation of RS. CF recommendations
are computed based on the ratings that the community of
users has made over a set of items.

CF has been evolving during the last decade. Initial CF
implementations used a memory-based approach [4], [5],
i.e. recommendations were computed with methods that act
directly on the rating matrix. The most popular implemen-
tation was based on k Nearest Neighbors (KNN) algorithm:
a similarity metric was used to compute the k most similar
users with respect to an active one, and the recommenda-
tions were performed based on the favorite items of the
k neighbors. Several similarity metrics have been devel-
oped to improve the overall accuracy of the RS [6]–[9].
JMSD [6] has demonstrated to be one of the most accu-
rate similarity metrics, whereas other similarity metrics like
PIP [7] report better performance in cold-start situations
(new users or items of the RS with a low number of
ratings).

Nowadays, CF implementations are focused on model-
based approach. Recommendations are computed using
a model built from the rating matrix. Matrix Factoriza-
tion (MF) [10] models, such as Non-Negative Matrix
Factorization (NMF) [11], Probabilistic Matrix Factoriza-
tion (PMF) [12] or Bayesian Non-Negative Matrix Factor-
ization (BNMF) [13] , are the models that has achieved better
results in accuracy and performance. MF CF is more accurate
and more precise than KNN CF. Furthermore, MF CF pro-
vides a higher scalability than KNN CF. PMF [12], the main
reference in MF CF, factorizes the rating matrix into two
matrices that represent the users and items in a hidden k
dimensional latent space. Other factorization methods, such
as BNMF [13], have reported better performance than PMF.

The rest of the paper is structured as follows: Section II
contains the definition of the proposed method. Section III
includes the experiments design and empirical results to
measure the quality of the performed recommendations.
Section IV shows the related work and Section V encloses
the conclusions of this contribution and future work.

II. PROPOSED METHOD
A. MOTIVATION
Several CF based recommendation approaches have been
proposed in order to improve the quality of both predictions
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FIGURE 1. Star coordinates visualization of users on MovieLens 10M dataset. Axes vectors represent users’ features. Colors denote CF approach that
provides less prediction error.

and recommendations. MF CF has demonstrated its
superior performance against traditional KNN CF [14].
In general, MF CF reports higher overall accuracy and preci-
sion than KNN CF. This improvement is usually measured as
the average error of all the users. For example, to compute
the accuracy of an RS, the accuracy of each user of that
RS is computed and, after that, the accuracy values of the
whole users are averaged. This methodology provides the
global quality of an RS. However, the real impact of dif-
ferent recommendation approaches on each individual user
is not analyzed. If an RS approach reports higher accuracy
than another RS, does it mean that the recommendations
to all the users are more accurate with the first RS than
with the second one? As MF CF has demonstrated its
superior performance against KNN CF, does it means that
MF CF is the best recommendation approach for each user
of the RS?

To answer this question, the following experiment has
been designed. The quality of the predictions on MovieLens
10M dataset using different CF approaches have been mea-
sured. We have selected three distinctive CF approaches:
(a) MF-BNMF [13], a novel method to factorize rating
matrix with an understanding probabilistic meaning that
reports better accuracy and precision than traditional MF CF;
(b) KNN-JMSD [6], a similarity metric that performs
high accurate recommendations using KNN CF; and
(c) KNN-PIP [7], a similarity metric designed to improve
recommendation accuracy of cold start users. Then,
the users have been classified according to the recom-
mendation method that provides less prediction error.
36.5% of the tested users obtain more accurate predic-
tions using MF-BNMF, 40.5% using KNN-PIP and 23.0%
using KNN-JMSD. Finally, several features of each user
based on his/her rating behavior have been extracted
(these features are discussed in Subsection II.C.) and an
exploratory data analysis has been done using [15] to try

to understand the relevance of each studied feature to the
classification.

Fig. 1 shows a star coordinates visualization from the
exploratory data analysis in which the axes are placed so
that the scatter plot matches the Linear Discriminant Analysis
2D projection, which maximizes the separation between the
classes. The red axes vectors associated with each feature
show their direction and magnitude of influence to the sep-
aration of the classes. It is very clear that there is one cluster
for each CF approach: MF-BNMF users are positioned at the
bottom of the chart, KNN-JMSD users are located at the top-
right corner, and KNN-PIP users are placed on the left side of
the figure. These positions provide information on the main
features of the users of each cluster, through the red axes that
represent the users’ features.

KNN-PIP users have a high average in their ratings. This
happens because PIP is a KNN similarity metric designed
for cold-star users, that is, new users in the RS that only
rate their favorite items. KNN-JMSD and MF-BNMF users,
located on the right side of the chart, have a high singularity
in their ratings and/or a low rating average. MF-BNMF users
have higher completeness (a greater number of ratings) and
uniformity (ratings distributed uniformly into all plausible
rating values) than KNN-JMSD. This happens because MF
CF has better performance when the amount of information
about the users is higher.

B. HYPOTHESIS
Based on the experiment results shown in the Fig. 1, the
following hypothesis is formulated: The quality of the rec-
ommendations provided for a CF RS to a user depends on
both the goodness of the recommender and rating behavior of
the user. If this hypothesis is true, we can design a hybrid CF
that merges the recommendations of different CF approaches
based on the features extracted from the rating behavior of
the user who will receive the recommendations.

VOLUME 6, 2018 69583



F. Ortega et al.: Hybrid CF Based on Users Rating Behavior

FIGURE 2. User features values for MovieLens 10M dataset.

C. USER RATING BEHAVIOR
In order to classify the users of the RS to each rec-
ommendation method, some features of them need to be
extracted first. These features cannot be their ratings to the
items due to the high sparsity of the rating matrix (users
who have not rated any item in common cannot be com-
pared). So, user classification based on their rating behavior is
proposed.

User rating behavior will be defined using seven different
features extracted for the ratings of each user. These features
are:
– Completeness: It measures the number of items rated by

the user with respect to the total number of items. It can
be computed as:

compu =
#{i ∈ I

∣∣ru,i 6= •}
#I

(1)

– Ratings standard deviation: It measures the deviation of
the ratings from the mean that the user has made. It can
be computed as:

stdu =

∑
i∈Iu (ru,i − r̄u)

2

#Iu
(2)

– Rating average: It measures the average rating of a user.
It can be computed as:

avgu =

∑
i∈Iu ru,i
#Iu

(3)

– Skewness: It measures the asymmetry of the rating dis-
tribution about its mean. It can be computed as:

skewu =

∑
i∈Iu (ru,i − r̄u)

3#Iu
σ 3
u

(4)

– Kurtosis: It measures the tailedness of the rating distri-
bution of the user. It can be computed as:

kuru =

∑
i∈Iu (ru,i − r̄u)

4#Iu
σ 4
u

(5)

– Uniformity: It measures the inequality in the proportion
of votes of each plausible rating. It can be computed as:

uniu =
∑
k∈R

∣∣∣∣∣#{i ∈ Iu
∣∣ru,i = k }

#Iu
−

1
#R

∣∣∣∣∣ (6)

– Singularity: It measures the singularity of the ratings of
the user with respect to the average rating of each item.
It can be computed as:

sin gu =

∑
i∈Iu (ru,i − r̄i)

#Iu
(7)

Where I is the set of items, Iu is the set of items rated by the
user u, ru,i is the rating of the user u to the item i, r̄u represents
the average rating of the user u, σu denotes the standard
deviation of ratings of user u, r̄i represents the average rating
of the item i, R is the set of plausible ratings, • denotes the
absence of vote and # denotes the cardinality of a set.

Fig. 2 contains the bars diagram of the values of each
feature for MovieLens 10M dataset users. It is observed that
the selected features take a wide range of values for different
users of the dataset.

D. CF APPROACH CLASSIFIER
The hypothesis proposed in this work claims to find the
most suitable CF approach for each user based on his/her
rating signature. This is a multi-class classification problem
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in which the classifier receives as input the users’ rating
behavior and predicts the most suitable CF approach (each
CF approach can be interpreted as a class) for each user.

To perform this classification, we propose to use a multi-
class logistic regression [16]. This classifier has been trained
as explained in the sub-section III.A. The input of the clas-
sifier is a set of seven features extracted from the user rating
behavior described in section II.C. The output of the classifier
is the probability to belong to each class, i.e. the probability
that each CF approach is the most suitable for a user based on
his/her ratings.

FIGURE 3. RadViz visualization of the probability distribution returned by
the classifier for each MovieLens 10M dataset user.

Fig. 3 contains a RadViz visualization of the probability
distribution returned by the classifier for each MovieLens
10M dataset user. MF-BNMF, KNN- JMSD and KNN-PIP
have been used as CF approaches. Each user has been colored
according to the CF approach with the highest probability.
It is observed that there are more users with uncertainty about
his/her best CF approach, in the center of the chart, than with
a reliable CF approach, near the grey circumference. It is also
shown that KNN-PIP users are identified with more difficulty
than MF-BNMF or KNN-JMSD users. This is because on
MovieLens 10M dataset there are less cold-start users than
not cold-start ones.

E. COMPUTING RECOMMENDATIONS
The output of the classifier described in section II.D is a dense
vector that contains the probability that a user belongs to
each CF approach knowing the user rating behavior. Based on
these probabilities, the predictions computed can be merged
for each CF approach using weighted average aggregation.
The prediction r̂u,i of the item i for the user u can be computed

as follows:

r̂u,i =

∑
k∈CF θ

k
u r̂

k
u,i∑

k∈CF θ
k
u

(8)

Where CF is the set of CF approaches used on the hybrid
model, and θk,u is the probability that the user u belongs to
the CF approach k provided by the CF classifier.
Predictions computed on equation 8 are the predictions

provided by the hybrid CF proposed in the paper. The hybrid
CF can be classified as a weighted hybridization technique
according to Burke’s taxonomy [17]. These predictions can
be used to compute the recommendations for a user by select-
ing the items with a higher prediction value.

III. EXPERIMENTAL RESULTS
A. EXPERIMENTAL SETUP
Experiments will be performed using MovieLens 10M [18]
and Netflix [19] datasets. MovieLens contains 10,000,054
ratings from 69,878 to 10,677 items in a 5-star scale, with
half-star increments. Netflix contains 100,480,507 ratings
from 480,189 to 17,770 items in a 5-star scale.

The Hybrid CF based on Users Rating Behavior
(HCFURB) proposed in this work will be compared with
several CF approaches in order to validate the hypothesis of
subsection II.B. On the one hand, HCFURBwill be compared
with the CF approaches used to build the hybrid method,
i.e. MF-BNMF [13], KNN-JMSD [6], and KNN-PIP [7].
On the other hand, proposed method will be compared with
CombSum [20], a novel hybrid method that combines the
prediction of multiple CFmethods by aggregating them using
the summation operation. CombSum has been tested using
the same CF approaches than HCFURB.

FIGURE 4. Flow chart of experiments.

Perform recommendations using HCFURB requires the
training of both CF classifier and CF approaches. Fig. 4 sum-
marizes experimentation process. Initial dataset is split into
training and test users: training users will be used to train both
CF and classification methods and test users will be used to
measure the performance of hybrid model. Training users set
are again split into training and validation users: training users
will be used to obtain the most accurate CF approach for each
validation user and validation users will be used to train the
CF classifier. Once the CF classifier is trained, the probability
that a user belongs to a CF approach based on his/her rating
signature can be obtained for each test user. Predictions per-
formed for each CF approach will be aggregated based on this
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probability distribution to obtain hybrid predictions. Hybrid
predictions will be used to compute quality measures of
recommender systems. These experiments have been carried
out using CF4J [21], a Java’s CF library designed to carry out
experiments in research of CF RS. Table 1 summarizes the
main parameters used to perform these experiments.

TABLE 1. Main parameters used to perform experiments.

CF classifier is built using a multi-class logistic regres-
sion as explained in section II.D. This classification method
requires some parameters to work. These parameters have
been tuned to obtain the best classification accuracy.
Table 2 contains the parameters obtained for each dataset.
Classification step has been performed using Azure Machine
Learning Studio [22].

TABLE 2. Main parameters of logistic regression classifier used in the
experiments.

CF approaches selected for the hybrid model requires
several parameters to work. Table 3 contains the parame-
ters involved in recommendation process for each dataset.
These parameters have been tuned to maximize the quality
of both predictions and recommendations provided for each
CF approach.

B. QUALITY MEASURES
In order to analyze the behavior of HCFURB compared
to other CF approaches, the following quality measures
have been used: Mean Absolute Error (MAE) and the
Root Mean Square Error (RMSE) to measure the quality
of the predictions; precision, recall and normalized Dis-
counted Cumulative Gain (nDCG) to measure the quality of
recommendations.

TABLE 3. Main parameters of recommendation methods.

We define MAEu as the mean absolute difference between
the test ratings of the user u and the predicted ones:

MAEu =

∑
i∈Îu

∣∣ru,i − r̂u,i∣∣
#Îu

(9)

Where Îu is the set of the test items rated by the user u.
AndMAE as the averagedMAEu for all the users of the RS:

MAE =
MAEu
#U

(10)

We define RMSEu as the root mean squared difference
between the test ratings of the user u and the predicted ones:

RMSEu =

√√√√∑
i∈Îu

(
ru,i − r̂u,i

)2
#Îu

(11)

And RMSE as the averaged RMSEu for all the users of
the RS:

RMSE =
RMSEu
#U

(12)

We define precisionu@N as the proportion of the N items
recommended to the user u that are relevant to him/her:

precisionu@N =
#
{
i ∈ RNu

∣∣ru,i ≥ θ }
N

(13)

Where RNu is the set of N items recommended to the user u
and θ is the threshold to discriminate if a recommendation is
relevant or not.

And precision@N as the averaged precisionu@N for all
the users of the RS:

precision@N =
precisionu@N

#U
(14)

We define recallu@N as the proportion of relevant items
recommended to the user u with respect to the total relevant
items rated:

recallu@N =
#
{
i ∈ RNu

∣∣ru,i ≥ θ }
#
{
i ∈ Îu

∣∣ru,i ≥ θ } (15)

And recall@N as the averaged recallu@N for all the users
of the RS:

recall@N =
recallu@N

#U
(16)
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FIGURE 5. (a) Precision & Recall and (b) normalized Discounted Cumulative Gain (nDCG) of each recommendation method for MovieLens 10M dataset.

We define nDCGu@N as the normalized relevance of N
recommendations provided to user u based on its position in
the recommendation list:

DCGu@N =
N∑
p=1

2ru,xu,p − 1
log2(p+ 1)

(17)

IDCGu =
#Îu∑
p=1

2ru,yu,p − 1
log2(p+ 1)

(18)

nDCGu@N =
DCGu@N
IDCGu

(19)

Where xu,p is the item recommended at the p-th position if
items recommended to user u are sorted from higher to lower
prediction (r̂u,i) and yu,p is the item at the p-th position if test
items rated by user u (Îu) are sorted by its rating value (ru,i).
And nDCG@N as the averaged nDCGu@N for all the

users of the RS:

nDCG@N =
nDCGu@N

#U
(20)

C. EXPERIMENTAL RESULTS
HCFURB requires training the multi-class logistic regres-
sion classifier to compute the probability to perform recom-
mendations with each CF approach. This training process is
performed with the training ratings of the dataset as shown
in Fig. 4. Training data, which is split into training and valida-
tion sets, is used to perform predictions to each validation user
with each CF approach. The most accurate CF method for
each validation user is set as the user class. Table 4 contains
the number of validation users assigned to each CF method
during the experimentation phase for both tested datasets.
Fig. 1 contains a graphical representation of these users.
These experimental results confirm the hypothesis proposed
in this work: accuracy of each CF approach is conditioned
by the user rating signature. There is no CF approach that
improves the prediction accuracy for every user of the dataset.

Table 5 contains the MAE and RMSE values for both
MovieLens 10M and Netflix dataset. It is observed that
HCFURB provides more accurate predictions than any other
studied CF approach. HCFURB is significantly better than

TABLE 4. Number of validation users assigned to each CF method.

TABLE 5. Mean Absolute Error (MAE) and the Root Mean Square
Error (RMSE) of each recommendation method for both MovieLens
and Netflix datasets.

CF approaches used during the hybridization process in both
MovieLens 10M and Netflix datasets. Furthermore, proposed
method provides a slightly improvement in MAE and an
important improvement in RMSE with respect to CombSum
hybrid CF approach.

Fig. 5 contains the quality values for MovieLens 10M
dataset. Precision and Recall have been tested using the rel-
evance threshold at value 4 to discriminate if the test rating
is a positive or negative recommendation (θ = 4) in both
MovieLens 10M and Netflix datasets. We can observe that
HCFURB provides better precision & recall than other tested
CF approaches.

Moreover, HCFURB provides higher nDCG than
non-hybrid approaches and the same nDCG than CombSum
method. Fig. 6 contains the quality values for Netflix dataset.
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FIGURE 6. (a) Precision & Recall and (b) normalized Discounted Cumulative Gain (nDCG) of each recommendation method for Netflix dataset.

We can observe that HCFURB provides better precision &
recall and nDCG than any other tested CF approach. In brief,
HCFURB provides better recommendation accuracy than any
other tested baseline for both datasets.

Additionally, paired t-tests to confirm that the proposed
method improvement on the quality of both predictions and
recommendations with respect to CombSum baseline is not
due to random have been performed. In our experiments,
the null hypothesis considers that the quality of both hybrid
methods is the same, while the alternative hypothesis con-
siders that the quality of HCFURB is better than the quality
of CombSum. Table 6 contains the p-values of these t-tests.
As we see, the p-values obtained are all below the typical
significance level 0.05. Consequently, we can conclude that
there is statistic evidence for rejecting the null hypothesis and
accepting the alternative hypothesis, i.e. the improvement of
the quality of both predictions and recommendations made
by HCFURB with respect to CombSum hybrid CF approach
is statistically significant.

TABLE 6. p-values of paired t-test performed to compare HCFURB with
CombSum hybrid approach.

D. COMPLEXITY ANALYSIS
Experimental results show an improvement in both accu-
racy of predictions and quality of recommendations using
HCFURB. However, proposed method has a higher compu-
tational cost than the CF approaches that it combines. In this
section we study the computational complexity of HCFURB.

Compute predictions using HCFURB requires 3 stages:
(a) train the multiclass classifier to obtain the suitability of

a user to each CF approach; (b) train the CF approaches used
to perform recommendations; and (c) combine the output of
CF approaches to obtain the final predictions.

In the stage (a), a multi-class logistic regression is used.
The computational complexity of this classification algorithm
is O(U·N), where U is the number of users and N is the num-
ber of features. In our case, the number of features has been
fixed to 7 (subsection II.C), so the computational complexity
can be simplified as O(U ). The classifier can be trained once
when the RS is setting up. It can be updated later when new
ratings are incorporated into the RS.

In stage (b), 3 different CF approaches has been used:
MF-BNMF, KNN-JMSD and KNN-PIP. All these CF
approaches require a training phase in order to predict the
missing ratings of the rating matrix: MF based approaches
must compute the latent factors of the model and KNN based
approaches must compute the k nearest neighbors of each
user. The computational complexity of the training phase of
these CF approaches can be observed in Table 7. Computa-
tional complexity of MF-BNMF has been simplified due the
low value of F (around 10) and T (around 250) compared
with the number of users and items. Despite KNN-JMSD
and KNN-PIP have the same complexity, KNN-JMSD is
faster than KNN-PIP because its computation requires less
mathematical operations. All these CF approaches are inde-
pendent among them, so its training can be parallelized, and
the computational complexity of this stage is equal to the
worst computational complexity, i.e. KNN-PIP’s computa-
tional complexity (O(U2

· I )). CF approaches can be trained

TABLE 7. Computational complexity of CF approaches used in proposed
method. U is the number of users. I is the number of items. F is the
number of latent factors for MF. T is the number of iterations. K is the
number of neighbors for KNN.

69588 VOLUME 6, 2018



F. Ortega et al.: Hybrid CF Based on Users Rating Behavior

once when the RS is setting up. They can be updated later
when new ratings are incorporated into the RS.

In stage (c) the predictions of each CF approach are com-
bined according to the output of the classifier trained in
stage (a). On one hand, to get the suitability of a user to
each CF approach based on his/her rating behavior has a
computational complexity of O(1), assuming that the user
features have been previously computed. On the other hand,
the computational complexity of generating predictions to
a user using each CF approach is shown in Table 7. Like
in the stage (b), these calculations can be parallelized due
to the independence of each CF approach, so the computa-
tional complexity of this stage is equal to the highest one,
i.e. KNN-PIP or KNN-JMSD’s computational complexity
(O(K·I)).
In brief, total computational complexity of HCFURB is

O(U ) + O(U2
· I ) for training and O(K·I)) for compute the

rating prediction to a user.

IV. RELATED WORK
Hybrid CF has been widely studied by researchers to enhance
CF properties. Hybrid CF implementations try to merge the
advantages of different CF approaches to minimize their
drawbacks. Hybrid CF can be classified according to the CF
approaches used to perform hybrid recommendations [17].

Memory-based hybrid CF joins several memory-based CF
approaches. Reference [23] proposes to combine an item
similarity measure based on the KullbackLeibler divergence
with a user preference factor and an asymmetric factor
to distinguish the rating preference between users. Refer-
ence [24] uses an evolutionary multi-objective optimization-
based recommendation system to pull up a group of pro-
files to provide high performances in terms of both accu-
racy and diversity. Reference [25] uses Pareto dominance
to perform a pre-filtering process eliminating the less rep-
resentative users from the k-neighbors selection process
while retaining the most promising ones. Model-based hybrid
CF merges multiple CF models in a new one. Neural net-
works and fuzzy systems are popular models using in this
approach. Reference [26] proposes a hybrid method that
uses an item-based CF to handle data sparsity and scalabil-
ity problems. Case Based Reasoning combined with aver-
age filling is used to handle the sparsity of data set, while
Self-Organizing Map optimized with Genetic Algorithm per-
forms user clustering to reduce the scope for item-based
CF. Reference [27] introduces new recommendation methods
using Adaptive Neuro-Fuzzy Inference Systems, used for dis-
covering knowledge from users’ ratings, and Self-Organizing
Map clustering, enabling generation of high quality clusters.
Reference [28] presents a systematic mathematical defini-
tion of fuzzy RS including theoretical analyses of algebraic
operations and properties. They propose a novel user-based
hybrid CF method that integrates the fuzzy similarity degrees
between users based on the demographic data with the hard
user-based degrees calculated from the rating histories.

In the same way [29], designs a fuzzy hybrid multi-agent
RS, which uses an interval type-2 fuzzy sets to create user
models capable of capturing the inherent ambiguity of human
behavior related to diverse users’ tastes.

MF based hybrid CF incorporate additional data to the fac-
torization process coming from other CF approaches. Refer-
ence [30] combines ontology techniques and dimensionality
reduction technique to find themost similar items and users to
significantly improve the scalability of the recommendation
method.

In [31], authors present a model which not only considers
the items’ content information, but also the users’ demo-
graphic and behavior information to capture the users’ inter-
ests and preferences.

Reference [32] proposes a hybrid model, Collaborative
Topic Model for recommending scientific articles to users,
based on both items content and users’ ratings.

Reference [33] presents a hybrid CF model by
incorporating both event-based and user-based neighbor-
hood methods into matrix factorization to solve the prob-
lem of predicting users’ social influences on upcoming
events. Reference [34] describes a hybrid approach which
combines content-filtering techniques with a well-known
matrix factorization technique in the implementation of the
item-based CF algorithm to simplify as much as possible
the user task of selecting what program to watch on TV.
Reference [35] proposes a unified model for collaborative
filtering based on graph regularized weighted non-negative
matrix factorization. Two graphs are constructed on users and
items. The proposed method not only inherits the advantages
of a model-based method, but also owns the merits of a
memory-based method, which considers the neighborhood
information.

Finally, [20] studies the usage of meta search algorithms
to combine top-N recommenders into a hybrid model. They
study different rank aggregation methods that no require any
training or tuning process. They demonstrate that CombSum
aggregation is the best approach in each scenario.

V. CONCLUSIONS AND FUTURE WORK
In this paper we have designed a CF hybrid method
that merges recommendations provided by different CF
approaches based on a multi-class classification algorithm.
This classification is performed based on the user rating
behavior.

Experimental results demonstrate an improvement on the
quality of predictions and recommendations in all the studied
scenarios for both MovieLens and Netflix datasets. These
experimental results confirm the hypothesis formulated in
Section II.B: The quality of the recommendations provided
for a CF based RS to a user depends on both the goodness of
the recommender and the features of that user.

Furthermore, the proposed method may reduce the impact
of shilling attacks and profile injection attacks [36], [37].
These attacks introduce malicious ratings on an RS to
favor or disfavor the recommendation of specific items [38].
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How to introduce these malicious items is not trivial: RS
implementation details must be known in order to hack it.
Proposed method uses several CF approaches to perform
recommendations, so if one of them is attacked, the other
ones will still provide reliable recommendations. Moreover,
by classifying the users according to its more accurate CF
approach, attacks will only affect a small group of users.

This work opens a novel research line in hybrid CF recom-
mendations. The proposed model can be extended to incor-
porate more features to the users rating behavior to improve
the accuracy of the classification. Additionally, the proposed
model can be enhanced by includingmore CF approaches that
represent users not covered by the CF approaches used in this
work.
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