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ABSTRACT In recent years, deep learning’s revolutionary advances in speech recognition, image analysis,
and natural language processing have gained significant attention. Deep learning technology has become
a hotspot research field in the artificial intelligence and has been applied into recommender system.
In contrast to traditional recommendation models, deep learning is able to effectively capture the non-linear
and non-trivial user-item relationships and enables the codification of more complex abstractions as data
representations in the higher layers. In this paper, we provide a comprehensive review of the related research
contents of deep learning-based recommender systems. First, we introduce the basic terminologies and the
background concepts of recommender systems and deep learning technology. Second, we describe the main
current research on deep learning-based recommender systems. Third, we provide the possible research
directions of deep learning-based recommender systems in the future. Finally, concludes this paper.

INDEX TERMS Deep learning, recommender systems, deep learning-based recommender systems, machine
learning, terminology.

I. INTRODUCTION
In recent years, with the rapid development of sensor technol-
ogy, storage technology, computer technology, and network
technology, the explosion of data has become increasingly
intensified [1]. However, as the volume of data increases,
individuals have to face the problem of excessive information,
which makes it more difficult to make the right decisions.
This phenomenon is known as information overload [2].
Using the technique of artificial intelligence to obtain abstract
information from Big data and convert it into useful knowl-
edge is one of the core issues in big data analysis [3]. In order
to solve the problem of information overload, recommender
system emerges as the times require. Its main idea is to
analyze the user’s historical behavior and preference infor-
mation, establish a model, and automatically recommend the
items or products of interest to the user, then get a person-
alized list for the user [4]. The recommender system can
not only recommend items with similar preferences to the
user according to the user’s preference, but also can even
recommend unknown items of interest to the user without
user’s preferences. The recommender systems can alleviate

these problems by effectively finding users’ potential require-
ments and selecting desirable items from a huge amount of
candidate information.

The current research direction of recommender system can
be divided into three categories [5]: content-based recom-
mendation, collaborative filtering-based recommendation,
and hybrid recommendation methods. Content-based recom-
mendation methods make full use of the user’s profile and
description of the product to generate recommended items.
Collaborative filtering-based recommendation methods [6]
makes full use of the behavior information and preference
information generated by the user in the past without using
the user’s personal information and product description infor-
mation, such as the user’s rating of the item to generate
the recommended item. Hybrid recommendation methods [7]
seek to obtain the best recommendation results by combining
content-based recommendation methods and collaborative
filtering-based recommendation methods. As personal pri-
vacy issues are getting more and more attention from Internet
users, it has become more and more difficult to collect
user profiles for content-based recommendation methods.
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Collaborative filtering-based recommendation methods also
have some limitations. When the rating matrix is very sparse,
the recommendation accuracy usually drops very obviously.
More importantly, it cannot generate recommendations for
a new item that has not received user ratings. Therefore,
collaborative filtering-based recommendation methods make
use of some auxiliary information become irreversible, such
as commodity description information [8].

At the same time, in recent years, the development of deep
learning technology has made rapid progress and develop-
ment, becoming a hot and emerging field in the data mining
and machine learning community [9]. Deep learning was
originally used in the fields of image recognition, speech
recognition, and natural language processing, and achieved
themost advanced results in these fields [10]. By constructing
a multi-layer, nonlinear, layer-to-layer interconnection net-
work structure, deep learning can use the network structure to
approach a complex multivariate function as a training target,
and to learn the original features of the dataset from many
unlabeled training data set. Deep learning is an emerging
field of machine learning research. It aims to research how
to automatically extract multi-level feature representations
from data. Its basic idea is to extract features from data
by combining low-level features to form denser high-level
semantic abstractions, thus solving the problem of manually
design features in the traditional machine learning [10]. For
the case where the image and voice data contain a large
amount of unlabeled data, the deep learning model can learn
more effective features from the large number of unlabeled
training data for identification.

Deep learning has been revolutionizing the recommen-
dation architectures dramatically and brings more oppor-
tunities to improve the performance of recommender.
Recent advances in deep learning-based recommender sys-
tems(DLRS) have gained significant attention by overcoming
obstacles of conventional models and achieving high recom-
mendation quality. Deep learning is able to effectively capture
the non-linear and non-trivial user-item relationships and
enable the codification of more complex abstractions as data
representations in the higher layers [12]–[24]. Furthermore,
it catches the intricate relationships within the data itself,
from abundant accessible data sources such as contextual,
textual and visual information.

The remainder of the paper is organized as follows.
Section 2 gives the basic terminologies and background
concepts of recommender systems and deep learning tech-
nology. Section 3 describes the main current research on
deep learning-based recommender systems. In section 4, we
present the possible research directions in the future. Finally,
section 5 concludes our work.

II. TERMINOLOGIES AND BACKGROUND CONCEPTS
In this section, we describe the basic terminologies and
concepts regarding recommender system and deep learning
technology.

A. RECOMMENDER SYSTEM
In this part, we describe the traditional recommender systems,
such as content-based recommender systems, collaborative
filtering(CF) recommender systems and hybrid recommender
systems.

The recommender systems can alleviate these problems by
effectively finding users’ potential requirements and selecting
desirable items from a huge amount of candidate informa-
tion [25]. The core idea of the recommender system is the rec-
ommendation algorithm. Traditional recommender systems
are mainly divided into three types [26]: content-based rec-
ommender systems [27], collaborative filtering recommender
systems [28], and hybrid recommender systems [29].

1) CONTENT-BASED RECOMMENDER SYSTEMS
Content-based recommender systems utilize the contents of
items and finds the similarities among them. After analyzing
sufficient numbers of items that one user has already shown
favor to, the user interests profile is established. Then the
recommender system could search the database and choose
proper items according to this profile [30].

The difficulty of these algorithms lies in how to find user
preferences based on the contents of items. Many approaches
have been developed to solve this problem in the areas of data
mining or machine learning [31]. For example, in order to
recommend some articles to a specific reader, a recommender
system firstly obtains all the books this reader has already
read and then analyzes their contents. Key words can be
extracted from the text with the help of text mining methods,
such as the well-known TF-IDF. After integrating all the
key words with their respective weights, a book can be rep-
resented by a multi-dimensional vector. Specific clustering
algorithms [32] can be implemented to find the centers of
these vectors which represent the interests of this reader.

2) COLLABORATIVE FILTERING (CF)
RECOMMENDER SYSTEMS
Collaborative filtering (CF) has become one of the most
influential recommendation algorithms. Unlike the content-
based approaches, CF only relies on the item ratings from
each user. It is based on the assumption that users who have
rated the same items with similar ratings are likely to have
similar preferences. Collaborative filtering recommends item
based on the interest of other like-minded users or identify
items similar to those previously rated by the target user.
It uses statistical techniques to find the similarity between the
user or item vector. CF methods can be classified into two
categories Memory-Based and Model-Based [33].

3) HYBRID RECOMMENDER SYSTEMS
Hybrid recommendation systems are divided into mono-
lithic hybrid recommendation, parallel hybrid recom-
mendation, and pipeline hybrid recommendation [34].
Monolithic hybrid recommendation is a hybrid recommenda-
tionmethod that integrates several recommendation strategies
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into one algorithm [35]. The remaining two hybrid recom-
mendations require at least two different recommendation
methods and then combine them. According to the input,
the parallel hybrid recommendation operates independently
of each other, respectively generating a recommendation
list, and then the output data is combined into the final
recommendation set. The pipeline hybrid recommendation
connects multiple recommender systems in pipelined archi-
tecture, with the output of the previous recommender system
becoming the input portion of the latter recommender system.
Of course, the latter recommendation unit can also choose to
use part of the original input data.

Hybrid recommender systems are used either to leverage
the power of multiple data sources or to improve the perfor-
mance of existing recommender systems within a particular
data modality [36]. An important motivation for the construc-
tion of hybrid recommender systems is that different types
of recommender systems, such as collaborative filtering-
based, content-based methods, have different strengths and
weaknesses. Some recommender systems work more effec-
tively at cold start, whereas other work more effectively
when sufficient data are available [37]. Hybrid recommender
systems attempt to leverage the complementary strengths
of these systems to create a system with greater overall
robustness [38].

B. DEEP LEARNING TECHNOLOGY
Deep learning stems from the study of artificial neural net-
works [39]. Amultilayer perceptronwithmultiple hidden lay-
ers is a deep learning structure. The concept of deep learning
was proposed by Hinton et al. [40] in 2006. He proposed an
unsupervised greedy layer-by-layer training algorithm based
on deep belief network (DBN), which brought hope to solve
the optimization problem related to deep structure. Then he
proposed the deep structure of multi-layer autoencoder [41].
In addition, the convolutional neural network proposed by
Lecun et al. [42]. It is the first true multi-layer structure
learning algorithm, which uses spatial relative relations to
reduce the number of parameters to improve training perfor-
mance. Deep learning combines low-level features to form
more abstract high-level representation attribute categories
or features to discover distributed feature representations of
data [43].

Deep learning is a new field in machine learning
research [44]. It mimics the mechanism of the human brain
to interpret data such as images, sounds and texts [45].
Like the machine learning method, the deep learning method
also divided into supervised learning and unsupervised
learning [46].

In this section, we describe commonly used deep learning
models. First, we introduce the autoencoder (AE). Then,
we present the details of restricted Boltzmann machine
(RBM). Next, we present recurrent neural network (RNN)
and convolutional neural network (CNN). Finally, we
describe deep belief network (DBN).

1) AUTOENCODER
Autoencoder (AE) is an unsupervised model attempting to
reconstruct its input data in the output layer. In general,
the bottleneck layer (the middle-most layer) is used as a
salient feature representation of the input data. Autoencoder
can be seen as a variant of the traditional multi-layer percep-
tron, first proposed by Rumelhart et al. [47].
Autoencoder reconstructs the input data to learn the latent

feature of the data through coding and decoding process. The
structure is shown in Figure 1.

FIGURE 1. Autoencoder.

Autoencoder consists of a three-layer network in which
the number of neurons in the input layer is equal to the
number of neurons in the output layer, and the number
of neurons in the middle layer is less than that of the
input layer and the output layer. During network training,
for each training sample, a new signal is generated at the
output layer through the network. The purpose of network
learning is to make the output signal and input signal as
similar as possible. This similarity is represented by the
reconstruction error. Autoencoder can form a deep structure
by cascading and layer-by-layer training. After trained the
deep model by layer-by-layer optimization, fine tuning can
also be performed by allowing the entire network to recon-
struct the input signal. There are many variants of autoen-
coders such as denoising autoencoder, marginalized denois-
ing autoencoder [48], sparse autoencoder, stacked denoising
autoencoder (SDAE) [49], contractive autoencoder and vari-
ational autoencoder (VAE).

There are two general ways of applying autoencoder
to recommender system: (1) using autoencoder to learn
lower-dimensional feature representations at the bottleneck
layer; or (2) filling the blanks of the interaction matrix
directly in the reconstruction layer. Almost all the autoen-
coder variants such as denoising autoencoder, variational
autoencoder, and marginalized autoencoder can be applied to
recommendation task [50]–[55].

2) RESTRICTED BOLTZMANN MACHINE
Restricted Boltzmann Machine (RBM) is an exten-
sion of Boltzmann machine [56]. Restricted Boltzmann
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Machine (RBM) is a two-layer neural network consisting
of a visible layer and a hidden layer [57], [58]. It is one
of the earliest artificial neural networks capable of solving
complex learning problems by learning the inherent intrin-
sic expression of data. The learning efficiency is greatly
improved because the connection between the same layers
is removed. Restricted here means that there are no intra-
layer communications in visible layer or hidden layer. It can
be easily stacked to a deep net. The structure of restricted
Boltzmann machine is shown in Figure 2 [56].

FIGURE 2. Restricted Boltzmann machine.

RBM has only two layers of neurons, one called the visible
layer V , which consists of visible units for inputting train-
ing data. The other layer is called the hidden layer H and
is composed of hidden units and used as feature detectors.
The nodes between the two layers are fully connected, and the
nodes in the same layer are not connected to each other. The
joint probability distribution between the visible layer and the
hidden layer is defined as:

P (v, h) =
1
Z
e−
(
aT v+bT h+hTwv

)
(1)

Where a is the biases of visible layer, b is the biases of
hidden layer, Z is the normalized function and W represents
the connection weight between the visible layer and the hid-
den layer. Optimization goal of this model is based on the
maximum likelihood estimation:

argmax
∑
v∈V

logP (v, h) (2)

Compared with other models such as sparse Autoencoder,
RBM model is very fast, and only requires a simple forward
encoding operation. But if we use the traditional sampling
method to solve the problem, the number of iterations is
too much, and the efficient is low. In order to overcome
this problem, Smolensky [57] Hinton [58] proposed a fast
algorithm called contrastive divergence (CD).

By cascading multiple single-layer restricted Boltzmann
machine models, a deep structure can be formed. That is,
the hidden layer of the previous layer is used as the visible
layer of the current layer. The optimization of the network
adopts a layer-by-layer optimization method. Some extended
models modify the RBM’s structure and probability distribu-
tion model so that it can simulate more complex probability
distributions.

Mnih et al. [59], Phung and Venkatesh [60],
Georgiev and Nakov [61], Jie-Yue and Be [62], and
Nguyen and Lauw [63] proposed RBM-based recommender
system. To the best of our knowledge, it is the first recommen-
dation model that built on neural networks. The visible unit
of RBM is limited to binary values, therefore, the rating score
is represented in a one-hot vector to adapt to this restriction.

3) RECURRENT NEURAL NETWORK
Recurrent Neural Network (RNN) is suitable for modeling
sequential data. Unlike feedforward neural network, there are
loops and memories in RNN to remember former compu-
tations. RNNs have been widely used in machine transla-
tion [64], speech recognition [65], and label generation [66].

An ordinary full-connected network or a convolutional
neural network is a structure which from the input layer
to the hidden layer to the output layer, the layers are fully
connected between layers, and the nodes are disconnected in
each layer. This structure of neural network is often incom-
petent to model the sequential data. In a fully connected
DNN and CNN network, the signals of each layer can only
propagate to the next layer, and the processing of the samples
is independent at each time. When the RNN accepts a new
input, it combines the implied state vector with the new input
to produce an output that depends on the entire sequence.
RNNs are called recurrent because they perform the same
task for every element of a sequence, with the output being
depended on the previous computations.

FIGURE 3. A recurrent neural network and the unfolding in time of the
computation involved in its forward computation.

RNNs can model any length of sequential data in theory,
but in practice it is often assumed that the current state
is only related to the historical state of the previous time,
which helps to reduce the complexity of the model. RNNs
structure including input units, output units, and hidden units.
As shown in Figure 3. The most important feature of RNNs
is that the nodes in the hidden layer are connected. It calcu-
lates the output of the hidden layer at the current time by
obtaining the output of the input layer and the hidden layer
state at the previous time, that is, RNNs can remember the
past information.

RNN can be applied directly to itself at the next timestamp,
i.e. the input of the i-th neuron at time t , except for the output
of the (i-1) layer neuron at time t-1, including its own input
at time t .
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Where x is the input, h is the hidden layer unit, o is the out-
put, L is the loss function, and y is the label of the training set.
The t in the upper right corner of these elements represents
the state at time t. It should be noted that the performance of
the decision unit h is determined not only by the input of this
moment but also by the time before time t. V, W, and U are
weights.

There are some RNN models for different application
requirements, such as long short-term memory (LSTM) [67],
gated recurrent unit (GRU) [68], memory network [69],
stack-augmented recurrent Net [70], neural turing machines
(NTM) [71], differentiable neural computer (DNC) [72] and
so on. LSTM is a long short-term memory network. It is
a time recurrent neural network suitable for processing and
predicting important events with relatively long intervals and
delays in time series. LSTM combines short-term memory
with long-term memory through subtle gate control, solves
the problem of gradient disappearance to some extent. The
difference between LSTM and RNN is that it adds a ‘‘pro-
cessor’’ to the algorithm to judge whether the information is
useful or not. The structure of this processor is called cell.
Three cells are placed in a cell, called input gate, forget gate
and output gate. Only information that complies with the
algorithm’s certificationwill be retained, and information that
does not match will be forgotten through the forgot gate.

RNNs are extremely suitable for sequential data processing
[73]–[80]. As such, it becomes a natural choice for dealing
with the temporal dynamics of interactions and sequential
patterns of user behaviors, as well as side information with
sequential signals, such as texts, audio, etc. Chen et al. [81]
proposed point-of-interest recommendation in location-based
social networks.

4) CONVOLUTIONAL NEURAL NETWORK
Convolutional Neural Network (CNN) [42], [82], [83] is a
special kind of feedforward neural network with convolution
layers and pooling operations. It can capture the global and
local features and significantly enhancing the efficiency and
accuracy. It performs well in processing data with grid-like
topology. CNN is comprised of one or more convolutional
layers (often with a subsampling step) and then followed by
one or more fully connected layers as in a standard mul-
tilayer neural network. Convolutional neural network is a
multi-layer perceptron. In recent years, convolutional neural
networks(CNN) have become a hot topic in the field of image
understanding.

Compared to traditional multi-layer perceptron, CNN uses
pooling operation to reduce the number of neurons in the
model and is more robust shift invariant or space invariant.
In addition, CNN’s shared-weights architecture can reduce
the number of parameters in the model, reduce the complex-
ity of the model and enhance the generalization ability of
the model. CNN is mainly used to process two-dimensional
image data. The basic structure of a convolutional neural
network is composed of input layer, convolutional layer,

FIGURE 4. Convolutional neural network.

subsampling layer (pooling layer), fully connected layer, and
output layer, as shown in Figure 4.

Convolution Neural Networks are powerful in processing
unstructuredmultimedia data with convolution and pool oper-
ations. Most of the CNNs based recommendation models
utilize CNNs for feature extraction [84]–[89].

5) DEEP BELIEF NETWORK
Deep Belief Network (DBN) was a generation model pro-
posed by Geoffrey Hinton et al. [40]. The components of
the DBN are Restricted Boltzmann Machines (RBM). The
process of training DBN is done layer by layer [90]. In each
layer, the data vector is used to infer the hidden layer, and
this hidden layer is treated as the data vector of the next layer
(higher layer). Its structure is shown in Figure 5.

FIGURE 5. Deep belief network.

The structure of DBN can be thought of as consisting of
multiple restricted Boltzmann machine stacks. The hidden
layer of the previous RBM is considered as the visible layer
of the next RBM in the network. In this way, during the
training of DBN, each RBMcan use the output of the previous
RBM alone to train, so compared with the traditional neural
network, the training of DBN is simpler.

Deep neural networks can be formed by increasing the
number of hidden layers and the corresponding number of
nodes. Deep neural networks generally refer to fully con-
nected neural networks.

Such neural network models are often applied to extract
the feature representation of music and thus perform music
recommendation [91], image and speech recognition, etc.
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The large number of parameters limits the depth and breadth
of the full connection neural network model structure.

In this section, we describe commonly used deep learning
models, Table 1 lists the summary of commonly used deep
learning models.

TABLE 1. The summary of commonly used deep learning models.

III. DEEP LEARNING-BASED RECOMMENDER SYSTEM
In this section, we describe deep learning-based recom-
mender systems. First, we introduce deep learning in content-
based recommender systems. Then, the details of deep
learning-based collaborative filtering recommender systems
are provided. Next, we present deep learning-based hybrid
recommender systems and deep learning in social network-
based recommender systems. Finally, we describe deep learn-
ing in context-aware recommender systems.

Deep learning-based recommender systems can be divided
into two broad categories: integration model and neural net-
work model. Considering whether it integrates traditional
recommendation models with deep learning or relies solely
on deep learning technique, we classified Integration model
into two models: integrate deep learning with traditional
recommendation model and recommend rely solely on deep
learning model. Integrate deep learning with traditional
recommendation model attempt to combine deep learning
methods with traditional recommendation techniques in one
way or another. Recommend rely solely on deep learning
model rely on deep learning techniques without any forms
of help from traditional recommendation models.

In accordance with the types of employed deep learning
techniques. We divide neural network model into two cate-
gories: models using single deep learning technique and deep
composite model. The motivation of deep composite model is
that different deep learning techniques can complement one
another and enable a more powerful hybrid model. The basic
architecture of deep learning-based recommender system as
shown in Figure 6.

A. DEEP LEARNING IN CONTENT-BASED
RECOMMENDER SYSTEMS
Content-based recommender system is mainly based on
items’ and users’ auxiliary information. A various range of

FIGURE 6. The architecture of deep learning-based recommender
systems.

auxiliary information such as texts, images and videos can
be taken into account. Deep learning in content-based rec-
ommender systems are mainly used to effectively capture the
non-linear and non-trivial user-item relationships and enable
the codification of more complex abstractions as data repre-
sentations in the higher layers [80]. Furthermore, it catches
the intricate relationships within the data itself, from abun-
dant accessible data sources such as contextual, textual and
visual information.

B. DEEP LEARNING IN COLLABORATIVE FILTERING
RECOMMENDER SYSTEMS
Collaborative filtering(CF) is a widely used approach in
recommender systems to solve many real-world problems.
Traditional CF-based methods employ the user-item matrix
which encodes the individual preferences of users for items
for learning to make recommendation. In real applica-
tions, the rating matrix is usually very sparse, causing
CF-based methods to degrade significantly in recommenda-
tion performance. Some improved CF methods utilize the
increasing amount of side information to address the data
sparsity problem as well as the cold start problem. However,
the learned latent factors may not be effective due to the
sparse nature of the user-item matrix and the side informa-
tion. Some researchers utilize advances of learning effective
representations in deep learning, propose deep learning-based
collaborative filtering methods, which is a kind of model-
based collaborative filtering recommendation methods.

1) AUTOENCODER-BASED COLLABORATIVE
FILTERING METHOD
Autoencoder-based Collaborative Filtering (ACF) [50] is
the first autoencoder-based collaborative recommendation
model. Instead of using the original partial observed vectors,
it decomposes them by integer ratings. Sedhain et al. [50]
proposed autoencoder-based collaborative filtering recom-
mendation method(AutoRec), the input of model is user-
based ratings or item-based ratings in the rating matrix R,
produces an output through encoding and decoding pro-
cess and optimizes the model parameters by minimizing the
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reconstruction error. For example, if the rating score is integer
in the range of [1-5], each rui will be divided into five partial
vectors.

FIGURE 7. AE-based collaborative filtering model.

Figure 7 presents an example of AE-based collaborative
filtering model, where rating scale from 1 to 5. The blue
entries indicate that the user has rated that item as the cor-
responding rating (e.g. the user gives 5 for item 1, 1 for
item 5). The cost function of autoencoder-based collabora-
tive filtering recommendation method aims at reducing the
mean squared error. The rating prediction of autoencoder-
based collaborative filtering recommendation method is cal-
culated by summarizing each entry of the five vectors, then
scaled by the maximum rating K. It uses RBM to pretrain
the parameters as well as to avoid local optimum. Stacking
several autoencoders together also enhances the accuracy
slightly. However, there are two demerits of autoencoder-
based collaborative filtering recommendation method: it fails
to deal with non-integer ratings; the decomposition of partial
observed vectors increases the sparseness of input data and
leads to worse prediction accuracy.

Collaborative Denoising Auto-Encoder (CDAE) [92] is
principally used for ranking prediction. The input of CDAE is
user partial observed implicit feedback. The entry value is 1 if
the user likes the movie, otherwise 0. It can also be regarded
as a preference vector which reflects user’s interests to items.
The input of CDAE is corrupted by Gaussian noise.

CDAE initially updates its parameters using SGD over all
feedback. However, the authors argued that it is impractical to
take all ratings into consideration in real world applications,
so they proposed a negative sampling technique to sample
a small subset from the negative set (items with which the
user has not interacted), which reduces the time complexity
substantially without degrading the ranking quality.

2) RESTRICTED BOLTZMANN MACHINE-BASED
COLLABORATIVE FILTERING METHOD
Restricted Boltzmann Machine (RBM) is a two-layer neural
network consisting of a visible layer and a hidden layer.
It is one of the earliest artificial neural networks capable of
solving complex learning problems by learning the inherent
intrinsic expression of data. The learning efficiency is greatly
improved because the connection between the same layers

is removed. Mnih et al. [59] proposed a restricted Boltzmann
machine-based recommender system. The researchers further
proposed using a conditional RBM to incorporate the implicit
feedback information. The visible unit of RBM is limited to
binary values, therefore, the rating score is represented in a
one-hot vector to adapt to this restriction. The structure of the
model is shown in Figure 8.

FIGURE 8. RBM-based collaborative filtering model.

Every RBM has the same number of hidden units, but an
RBM only has visible softmax units for the movies rated by
that user, so an RBM has few connections if that user rated
few movies. Each RBM only has a single training case, but
all of the corresponding weights and biases are tied together,
so if two users have rated the same movie, their two RBM’s
must use the same weights between the softmax visible unit
for that movie and the hidden units. The binary states of the
hidden units can be quite different for different users. Suppose
user rated N movies, the number of visible units is n, Let M
be a X × N matrix where rxui = 1 if user u rated movie i as x
and rxui = 0 otherwise. Then:

p
(
rxui = 1 |h

)
=

exp(bxi +
∑T

j=1 hjw
x
ij)∑X

l=1 exp(b
l
i +

∑T
j=1 hjw

l
ij)

(3)

p
(
hj = 1|M

)
= σ

(
bj +

∑N

i=1

∑T

k=1
rxuiw

x
ij

)
(4)

where σ (x) = 1/
(
1+ e−x

)
is the logistic function, wxij is a

symmetric interaction parameter between hidden unit j and
rating x of movie i, bxi is the bias of rating x for movie i and
bj is the bias of hidden unit j.

3) RECURRENT NEURAL NETWORK-BASED
COLLABORATIVE FILTERING METHOD
Recurrent neural network (RNN) is suitable for modeling
sequential data. Unlike feedforward neural network, there are
loops and memories in RNN to remember former computa-
tions. Variants such as Long Short-Term Memory (LSTM)
and Gated Recurrent Unit (GRU) network are often deployed
in practice to overcome the vanishing gradient problem. The
basic idea of RNN-based collaborative filtering is to use RNN
tomodel the effect of user historical sequence behavior on the
user current behavior, then recommends items for the user and
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predicts user’s behavior [78]. Figure 9 is a basic RNN-based
collaborative filtering method framework [78]. Suppose the
input is {I1, I2, . . . , It}, Ot = σ (g (W ·ht−1 + V · It) · V ),
g is the activation function, Ot is the output, it denotes the
probability of selecting a specific item at time t , it is usually
calculated by the hidden vector at time t . σ is softmax func-
tion. Recent advancements have demonstrated the efficacy of
RNN in solving this session-based recommendation.

FIGURE 9. RNN-based collaborative filtering model.

4) GENERATIVE ADVERSARIAL NETWORK-BASED
COLLABORATIVE FILTERING METHOD
Generative Adversarial Network (GAN) is a generative neu-
ral network which consists of a discriminator and a generator.
The two neural networks are trained simultaneously by com-
peting with each other in a minimax game framework. Infor-
mation retrieval generative adversarial network(IRGAN) [93]
is the first model which applies GAN to Information Retrieval
area. Traditional GAN consists of a discriminator and a gen-
erator. Likely, there are two schools of thinking in information
retrieval: the generative retrieval focusing on predicting rele-
vant documents given a query, while discriminative retrieval
focusing on predicting relevancy given a query-document
pair. On one hand, the discriminative model, aiming to mine
signals from labeled and un-labeled data, provides guidance
to train the generative model towards fitting the underlying
relevance distribution over documents given the query. On the
other hand, the generative model, acting as an attacker to the
current discriminativemodel, generates difficult examples for
the discriminativemodel in an adversarial way byminimizing
its discrimination objective.

Thus, inspired by the idea of GAN, IRGAN unify these
two different types of IR models by letting them play a
minimax game: the generative retrieval model would try to
generate (or select) relevant documents that look like the
ground truth relevant documents and therefore could fool
the discriminative retrieval model, whereas the discriminative
retrieval model would try to draw a clear distinction between
the ground-truth relevant documents and the generated ones
made by its opponent generative retrieval model.

JG
∗D∗
= min

θ
max
∅

N∑
n=1

(Ed∼Ptrue(d | qn,r)
[
logD (d | qn)

]
+Ed∼Pθ (d | qn,r)

[
log (1− D (d | qn))

]
) (5)

where the generatorG is directly written as Pθ (d | qn, r), and
the probability of document d being relevant to query q is
given by the sigmoid function of the discriminator score

D (d | q) =
exp(fθ (d, q))

1+ exp(fθ (d, q))
(6)

From formula (4), we can see that the optimal parame-
ters of the generative retrieval model and the discriminative
retrieval model can be learned iteratively by maximizing
and minimizing the same objective function, respectively.
In collaborative filtering, a widely adopted model is matrix
factorization, following which they define scoring function
for the preference of user u (i.e. the query) to item i (i.e. the
document) as

s (u, i) = bi +W TV (7)

where bi is the bias term for item i, W and V are the
latent vectors of user u and item i respectively, defined in
the k-dimensional continuous space. Here we omit the global
bias and user bias as they are reduced in the task of top-N item
recommendation for each user.

Despite the great empirical success of GAN, there are
still many questions with regard to its theoretical foundation
remaining to be answered by the research community. For
example, it is ‘‘not entirely clear’’ why GAN can generate
sharper realistic images than alternative techniques.

C. DEEP LEARNING-BASED HYBRID
RECOMMENDER SYSTEMS
Traditional CF-based methods employ the user-item matrix
which encodes the individual preferences of users for items
for learning to make recommendation. In real applications,
the rating matrix is usually very sparse, causing CF-based
methods to degrade significantly in recommendation perfor-
mance. In this case, some improved CF methods utilize the
increasing amount of side information to address the data
sparsity problem as well as the cold start problem. However,
the learned latent factors may not be effective due to the
sparse nature of the user-itemmatrix and the side information.
The basic idea of deep learning-based hybrid recommenda-
tionmethod is to combine the content-based recommendation
methods with collaborative filtering recommendation meth-
ods, integrate the feature learning of the user or item and the
process of recommendation into a unified framework.

Wang and Blei utilize [94] advances of learning effective
representations in deep learning, propose a stacked denoising
autoencoder-based hybridmodel which jointly performs deep
users and items’ latent factors learning from side information
and collaborative filtering from the rating matrix.

An autoencoder is a specific form of neural network, which
consists of an encoder and a decoder component. The encoder
takes a given input and maps it to a hidden representa-
tion, while the decoder maps this hidden representation back
to a reconstructed version of input. The parameters of the
autoencoder are learned to minimize the reconstruction error,
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FIGURE 10. The architecture of stacked denoising autoencoder -based
hybrid recommendation method.

measured by some loss function. However, denoising autoen-
coders (DAE) incorporate a slight modification to this setup,
which reconstructs the input from a corrupted versionwith the
motivation of learning a more effective representation from
the input. A denoising autoencoder is trained to reconstruct
the original input from its corrupted version by minimizing
loss function. Usually, choices of corruption include additive
isotropic Gaussian noise or binary masking noise. Moreover,
various types of autoencoders have been developed in several
domains to show promising results.

Stacked denoising autoencoder-based hybrid recommen-
dation model makes use of both rating matrix and side
information and combines SDAE [53] and matrix factoriza-
tion together. Matrix factorization is a widely used model-
based CF method with excellent scalability and accuracy, and
SDAE is a powerful way to extract high-level representations
from raw inputs. The combination of these two models lever-
ages their benefits for learning more expressive models. The
model contains three components: the upper component and
the lower component are two SDAEs which extract latent
factor vectors for users and items respectively; the middle
component decomposes the rating matrix R into two latent
factor matrices. The basic architecture of stacked denoising
autoencoder-based hybrid recommendation method is shown
in Figure 10.

Given the user-item rating matrix R, we first transform
R into the set S(u) containing m instances {S(u)1 , . . . ,S(u)m },
where S(u)i = {Ri1, . . . ,Rin} is the n-dimensional feed-
back vector of user i on all the items. Similarly, we can
obtain set S(i) with n instances {S(i)1 , . . . ,S

(i)
n }, where S(i)j =

{R1j, . . . ,Rmj} is the m-dimensional feedback vector of item
j rated by all the users. hybrid model learns user and item

latent factors (i.e., U and V) from R, S(u), S(i) and the addi-
tional side information (i.e., X and Y) through the following
optimization objective:

argmin
U,V

G(R,UTV )+ α
(
‖U‖2F + ‖V‖

2
F

)
+βσ (S(u),X,U)+ γ σ (S(i),Y ,V ) (8)

where σ (·, ·, ·) is the function that connects the user or item
side information with the latent factors,G (·, ·) is the loss
function for decomposing the rating matrix R into two latent
factor matrices U and V, α is a regularization parameter,
β and γ are the trade-off parameters. Note that, the last
two terms in Equation (8) devised using SDAE model which
extracts latent factor matrix from the rating matrix and addi-
tional side information.

D. COMBINATION OF DEEP LEARNING AND SOCIAL
NETWORK-BASED RECOMMENDER SYSTEMS
Traditional recommender systems always ignore social rela-
tionships among users. But in our real life, when we are
asking our friends for recommendations of nice digital cam-
eras or touching movies, we are actually requesting verbal
social recommendations. Social recommendation is a daily
occurrence, and we always turn to our friends for recom-
mendations [95]. Hence, in order to improve recommender
systems and to provide more personalized recommendation
results, we need to incorporate social network information
among users. There are various types of social relationships
among users in social networks, and users will interact with
each other through social relationships.

The most important recommender system for social
network-based recommendation is to improve the quality of
recommender system by modeling the influence of social
relationships between users. In social network, all items have
location attributes, and user behavior has sequential patterns
in time and space. Modeling this spatiotemporal sequence
pattern is beneficial to improve the accuracy of point of
interest recommendations. Therefore, recommender system
based on the location social network needs to pay atten-
tion to the social relationship between users, and also needs
to grasp the user’s location influence, sequence movement
mode and other factors. Recently, based on the intuition
that users’ trust relations can be employed to enhance tradi-
tional recommender systems, a few trust-aware recommen-
dation methods have been proposed. These methods utilize
the inferred implicit or observed explicit trust information
to further improve traditional recommender systems. Trust-
aware recommender systems move an important step forward
in the research of recommender systems.

At present, the combination of deep learning and social
network-based recommender systems has also triggered a
series of research results, however, to achieve the goal of
‘‘social recommendation’’, these approaches still have sev-
eral inherent limitations and weaknesses that need to be
addressed.
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E. CONTEXT-AWARE RECOMMENDER SYSTEMS
BASED ON DEEP LEARNING
Context-aware recommender systems (CARS), which incor-
porates contextual information into recommender systems,
has become one of the hottest topics in the domain of rec-
ommender systems.

Deep learning is applied to context-aware recommender
systems. Deep learning method can effectively integrate
the context information into recommender systems in many
complex recommendation scenarios [96]; And through deep
learning method to get the latent representation of the context
information. Based on this, the context-aware recommenda-
tion can effectively integrate into all kinds of rough situation
data to alleviate data sparsity in context-aware recommender
systems [97]. At present, the application of context-aware
recommender systems based on deep learning mainly focuses
on how to use deep learning methods to effectively model the
situation information.

Sequential information plays an important role inmodeling
user behaviors, various sequential recommendation methods
have been proposed. Methods based on Markov assump-
tion are widely-used, but independently combine several
most recent components. Recently, Recurrent Neural Net-
works (RNN) based methods have been successfully applied
in several sequential modeling tasks. However, for real world
applications, these methods have difficulty in modeling the
contextual information, which has been proved to be very
important for behavior modeling.

At present, the application of context-aware recommender
systems based on deep learning mainly focuses on how to
use deep learning methods to effectively model the situation
information. Some researchers propose a novel model, named
context-aware recurrent neural networks (CA-RNN). Instead
of using the constant input matrix and transition matrix
in conventional RNN models, CA-RNN employs adaptive
context-specific input matrices and adaptive context-specific
transition matrices. The adaptive context specific input matri-
ces capture external situations where user behaviors happen,
such as time, location, weather and so on.

F. COMPARISONS
The past few decades have witnessed the tremendous suc-
cesses of the deep learning in many application domains. The
academia and industry have been in a race to apply deep learn-
ing to a wider range of applications due to its capability in
solving many complex tasks while providing start-of-the-art
results. Recently, deep learning has been revolutionizing the
recommendation architectures dramatically and brings more
opportunities in reinventing the user experiences for better
customer satisfaction. Recent advances in deep learning-
based recommender systems have gained significant attention
by overcoming obstacles of conventional models and achiev-
ing high recommendation quality [98].

Deep learning-based recommender systems use deep
learning methods to learn the latent representations of users

and items to make recommendations, and effectively capture
the non-linear and non-trivial user-item relationships, enable
the codification of more complex abstractions as data repre-
sentations in the higher layers [99]. Furthermore, it catches
the intricate relationships within the data itself, from abun-
dant accessible data sources such as contextual, textual and
visual information. However different types of methods have
differences in deep learning models, data types and recom-
mendation objects.

The differences of deep learning-based recommender
systems are as follows:

(a) Deep learning in content-based recommender systems.
Deep learning in content-based recommender systems are
mainly used to effectively capture the non-linear and non-
trivial user-item relationships and enable the codification of
more complex abstractions as data representations in the
higher layers. Furthermore, it catches the intricate relation-
ships within the data itself, from abundant accessible data
sources such as contextual, textual and visual information.

(b) Deep learning in collaborative filtering recommender
systems. Deep learning-based collaborative filtering methods
utilize the user’s explicit feedback or implicit feedback infor-
mation and adopt deep learning to train a recommendation
model. It is a kind of model-based collaborative filtering
recommendation methods. The basic idea is to take user-
item rating matrix as input, use the deep learning model to
learn the latent representation of users or items, and use the
loss function (point-wise loss and pair-wise loss) to construct
optimization function to optimize the parameters of deep
learning model. Finally, based on the latent representation to
make recommendation.

(c) Deep learning in hybrid recommender systems. The
basic idea of deep learning-based hybrid recommendation
method is to combine the content-based recommendation
methods with collaborative filtering recommendation meth-
ods, integrate the feature learning of the user or item and the
process of recommendation into a unified framework.

(d) Deep learning in social network-based recommender
systems. The most important recommender system for social
network-based recommendation is to improve the quality of
recommender system by modeling the influence of social
relationships between users. In social network, all items have
location attributes, and user behavior has sequential patterns
in time and space. Modeling this spatiotemporal sequence
pattern is beneficial to improve the accuracy of point of
interest recommendations. Therefore, recommender system
based on the location social network needs to pay attention
to the social relationship between users, and also needs to
grasp the user’s location influence, sequencemovementmode
and other factors. The combination of deep learning and
social network-based recommender systems has also trig-
gered a series of research results, however, to achieve the
goal of ‘‘social recommendation’’, these approaches still have
several inherent limitations and weaknesses that need to be
addressed.
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(e) Deep learning in context-aware recommender systems.
Deep learning method can effectively integrate the context
information into recommender systems in many complex rec-
ommendation scenarios; And through deep learning method
to get the latent representation of the context information.
Based on this, the context-aware recommendation can effec-
tively integrate into all kinds of rough situation data to alle-
viate data sparsity in context-aware recommender systems.
At present, the application of context-aware recommender
systems based on deep learning mainly focuses on how to
use deep learning methods to effectively model the situation
information.

IV. POSSIBLE RESEARCH DIRECTIONS
Deep learning-based recommendation methods can effec-
tively use multi-source heterogeneous data to alleviate the
data sparsity and cold start problems. In the past three years,
the research on deep learning-based recommender systems
has attracted more and more attention from the academia and
industry [100]. This section discusses the possible research
direction of deep learning-based recommender system.

A. CROSS-DOMAIN RECOMMENDER SYSTEM
BASED ON DEEP LEARNING
Several existing works [101]–[103] indicate the efficacy of
deep learning in catching the generalizations and differences
across different domains and generating better recommen-
dations on cross-domain platforms. Currently, using deep
learning techniques, various types of data as a unified input by
embedding representations, constructing deep-level predic-
tion models for recommendation by integrating various types
of cross-platform heterogeneous data.

Cross domain recommendation can assist target domain
recommendation with the knowledge learned from source
domains, provides a desirable solution for these problems.
Single domain recommendation only focuses on one domain
while ignores the user interests on other domains, which
also exacerbates data sparsity and cold start problems. Deep
learning is well suited to transfer learning as it learns high-
level abstractions that disentangle the variation of different
domains. One of the most widely studied topics in cross
domain recommendation is transfer learning which aims to
improve learning tasks in one domain by using knowledge
transferred from other domains. Therefore, it is a possi-
ble research direction of deep learning-based recommender
system.

B. SCALABILITY OF DEEP LEARNING BASED
RECOMMENDER SYSTEM
Scalability is critical to the usefulness of recommendation
models in real-world systems as increasing data volumes
in the big data. Deep learning has demonstrated to be very
effective and promising in big data analysis. We can balance
of the model complexity and scalability with the exponential
growth of parameters.

At present, the scale of the network is beginning to
move toward deeper but fewer parameters. Another possi-
ble research direction is high-dimensional input data can be
compressed to compact embedding to reduce the space and
computation time during model learning. The future research
is to compress the redundant parameters so that the network
may have better accuracy but have fewer parameters.

C. EXPLAINABILITY OF DEEP LEARNING BASED
RECOMMENDER SYSTEM
Deep learning-based recommender systems use the deep
learning model to directly predict the user preferences by
using multi-source heterogeneous data [104]. The result of
the model training is to get the weights between the neurons
of deep neural network. It is difficult to give a reasonable
explanation directly to the recommendation results. So, mak-
ing explainable recommendations seem to be impossible. One
way is to make explainable predictions to users, allowing
them to understand the factors behind the network’s recom-
mendations, display an appropriate recommendation reason
to tell the user why the system considers such a recommen-
dation to be reasonable. The other way is to focus on explain-
ability to the practitioner, probing weights and activations to
understand more about the model. Therefore, it is it is also
another possible research direction of deep learning-based
recommender system, and next step would to be to design
better deep learning-based recommender models to provide
conversational or generative explanations.

D. ATTENTION MECHANISM BASED
RECOMMENDER SYSTEM
Attentional mechanism has more or less eased the non-
interpretable concerns of deep learning models. Attention
mechanism has led to greater extents of interpretability since
the attention weights not only give insights about the inner
workings of themodel but are also able to provide explainable
results to users. Attentional mechanism is not only capable
of enhancing performance but enjoys greater explain-ability.
Applying the attention mechanism to recommender systems
can help recommender systems to grasp the most informative
features of the item, recommend the most representative item,
and enhance the interpretability of the model [105]–[111].

Currently, attention mechanism has been applied to deep
learningmodels. For example, Attentionmechanism provides
a better solution and helps RNN to better memorize inputs.
Attention-based CNNs can identify the most informative part
of the problem from the input. Given that models are already
capable of capturing the most informative elements of the
inputs, we believe that is another possible research direction.

E. DEEP COMPOSITE MODELS BASED
RECOMMENDER SYSTEM
In current recommender systems, many elements need to
be modeled, including the impact of socialized relation-
ships, user-item interactions, the dynamic evolution of user
preferences, etc. More elements be modeled can improve
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the performance of recommender systems. Deep composite
model combining multiple deep neural networks enables a
more powerful tool for modeling the heterogeneous char-
acteristics of the determining factors in recommender sys-
tem. There already have been a few studies which integrate
different deep learning techniques together for enhancing
performances. Nevertheless, the attempts are limited com-
pared to the possible extensions, because the model should be
designed in a sensible way rather than arbitrarily and tailored
for practical requirements. Therefore, the research of deep
composite models-based recommender system is also one of
the future directions.

In short, deep learning has become popular in recom-
mender systems community both in academia and industry.
Meanwhile, this area of research is very young, there is
much room for improvement in the aforementioned research
directions, but we also believe that deep learning will revo-
lutionize recommender systems dramatically and bring more
opportunities in reinventing the user experiences for better
customer satisfaction in the near future.

V. CONCLUSION
The dramatic increase in the amount of data being produced
by electronic and automated devices necessitates the need for
intelligent techniques and applications that can properly and
intelligently store, process, access and analyze information
for maximum benefits to users. Deep learning-based recom-
mender systems(DLRS) are of such leading solutions to these
challenges, which are appropriate tools to quickly aid the
process of information seeking.

Deep learning-based recommender systems can learn the
latent representations of users and items from massive data,
and then construct a recommendation model, finally generate
an effective recommendation list for the user.

The main tasks of the deep learning-based recommender
systems are how to organize the massive multi-source
heterogeneous data, build more suitable user models accord-
ing to user preferences requirements, and improve the per-
formance and user satisfaction. Compared with traditional
recommender systems, deep learning-based recommender
systems can use deep learning technique to automatically
learn the latent features of user and item by integrating var-
ious types of multi-source heterogeneous data, model the
sequence patterns of user behavior, more effectively reflect
the user’s different preferences and improve the accuracy of
recommendation.

It is hoped that this review will assist novice and
new researchers to understand the development of DLRS.
Moreover, expert researchers can use this review as a bench-
mark to develop DLRS and as a reference to the limitations
of DLRS.
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