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ABSTRACT Interference cancellation (IC) is a well-known technique for improving bandwidth utilization in
wireless networks. In this paper, we evaluate the practical residual interference of IC with constant envelope
modulation in a flat fading environment for a low-power wide area wireless sensor network application, both
analytically and experimentally. We propose a new model for the residual interference power, which is the
power of the packet being canceled times a random variable. We derive the mean, variance, and distribution
of the random variable considering the arbitrary overlapping scenario between two packets with one-time
IC. Then, we show how the method can be applied recursively to model the residual interference power when
multiple packets are canceled in ordered successive IC. In contrast to the conventional model, we find that
this factor varies for different overlapping scenarios and is a function of the signal-to-interference-and-noise
ratio of the preamble of the packet being canceled and of the overlapping degree. The theoretical statistics
of the residual interference assume maximum likelihood estimation of synchronization offsets.

INDEX TERMS Interference cancellation, software-defined radio, synchronization error, wireless sensor
network.

I. INTRODUCTION
Interference cancellation (IC) dates back to the 1990’s [1]–[3].
IC is attractive because it allows multiple co-channel packets
occurring at the same time to be decoded by a single-antenna
receiver, resulting in significantly improved reliability and
throughput. In IC, the effects of a decoded strong packet
are subtracted from stored samples of the received signal,
thereby making possible the capture of weaker packets.
However, because of imperfect synchronization and chan-
nel estimation, the subtraction leaves a residual interfer-
ence, which causes interference on the weaker packets.
In the networking literature, some recent works ignore this
interference [4], [5] or they model its power very simply
as a fixed percentage of the power of the packet being
canceled [6], [7]. We refer to the latter case as the ‘‘con-
ventional model’’. However, through theory and experiment,
we find that other parameters are very important, particu-
larly the signal-to-interference-plus-noise ratio (SINR) on the
preamble of the packet being canceled. These observations
have led us to the main contribution of this paper: a new

physical layer statistical model for IC residual interference
in packet networks that use constant envelope modulation.

IC has been shown to improve bandwidth utilization in
cellular networks [8], which have centralized control and
synchronized clocks among wireless devices, and where
the towers determine the best transmit power, coding rate
and/or spreading codes to enable the disambiguation of dif-
ferent up-link transmissions. However, in the low power wide
area wireless sensor networks we are considering, particu-
larly networks with extremely energy-efficient transmit-only
sensors [9], [10], there is no centralized control over power,
no time and frequency synchronization between wireless
devices, and in general the techniques to facilitate the disam-
biguation at transmitter side are constrained by the physical
limitations of wireless sensors. In this work, we are interested
in the uplink transmission of wireless sensor networks for
low-power, long-range radio applications. The application
of IC to the low end market is a breakthrough and is not
widely adopted in commercial market yet due to the high
complexity of IC processing and limited power consumption
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in the sensor network. However, it becomes promising as
the overhead of IC can be shifted to the gateway, which
can be a software-defined radio with strong computation
capability [11]. Meanwhile, an interference-insensitive syn-
chronization scheme has been proposed for reliable packet
detection and compensation of large RF impairments [12] for
transmit-only wireless sensor networks.

Several recent reports of IC experiments exist [13]–[15],
including for Zigbee networks [16]. In [15], successive inter-
ference cancellation (SIC) with carrier sense threshold is
adapted to work in uncontrolled network scenarios for the
IEEE 802.15.4 (ZigBee). However, all these studies focus
on the packet delivery rate improvement of SIC in WLANs,
by handling the hidden terminals problem. These studies do
not focus on characterizing the residual interference. In [12],
we report preliminary experiment results on practical residual
interference of IC for MSK for just two packets overlapping,
and the corresponding theoretical analysis is ignored. This
paper treats themore general case of constant envelopemodu-
lation, treats an arbitrary number of overlapping packets, and
includes theoretical analysis.

Regarding theoretical analysis, the statistics and probabil-
ity density function of the residual interference of IC was
studied in [17] and [18] for CDMA systems and satellite
communications. However, they only considered the resid-
ual interference caused by imperfect channel estimation but
not synchronization error, and also only simulation was
performed.

In addition to the requirement of high spectral efficiency,
energy efficiency (or equivalently battery duration),
is another important requirement of most wireless commu-
nication systems. For instance, in the lower power wide
area (LPWA) application, energy efficiency is more cru-
cial to achieve high-coverage, low-cost per connection, and
years-long battery life [19], [20]; LPWA has evolved to
become an essential component of Internet of things (IoT),
a popular topic of next generation wireless communi-
cations. Constant envelope modulations, such as FSK,
GFSK, MSK, GMSK, are widely used in low power RF
transceivers [21]–[23] to enhance and improve the energy
efficiency of wireless communication networks, as they allow
the power amplifiers of transceiver to operate at or close to the
saturation level to maximize energy efficiency. On the other
hand, the more advanced modulations, such as QAM, contain
amplitudemodulation (AM) components, which require from
3 to 6 dB of back off (from saturation) in the output power
amplifier [24].

In this paper, we study both experimentally and theo-
retically, the practical residual interference of IC at the
gateway for constant envelope modulation by considering
the effects of both imperfect synchronization and channel
estimation. Assuming overlapping packets are ordered from
strongest to weakest. We derive a novel statistical model for
the average power of the interference that the residual of
the kth previously canceled packet makes on the nth packet
to be decoded. The statistics are the mean, variance, and

probability density function of the factor, gk,n, such that
gk,nPk is the average power of the interference, while Pk
is the power of kth canceled packet. We show that the
statistics of gk,n vary significantly with the SINR of the
kth packets’ preamble and with the degree of overlap of pack-
ets. We experimentally investigate the characteristics of the
residual interference for unsynchronized packets modulated
with minimum shift keying (MSK) and that begin with a
pseudo-noise preamble, followed by a MSK payload. This
signal design is appropriate for some Internet of Things (IoT)
applications in unlicensed bands, including severely power
constrained transmit-only and beaconing devices [25]–[28].
We show that the characteristics of practical residual inter-
ference deviates significantly from the simple conventional
model.

The rest of the paper is organized as follows. Section II
describes the systemmodel. Section III theoretically analyzes
the practical residual interference. The simulation results
are compared with the analytical results in Section IV.
In Section V, we report experimental results based on
software-defined radios. Section VI concludes the paper.

II. SYSTEM MODEL
We study the uplink of the random access wireless net-
work illustrated in Fig.1. The system is composed of
many randomly distributed low power transmitters and a
single-antenna gateway (GW). We assume that the GW
always stores the latest K samples it received, where K is at
least large enough to include a packet and the processing time
to decode and cancel a packet. With IC, when a packet has
been decoded by the GW, the packet’s physical layer samples
are synthesized or regenerated and subtracted from the stored
samples.

FIGURE 1. Illustration of the network architecture.

As we address low power transmitters for LPWA appli-
cation, constant envelope modulation (CEM) is assumed for
the benefit of high power efficiency. The popular CEMs
are FSK, GFSK, MSK and GMSK. In our physical layer
model, each packet is composed of only two parts: a known
preamble and a payload of random data. The preamble is
a binary PN sequence, L1 bits long, while the payload is
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composed of L2 information symbols that are generally
M-ary (i.e., carrying more than one bit per symbol). We adopt
the synchronization scheme presented in [29].

The complex baseband signal with continous phase modu-
lation (CPM) from a transmitter can be expressed as

x(t) =

√
2Ec
Tc

exp{jφ(t;α)}, (1)

where Ec is the energy per transmitted symbol with duration
Tc. φ(t;α) is the phase of the signal, which is represented as

φ(t;α) = 2πd
L−1∑
i=0

αiq(t − iTc), (2)

where αi is a sequence {α0, α1, . . . , αL−1} of bits such that
αi ∈ {±1,±3, . . . ,M − 1} [30]. L is the total number of
symbols for one packet, so that L = L1 + L2. The variable
d is the modulation index of CPM. The waveform q(t) is the
phase response of the modulation.

We assume a flat fading channel, modeled as h = γ ejθ ,
where γ is the magnitude and θ is the phase. The complex
baseband representation of the received signal is

y(t) = ej(2π fd t)hx(t − τ )+ z(t), (3)

where fd is the frequency offset, τ is the timing offset, and
z(t) is complex baseband AWGN with zero mean and power
spectral density N0. In practice, y(t) is sampled N times per
symbol with sampling rate of fs. This results in a discrete-time
version of received signal as

y[i] = y(
iTc
N

) = ej(2πωi)hx[i]+ z[i], (4)

where ω = fdTc/N is the normalized frequency offset with
respect to the sampling frequency. x[i] = x( iTcN − τ ) and z[i]
are the sampled versions of x(t − τ ) and z(t), respectively.

We consider the case of N > 1 packets overlapping at the
receiver with different powers. Because of the independence
of data in different packets, the powers of the overlapped
packets are superimposed in time domain. For the purpose
of description, we index the packets from strongest to weak-
est as illustrated in Fig.2. In practice, with the data-aided
synchronization [29], [31], the start of the packet (SOP) can
be identified through frame synchronization based on the
received preamble in a packet network. If the value of SOP
detection metric at sample index i is larger than a thresh-
old V0, which is a system design parameter, then we can
claim that there exists a packet started at sample index i.
In [29], an interference-insensitive synchronization algorithm
was proposed to address the LPWA sensor applications with
low-power transmit-only sensors. The SOPs for three over-
lapped packets with equal received SNR are shown to be
distinct through simulations [29]. Similar results are observed
in our experiments as shown in Fig.9 in Section V.

FIGURE 2. Illustration of N packets overlapping (N = 3).

Algorithm 1 Practical SIC
1) Initialize the iteration counter, n = 1;
2) Perform synchronization on the received samples, which
outputs the SOP detectionmetric value, vni , for each sample
index, i, in current nth iteration;
3) Identify the SOP of nth strongest packet, indicated by
the highest value of vni at location Ins , s.t, v

n
sop = vnIns =

max{vni };
4) If vnsop > V0, declare packet detected; go to Step 5),
otherwise exit;
5) Decode nth strongest. If successful, go to step 6), other-
wise exit;
6) Regenerate the clean samples of the nth strongest packet
and subtract out the clean samples from the received sam-
ples, n = n+ 1, and go to Step 2)

In this context, successive IC (SIC) can be performed to
decode the multiple interfered packets iteratively. The con-
cept of SIC is well known. We summarize it here, in terms of
our practical SOP detection procedure.

In this way, the IC processing of decoding and subtracting
out the present strongest packet can be repeated iteratively
until we fail on detecting or decoding the next strongest
packet. The SINR of the nth packet processed during the
nth iteration is typically modeled as [7]:

SINRn =
Pn∑n−1

k=1 gk,nPk +
∑N

k=n+1 Pk + σ
2
n

, (5)

where Pn is the averaged received signal power of the
nth packet, and gk,nPk is the residual interference from the
kth packet imposed on the nth packet caused by imperfect
IC during the kth iteration. The second sum in Eq.(5) is the
interference from uncanceled packets that are weaker than the
nth packet.
We note that one of the main contributions of this paper is

showing how gk,n depends on SINR
p
k , which is the SINR of

the preamble of the kth packet, andOn,k , which is the degree
of overlap between the nth and kth packets. These statistics
for gk,n are useful to model the physical layer performance in
network-level simulations, which typically declare a packet
decoded if its SINR is above a specified threshold.
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III. PRACTICAL RESIDUAL INTERFERENCE MODEL
In this section, we first evaluate the instantaneous residual
interference at the receiver. Because the residual interference
is the error of the estimate of the waveform to be canceled,
in the sequel, we refer to the residual interference as the
residual error. Next, we derive the exact model of the prac-
tical residual error factor, gk,n, from an intermediate vari-
able, residual-error-to-signal-ratio (ESR). The ESR is defined
based on the instantaneous residual error, and is measured
through experiments in next section. Finally, we establish an
approximate model for the statistics of gk,n, which is essential
for network performance analysis.

A. INSTANTANEOUS RESIDUAL ERROR
In practical IC, the subtraction of the decoded packet is not
perfect due to the imperfect synchronization and channel esti-
mation. An interference-insensitive timing synchronization
approach is available [29], therefore we assume the timing
synchronization is perfect. Let ω, ω̂ be the real and estimated
normalized carrier frequency offsets (CFOs), respectively,
between the TX and GW. Let ĥ = γ̂ ejθ̂ be the estimated
channel. The residual IC error at sample index i for the
successfully decoded packet y[i] after subtracting the recon-
structed signal ŷ[i] becomes:

e[i] = ej(2πωi)hx[i]− ej(2πω̂i)ĥx[i]

= x[i]
(
γ ej(2πωi+θ ) − γ̂ ej(2πω̂i+θ̂ )

)
. (6)

Let βi = 2πωi + θ, β̂i = 2πω̂i + θ̂ , and 1βi = βi − β̂i.
Then the magnitude squared of the residual error is

|e[i]|2 = e[i]e∗[i]

= |x[i]|2
(
γ 2
+ γ̂ 2

− γ γ̂ ej1βi − γ̂ γ e−j1βi
)

= |x[i]|2
(
γ 2
+ γ̂ 2

− 2γ γ̂ cos(1βi)
)
. (7)

Define the errors in the channel and CFO estimates to be
eγ = γ − γ̂ , eθ = θ − θ̂ , eω = ω − ω̂, respectively. The
expectation of instantaneous residual error after cancellation
becomes

E{|e[i]|2} = σ 2
s E
{
γ 2
+ γ̂ 2

− 2γ γ̂ cos(2πeωi+ eθ )
}
, (8)

where σ 2
s is the average transmitted signal power. According

to Eq.(8), the instantaneous residual error is not constant over
the packet, and but a function of time determined by the errors
in the estimates of channel gain, frequency and phase. For
larger sample index i, the residual error tends to be larger due
to the larger accumulated phase offset 1βi = 2πeωi+ eθ .

B. DERIVATION OF gk,n
Recall gk,nPk is the residual error of the kth previously can-
celed packet on the present packet to be decoded, packet n.
In the following, we will refer to the kth packet as the
‘‘strong’’ packet and the nth packet as the ‘‘weak’’ packet.

We consider how g varies with respect to Ok,n and SINRPk of
the kth strong packet preamble.

We define an intermediate variable, the residual-error-to-
signal-ratio (ESR), which is the average power of residual
error over the overlapping interval, normalized by the average
received power of the stronger packet over the same overlap-
ping interval. It may be expressed as

ESRk,n =
E{
∑I ke

I ks
|ek [i]|2/Nov}

E{
∑I ke

I ks
|yk [i]|2/Nov}

=

E{
∑I ke

i=I ks
|ek [i]|2}

PkNov
, (9)

where I ks is the starting sampling index of the overlapped
portion of the kth packet, I ke is the ending sampling index of
the portion,Np is the number of packet samples,Nov = I ke −I

k
s

is the number of overlapping samples, and Ok,n =
Nov
Np

is the
overlapping degree. It follows that

gk,n = Ok,n ∗ ESRk,n. (10)

By substituting the instantaneous residual error from
Eq.(8), the ESR can be written as

ESRk,n =
1

PsNov

(
σ 2
k γ

2Nov + σ 2
k γ̂

2Nov

− 2σ 2
k γ γ̂E{

I ke∑
I ks

cos(2πeωi+ eθ )}
)
, (11)

= 1+ ξ − 2ξ̂
E{
∑I ke

I ks
cos(2πeωi+ eθ )}

Nov
, (12)

where, σ 2
k is the average transmit power for the kth packet,

and ξ =
σ 2k γ̂

2

Pk
and ξ̂ =

σ 2k γ γ̂

Pk
are ratios of received signal

power estimates based on estimated channel gain to the real
received signal power.

By applying the Lemma:
∑n

k=0 cos(ak + z) =

csc( a2 )sin(
1
2a(n + 1))cos( an2 + z) [32] into Eq.(12), the ESR

then becomes:

ESRk,n = 1+ ξ − 2ξ̂ ∗ K (eω, eθ ,Ok,n, I ks , I
k
e ), (13)

where

K (eω, eθ ,Ok,n, I ks , I
k
e )

=
sin(πeωOk,nNp)
sin(πeω)Ok,nNp︸ ︷︷ ︸

C1

∗ cos(πeω(I ke + I
k
s )+ πeω + eθ )︸ ︷︷ ︸
C2

(14)
In reality, there are two types of overlapping scenarios

between the nth and kth packets as illustrated in Fig.3: the
strong leading (SL) case and the weak leading (WL) case.
For the SL case, I ke = Np is fixed, and I ks = I ke − Ok,nNp =
Np(1 − Ok,n), while for WL case, I ks = 1 is fixed, and
I ke = I ks + Ok,nNp = NpOk,n + 1.
Therefore, the sub-term C2 in Eq. (14) can be derived

accordingly for SL and WL cases, and the intermed-
iate key term K with expression of Eq.(14) can be re-written
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FIGURE 3. Illustration of overlapping scenarios.

for different overlapping cases as

K SL
= C1CSL

2 , (15)

KWL
= C1CWL

2 , (16)

CSL
2 = cos

(
− πeωNpOk,n + 2πeωNp + πeω + eθ

)
, (17)

CWL
2 = cos

(
πeωNpOk,n + 3πeω + eθ

)
. (18)

C. APPROXIMATE ERROR MODEL
In the literature, there are many data-aided synchronization
schemes proposed based on unbiased ML estimation algo-
rithms. The Cramer-Rao Bound of the residual error is often
studied to evaluate the performance in terms of the length of
training sequence and SNR condition. We adopted the closed
form of the variance for the normalized frequency and phase
synchronization errors [33], [34], which are simplified at
high SNR as:
eω =

f̂d − fd
fs
∼ N (0, σ 2

ω), σ 2
ω '

3

2π2L31N
2SINRpk

eθ =
θ̂ − θ

π
∼ N (0, σ 2

θ ), σ 2
θ '

1

2π2L1SINR
p
k

(19)

where L1 is the number of symbols on the preamble for
synchronization, N is the sampling factor (number of samples
per symbol), and SINRpk is the SINR on the preamble of the
kth strong packet.

As the number of packet samples, Np, is very large, while
the normalized frequency synchronization error, eω is very
small, the last two terms within the cosine function in both
Eq.(17) and Eq.(18) are negligible, and C1 in Eq.(14) can be
approximated by the sinc(x) = sin(πx)

πx function. Therefore the
parameter K for the two overlapping cases then becomes,

K SL
= sinc(Ok,n) cos(−Ok,n + 2X )︸ ︷︷ ︸

CSL2

, (20)

KWL
= sinc(Ok,n) cos(Ok,n)︸ ︷︷ ︸

CWL2

, (21)

where, X = Npeω.
Consider the quadratic approximations of sinc and cosine

functions based on the Taylor expansions [35]:

cos(X ) =
∞∑
k=0

(−1)kX2k

(2k + 1)!
' 1−

X2

3!
+O(X4) (22)

sinc(X ) =
∞∑
k=0

(−1)kX2k

(2k)!
' 1−

X2

2
+O(X4) (23)

Thus, the intermediate term K used in practical residual
error models can be approximated as

K SL
' 1−

6+ 2O2
k,n − 6Ok,n
3

X2

−
4O2

k,n + O
4
k,n − 4O3

k,n

12
X4 (24)

KWL
' 1−

2O2
k,n

3
X2
+
O4
k,n

12
X4 (25)

Define Y = X2 and assume the channel gain estimates are
perfect and that ξ = ξ̂ = 1. The g is then simplified as

gSL = ASL1 Y 2
+ ASL2 Y (26)

gWL = AWL1 Y 2
+ AWL2 Y (27)

where, 
ASL1 =

1
6
(−O4

k,n + 4O3
k,n − 4O2

k,n),

ASL2 =
2
3
(2O2

k,n − 6Ok,n + 6).
(28)


AWL1 =

−1
6
O4
k,n,

AWL2 =
4
3
O2
k,n.

(29)

It is straightforward to show that, Y = X2
∼ Gamma(α, β)

with α as the shape parameter and β as the rate parameter. The
pdf of Y is

fY (y) =
βαyα−1e−βy

0(α)
,

α =
1
2
, β =

1

2σ 2
X

=
1

2N 2
pπ

2σ 2
ω

=
Lε3SINRpk

3
, (30)

where L is the total number of information bits of the packet,
and L1 = εL is the number of information bits of the
preamble, and SINRpk is the SINR of the strong kth packet
preamble.

According to the expression of ESR in Eq.(26), and (27),
ESR is a function of RV, Y , with a Gamma distribution.
We then define the other new RV, Z = A1Y 2

+ A2Y ; it has
the derived pdf, fZ (z), as

fZ (z;A1,A2) =
2∑
i=1

fY (yi)

|
dz
dy |y=yi

=

√
β

π (A22 + 4A1z)

(
y
−

1
2

1 ey1β + y
−

1
2

2 e−y2β
)
(31)

with

y1 =
−A2 +

√
A22 + 4A1z

2A1
, y2 =

−A2 −
√
A22 + 4A1z

2A1
.

(32)

Therefore, the pdf of gk,n for the two overlapping cases are
fgSL = fz(z;ASL1 ,A

SL
2 ), fgWL = fz(z;AWL1 ,AWL2 ) with corre-

sponding parameters substitutions of A1,A2 in Eq. (32).
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1) FIRST MOMENT STATISTICS, MEAN, µZ
Given themean,E[Y ] = α

β
and variance,Var[Y ] = α

β2
, of the

gamma distributed Y , the first moment of the derived RV Z
can be computed as

µZ = E[Z ;A1,A2]

= A1E[Y 2]+ A2E[Y ]

= A1(Var[Y ]+ E[Y ]2)+ A2E[Y ],

=
A1
β2

(α2 + α)+
A2α
β
=

3A1
4β2
+
A2
2β
. (33)

The statistics of gk,n, can be derived by substituting the
synchronization error model in Eq.(19) and the parameters
of A1,A2 into Eq.(33). For the mean of gk,n for SL case is

µSLg (SINRpk ,Ok,n) =
1.125O5

k,n − 4.5O4
k,n + 4.5O3

k,n

ε6L2(SINRpk )
2

+
2O3

k,n − 6O2
k,n + 6Ok,n

ε3LSINRpk
, (34)

where ε = L1
L is the preamble ratio.

Similarly, the mean of g for WL case can be derived as:

µWLg (SINRpk ,Ok,n) =
−1.125O5

k,n

ε6L2(SINRpk )
2 +

2O3
k,n

ε3LSINRpk
. (35)

2) SECOND MOMENT STATISTICS,VARIANCE, σ2
Z

By applying the rule of expectation of Gamma distribution to
the nth power, E[Y n] = 0(α+n)

0(α)βn , the second moment of the
derived RV Z can be computed as

σ 2
Z = Var[Z ;A1,A2]

= E[Z2]− E[Z ]2

= E[(A1Y 2
+ A2Y )2]− µ2

Z

= A21E[Y
4]+ A22E[Y

2]+ 2A1A2E[Y 3]− µ2
Z

= A21
0(α + 4)
0(α)β4

+ A22
0(α + 2)
0(α)β2

+ 2A1A2
0(α + 3)
0(α)β3

− µ2
Z .

(36)

By substituting Eq.(33) and 0(n) = (n − 1)! into Eq.(36),
the second moment of Z then becomes

σ 2
Z (A1,A2) =

6A21
β4
+

3A1A2
β3
+

A22
2β2

. (37)

Therefore, by substitution the corresponding parameters
into Eq.(37), the variance of the error model, gk,n, is

σ 2
gSL (Ā

SL
1 , Ā

SL
2 ), σ 2

gWL (Ā
WL
1 , ĀWL2 ). (38)

As we can see in Eqs. (33) and (36), the first and sec-
ond moments of the proposed residual error models are
determined by parameters A1(Ok,n),A2(Ok,n) and β(SINR

p
k ),

which are functions of overlapping degree, Ok,n, of the
nth and kth packets, and the SINR of the strong (kth) packet
preamble.

D. SINR EVALUATION OF MULTIPLE
PACKETS OVERLAPPING
In this subsection, we describe how our method can be used
iteratively to determine the SINR for each packet in a network
level simulation. Each packet’s SINR can be compared with a
threshold to determine if the packet is decoded correctly. The
threshold depends on the modulation type. The start times
for packets (SOPs) and power levels for packets are typi-
cally computed in a Monte Carlo type network simulation,
e.g., SOPs might be modeled using a Poisson process or some
MAC protocol and power levels might be modeled using free
space path loss for a given topology. Regardless of how the
SOPs and powers are generated in the simulation, once they
are known, instances of overlapping packets can be identified
and for each instance, the overlapped packets can be sorted
according to their powers. The procedure below can be used
to evaluate SINRn in an instance of overlapped packets.

Algorithm 2 Iterative Approach for a Network-Level Type
Simulation
1) Initialize the packet detection order counter, k = 1;
2) Compute the SINR the kth packet payload according
to Eq.(5), using the previously generated gi,j, that is, for
i = 1, . . . , k − 1. Interferences from weaker uncanceled
packets should be included.
3) Determine if the kth packet is decoded by comparing the
payload SINR to the appropriate threshold. If not decoded,
STOP. If decoded, proceed to next step.
4) Compute SINRPk , considering all the same interferences
as in Step 2, but only consider the interferences that overlap
to a significant extent with the preamble of Packet k .
5) Using a random number generator, generate the resid-
ual error factor to all the weaker packets, where n =
k + 1, . . . , n, according to the statistical model in
Eqs (26)-(31). When there is no interference on the
preamble, SINRpk = SNRk .
6) Increase the order counter, n = n + 1, and go to Step
2) if n < N .

IV. SIMULATION RESULTS
A network-level simulation is considered out of the scope
of this physical-layer centric paper; using the model in
this paper, the authors are preparing another paper that
reports a network-level simulation of a transmit-only wire-
less sensor network. In this section, the proposed metric
REF g with/without (w/wo) approximation are simulated for
the two-packet overlapping scenario (i.e., N = 2) with
one-time IC. Therefore, we can drop the k, n subscript,
where SINRp indicates the SINR of the strong packet pream-
ble, while O indicates the overlapping between the two
packets.

We evaluate the performance under three SNR values:
10dB, 15dB, and 20dB. The sample mean and variance of
g without approximation, represented by Eqs.(10) and (12),
are simulated and compared to the approximated mean as
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in Eqs. (34) and (35) and variance as in Eq. (38) using
100,000 Monte Carlo trails.

A. STATISTICS OF g WITH RESPECT TO O
For the simulation results in Figs. 4, all solid curves are results
for the mean based on the theoretical analysis in Section III-B
without approximation, while all symbols represent corre-
sponding statistics simulation based on the approximation
analysis in Section III-C. As we can see, the mean of pro-
posed practical residual error model matches the approxi-
mated analysis very well, with only few disagreements at
the low overlapping degree O for low SNR because of the
approximation of the phase error and the Taylor expansion
error.

FIGURE 4. g versus overlapping degree, O with fixed SINR = 7dB.
(a) Mean: SL case. (b) Mean: WL case.

According to the simulation results in Fig.4, the practical
g for SL case increases with the growth of the overlapping
degree, O but with decreasing slope, meanwhile affected
by SNR of the strong packet. This is because, there is no
interference on preamble for the SL casewhenO > ε = 0.25.
In other words, the SINR on the preamble equals the SNR of
the packet, that is, SINRp = SNR. As g = ESR ∗O, the slope

indicates the ESR, which determined by the averaged residual
error power over the interference interval.We observe that the
red (top) curve in Fig.4a is approximately a scaled version
of blue (middle) curve. We observe that the red (top) curve
in Fig.4a is approximately a scaled version of blue (middle)
curve. We think the slopes are more exaggerated in the red
curves because the errors are generally larger for low SNR.
The highest slope occurs at small overlaps for SL because
the highest instantaneous residual error is always captured
first. The slope decreases with the overlapping degree, O,
with similar trend as ESR.

B. STATISTICS OF g WITH RESPECT TO SINR
On the other hand, the statistics of the WL case with inter-
ference on the preamble increases with the growth of the
overlapping degree O but with a increased slope, and stays
constant at different SNR. This happens because the SINR of
the strong packet preamble matters than the SNR for the WL
case. And the lowest instantaneous residual error is always
captured first, which makes the slope or the ESR decrease
over O.
The variances curves have the similar shape as the corre-

sponding mean curves.
In Fig.5, with fixed overlapping degree, O, the statistics of

the SL case are constant with respect to SINR but decrease
with growth of SNR, as we expected. This is because of
the synchronization performance improves with the increase
of the preamble SINR, which is just SNR when there is no
interference. We also observe the small disagreements of the
mean for SL case between without approximation and with
approximations, indicated by the red curve and dots. This
is caused by the approximation of the phase error and the
Taylor expansion error at relative low SNR. On the other
hand, the statistics of g for WL case decrease with the growth
of SINR, but are same at different SNR, as expected.

C. THE DISTRIBUTION OF THE PRACTICAL
RESIDUAL ERROR FACTOR, g
In this subsection, we simulate the distribution of the prac-
tical residual error factor g. The sample distribution based
on the synchronization error model represented by Eq.(19)
is compared with the theoretical analysis result in Eq.(31)
at fixed SNR, SINR, and overlapping degree. According to
the simulation results in Fig.6, the distribution of practical
residual error matches our theoretical analysis.

V. EXPERIMENT DESIGN AND MEASUREMENTS
In this section, we design and conduct a large number of
experimental trials to measure the defined metric ESR, based
on the successful decoding sets with BER of zero.We employ
three software defined radios (SDRs), as shown in Fig.7,
to conduct the experiment. Two of them are the transmitters,
and the other one is a GW. The are connected through cable,
power splitter, and attenuators to create a controlled station-
ary channel.
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FIGURE 5. g versus SINR with fixed overlapping degree, O = 0.5.
(a) Mean: SL case. (b) Mean: WL case.

FIGURE 6. Simulation on the distribution of of g(SINRp, O) at
SNR = 20dB, SINR = 7dB, overlapping degreeO = 0.5.

A. EXPERIMENT DESIGN
1) PACKET SCHEDULING RULE
According to the theoretical analysis in Eq.(8), we know
the practical residual error is determined by synchronization
performance and channel estimation performance, as well as
signal and noise powers. Therefore, we design the experiment

FIGURE 7. Illustration of experiment setup. (* antenna was disabled for
the experiments; red circle: attenuator; blue circle: power splitter.).
(a) The diagram of experiment setup. (b) The photo of experiment setup.

in terms of a set of packets, as illustrated in Fig.8, to evalu-
ate the residual error in terms of SNR, SINR, and random
overlapping scenario. As shown in Fig.8(a), the two TXs
are scheduled to transmit packets continuously at different
repetition rates once activated at time t0,1 and t0,2, respec-
tively. By controlling the delay between the start times t1 =
|t0,1− t0,2|, we are able to create different overlapping degree
situations.When TX1with repetition rateR1 = 1

3 transmits at
lower power, and TX2 with repetition rate R2 = 1

5 transmits
at higher power, this results in the pattern or set in Fig.8(b);
this pattern repeats. Each set contains both overlapping cases
SL and WL, for a particular overlapping degree, O. We also
have one interference-free reference of the strong packet
and three interference-free references of the weak packet for
each set.

In the experiment, we do not have access to instananeous
residual error es[i]. Instead, we measure random outcomes of
ESR, approximated as

ESR =
|E{|ŷw|2} − E{|yw|2}|

E{|ŷs|2|} − σ̂ 2
n

, (39)

where ŷw is a weak packet with residual error after subtracting
of strong packet, yw is an interference-free weak packet, ŷs is
the overlapping part of an interference-free strong packet, and
σ̂ 2
n is the estimated noise power.

TABLE 1.

The symbols used in this paper are listed in Table 1. Each
packet has the same payload of 48 MSK symbols and the
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FIGURE 8. Illustration of experiment design. (a) Packet transmission schedule. (b) Designed received signal at GW.

FIGURE 9. The received signal at GW for IC processing. (a) Amplitude of received signal before IC. (b) Amplitude of SOP metric before
IC. (c) Amplitude of received signal after IC. (d) Amplitude of SOP metric after IC.

same preamble of 16MSK symbols. Other system parameters
for the experiments are listed in the table below. Different
groups of sets have different transmitter power levels and

overlapping degrees. We calculate the average residual error
factor ESR based only on the successfully decoded sets with
BER of zero. Each average is based on 200 sets.

69238 VOLUME 6, 2018



Q. Lin, M. A. Weitnauer: Practical Residual Interference After Cancellation for Constant Envelope Modulation

2) EXPERIMENTAL INSTANTANEOUS RESIDUAL ERROR
Fig.9(a) shows the experimentally received signals, which
match the set definition in Fig.8(b). The corresponding
packet detection metric is shown in Fig.9(b) with the peaks
indicating the starts of packets (SOPs). The peaks for
the strong packets are higher than for the weak packets.
The red double-ended arrows in Fig.9(b) indicate the differ-
ence between the peak of the metric and the ‘‘noise’’ level
near the peak; this difference is proportional to the SINR
of the preamble. Thus Fig.9(b) reflects that the preamble
for the second weak packet, which is an interference-free
reference, has a higher SINR than the preamble of the first
weak packet, which has interference.

According to the measurements after IC processing
in Figs.9(c) and 9(d), we find the instantaneous residual error
is not constant over the packet but tends to initially worsen
over time in Fig.9(c) as we expected based on Eq.(8). The
error is small at the beginning because the channel estimate
based on the preamble compensates for the initial phase
offset. As we can see in Fig.9(d), we only see clear peaks
indicating the SOPs of weak packets, which demonstrates the
effectiveness of the cancellation and ability of the preamble
correlation inherent in SOP estimation to suppress the inter-
ference from the residual error. Meanwhile, the weak packets
are decoded without error after IC.

B. EXPERIMENT ESR
In this section, we conduct experiments to demonstrate the
effects of SNR and SINR by controlling the TX powers of
the overlapping packets. The scatter plots in Fig.10 a and b
show ESR computed for each of 200 sets vs. O, for SL and
WL, respectively, for strong packet SNR = 18.96dB and
SINR= 6.5dB. These scatter plots are qualitatively similar
to scatter plots for other settings.

Fig.11 shows plots of the average ESR (left axis) and the
average strong packet preamble SINR (SINRP, right axis),
each averaged over 200 sets, as a function of the overlap
degree, O. The Fig. 10 cases include SL (solid curves with
star symbols) and WL (dashed curves with circle symbols),
for various TX power combinations that are distinguished by
color and further described below. The SNRs are the nearly
horizontal dashed lines and the SINRs are the nearly hori-
zontal solid lines; these are displayed to show experimental
repeatability for different values of O.

1) HIGH TX POWER
we first conduct the experiments at high power levels with
Ps = 0 dBm and Pw = −7dBm. The corresponding
residual error measurements are red curves shown in Fig.11
with measured SNR and SINR of the strong packet to be
18.96dB, 6.50dB, respectively. We observe that when the
overlapping degree grows, the corresponding averaged ESR
decreases for the SL case, while it increases for the WL
case. Intuitively, this happens because the instantaneous
error is increasing but the ESR is averaged only over the

FIGURE 10. Scatter plot of measured ESR with
SNR = 18.96dB, SINR = 6.50dB. (a) SL case. (b) WL case.

overlapping period. Thus, in the SL case, for smallO, only the
highest instantaneous error is captured in the average. On the
other hand, in the WL case, for small O, only the lowest
instantaneous errors are captured in the average. As O grows
for the SL (WL) case, smaller (larger) values of the instanta-
neous error are averaged in, causing the downward (upward)
trends in the graph. These results are consistent with Fig.4,
recalling Eq.(10). We also observe that SL ESR goes up
dramatically when O = 0.8. This happens because the
preamble accounts for a quarter of the total packet. So when
O > 0.75, the preamble of the strong packet for the SL case is
also interfered so that synchronization and channel estimation
performance are sacrificed.

2) LOW TX POWER
to demonstrate the effect of the SNR while keeping SINR
approximately the same, we conduct experiments at the lower
TX power levels of Ps = −7dBm and Pw = −14dBm. The
corresponding residual error measurements are blue curves
shown in Fig.11 with measured SNR and SINR of the strong
packet to be 11.98dB, 5.65dB, respectively. We observe that
when the SNR of the strong packet reduces, the correspond-
ing ESR increases for the SL case, while it does not change
much forWL case. This happens because the synchronization
and channel estimation performances are mainly affected by
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FIGURE 11. Measured average ESR.

the SNR for the SL case as there is no interference on the
preamble, and the ESR grows as the synchronization perfor-
mance gets worse with lower SNR. However for theWL case,
the synchronization and channel estimation performances are
mainly affected by the SINR.

3) SINR EFFECTS
to evaluate the SINR effects, we reduce the TX power differ-
ence from 7dBm to 4dBm. The TX powers are Ps = 0dBm
and Pw = −4dBm. The corresponding residual error mea-
surements are green curves shown in Fig.11 with measured
SNR and SINR of the strong packet to be 18.89dB, 3.62dB,
respectively. By comparing the green curves and red curves,
we observe that the ESR is similar to the SL case with
star symbols, while it is worse for the WL case with circle
symbols. This happens because when the SNR does not
change much, the synchronization and channel estimation
performances are similar for SL without interference on the
preamble, but sacrificed for the WL case with interference on
the preamble as SINR decreases.

VI. CONCLUSION
The residual interference or error after interference cancel-
lation (IC), for overlapping constant envelope modulation,
considering realistic synchronization, has been studied both
analytically and experimentally. The distribution, the mean,
and the variance of the IC residual error factor are derived.
These statistics were shown to depend strongly on the overlap
degree and the SINR of the preamble of the packet being
canceled, which contrasts with the popular constant model
of residual error factor. Experimental results show the same
trends as the analytical results.

The IC residual error statistics derived in this paper are con-
ditioned on the degree of packet overlaps and received powers

of packets, which cannot be controlled in random topologies
and in random access networks. However, for network simu-
lation, with a specified network setup, such as a transmission
pattern and path loss model, the statistics of the proposed
residual error model could be used to evaluate the system
level performance. We are preparing a future publication that
uses the IC interference model to evaluate a transmit-only
wireless sensor network. Ideas for future research include
deriving unconditional statistics for random access networks
which may, in turn, be used to derive network performance
theoretically. In addition, the proposed residual error model
could also be explored to guide the system design, such as,
packet structure (e.g., duration and placement of preamble),
in order to maximize the network throughput.
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