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ABSTRACT Most of the real-time image acquisitions produce noisy measurements of the unknown true
images. Image denoising is the post-acquisition technique to improve the signal-to-noise ratio of the acquired
images. Denoising is an essential pre-processing step for different image processing applications such as
image segmentation, feature extraction, registration, and other quantitative measurements. Among different
denoising methods proposed in the literature, the non-local means method is a preferred choice for images
corrupted with an additive Gaussian noise. A conventional non-local means filter (CNLM) suppresses noise
in a given image with minimum loss of structural information. In this paper, we propose modifications to
the CNLM algorithm where the samples are selected statistically using Shapiro–Wilk test. The experiments
on standard test images demonstrate the effectiveness of the proposed method.

INDEX TERMS Denoising, Gaussian, non-local means, noise, Shapiro-Wilk test.

I. INTRODUCTION
Noise is a random variation of image intensity values that
makes the visual analysis and other post-processing opera-
tions difficult. The presence of noise is unavoidable in images
and its contamination depends on how the image is created.
Denoising suppresses the adverse impact of noise in the
acquired images and is an important pre-processing step to
increase the SNR of the image which is important for image
segmentation, feature extraction, texture analysis etc. [1].
The aim of image denoising is to reduce the noise while
preserving the edges and other fine details in the image as
much as possible.

Different approaches proposed in the literature to enhance
image quality by reducing the noise can broadly be clas-
sified into two categories; spatial domain methods [2]–[4]
and transform domain methods [5]–[7]. Depending on the
way of finding the candidate pixels, spatial domain meth-
ods are further classified into local and non-local filtering.
Mean filter, Median filter, Gaussian filter [2], Least-Mean-
Square Adaptive Filters [3], anisotropic filtering [4], bilateral
filter [8],steering kernel regression filter [9] etc. are examples
for spatial filters based on local statistics. The filters that
uses transformation such as wavelet transform [5], contourlet
transform [6], curvelet transform [6], principal component
analysis [7], singular value decomposition [10] or discrete

cosine transform [11] are examples of transform domain
filters. Most of the aforementioned methods blur fine details
in the images while denoising.

Buades et al. [30], [31] proposed a non-local weighted
averaging method based on patch similarity to estimate
the true underlying intensity of pixels from the given
noisy image. The estimates are nonlocal because, the pix-
els that are not in the immediate neighborhood of the
pixel of interest are also considered for weighted averag-
ing. The performance of conventional NLM (CNLM) algo-
rithm depends on the similarity measure used, the decay
parameter and search and similarity window size. Several
authors have proposed different NLM frameworks to opti-
mize any of these parameters to enhance the denoising per-
formance or reducing the computation time. Such a few
NLM variants are listed in Table1. In this paper we improved
the denoising performance of CNLM using Shapiro-Wilk test
as similarity measure instead of Euclidean distance (used
in CNLM).

The rest of the paper is organized as follows: the rel-
evant background on the noise model, conventional NLM
filter and the Shapiro-Wilk test are discussed in Section 2.
Section 3 explains the proposed approach. Experimental
results are reported in Section 4 and the paper is concluded
in Section 5.
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TABLE 1. Different NLM based filters for image denoising.

II. THEORY
A. THE AWGN MODEL
The noisy image V is a two dimensional array of pixels and
can be modeled mathematically as

V = U + η (1)

where U represents the underlying clean image and η is the
noise component independent to U . This statistical uncer-
tainty η is assumed to be an additive zero mean white Gaus-
sian noise (AWGN) with standard deviation σ . Although
we consider the case of AWGN in this paper, the proposed
approah can be extended to other noise models like Rician
by incorporating the noise properties and extending the
NL-Means as in [32]. Most of the denoising algorithms
require the estimate of noise level for better denoising per-
formance. In this paper, we estimated the noise standard
deviation σ̂ from the noisy image as explained in [33],

σ̂ 2 = mode {σ 2
Ni} (2)

where σ 2
Ni represents the local variance estimated from the

neighborhood Ni around each pixel i. We used the neighbor-
hood window of size 7× 7 to compute the local variance.

B. CONVENTIONAL NON-LOCAL MEANS FILTER (NLM)
The non-local means filter [31] is widely used due to its
simplicity and efficiency in denoising images. It makes use
of the self-similarity of pixels in the image and well suited
to AWGN noise model. The NLM algorithm performs a
weighted sum approach in which the algorithm updates a
pixel’s value with the weighted sum of pixels in the search
area based on the similarity of neighborhoods computed
using Euclidean distance. Consider the observed image V ={
v (y) |y ∈ R2

}
, where v (y) corresponds to the noisy image

value at pixel location y. Now the true underlying value of

the pixel at location r is computed as [31], [32], [34]:

NL (v (r)) =
∑
∀s∈�

w (r, s) v (s) (3)

where v(s) represent the non-local pixels in the search win-
dow � and w is the normalized weight which is computed
as:

w (r, s) =
1

Z (r)
e−

d(r,s)
h2 (4)

where h is the smoothing parameter. In most implementations
of NLM, the parameter h is taken as the noise standard
deviation. Z (r) is the normalizing constant computed as,

Z (r) =
∑
∀s∈�

e−
d(r,s)
h2 . (5)

The distanc d in Eq. 4 is defined as,

d (r, s) = Gσ ‖Nr − Ns‖2t2 (6)

where Gσ is a Gaussian kernel with mean zero and standard
deviation σ . The blocks Nr and Ns denote the neighborhood
pixels around r th and sth pixel of V respectively. The self
similarity will be maximum when r = s and produces an
over-weighting effect. To avoid it, we calculated w(r, r) as,

w(r, r) = max(w(r, s)∀s 6= r). (7)

C. SHAPIRO-WILK PARAMETRIC HYPOTHESIS TEST OF
COMPOSITE NORMALITY (SW TEST)
There are different goodness-of-fit tests such as Kolmogorov-
Smirnov (KS test) [35], Anderson-Darling test (AD test) [35],
T-test, χ2 test, Jarque-Bera test (JB test) [36], Shapiro-Wilk
test (SW test) [37] etc. for checking normality and to make
inferences about data. Among them, SW test based on W
statistic is one of the mostly known and applied test to check
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Algorithm 1 SW-NLM Filter
1: Input: V ⇐ Noisy image

σ̂ ⇐ Noise standard deviation computed using Eq. 2.
2: for each pixel v(x) of V do
3: InitializeWmax = 0,Average = 0,Sumweights = 0.
4: Select a T × T SearchWindow around the pixel
5: Nx ⇐ Similaritywindow of size t× t around the pixel
6: Ny ⇐ Non local neighbourhood windows in the
SearchWindow other than Nx

7: for each Ny do
8: Compute the difference D = (Nx − Ny) and find
ND using Eq. 12.

9: Apply Shapiro-Wilk Test on ND and find both
statistic valueW and hypothesis H .

10: Compute the statistical parameters of ND: Mean
µND and standard deviation σND

11: Apply Eq. 13 to find the standard error (SE) of
ND

12: C=0
13: if (SE > µND > −SE) and (1 + SE > σND >

1− SE) and hypothesis H0 then
14: C=1
15: end if
16: compute weightW ′ = C ×W
17: if (W ′ > Wmax) then
18: Wmax = W ′

19: end if
20: Sumweights = Sumweights+W ′

21: Average = Average+W ′ × v(y)
22: end for
23: Average = Average+Wmax × v(x)
24: Sumweights = Sumweights+Wmax
25: if (Sumweights > 0) then
26: û(x) = Average/Sumweights
27: else
28: û(x) = v(x)
29: end if
30: end for
31: Output: Û ⇐ Denoised image

normality of a given distribution when sample size is small.
The Shapiro-Wilk W statistic is defined as [37]:

W =

(∑n
i=1 aiX(i)

)2(∑n
i=1 Xi − X̄

)2 (8)

where X(1) ≤ X(2) ≤ · · · ≤ X(n) are the ordered value of the
samples (X1,X2, · · · ,Xn), X̄ is the sample mean and ai are
tabulated coefficients [37]. The small values for W statistics
indicate non-normality and is always 0 < W ≤ 1. The
SW test can be used for any n in the range 3 ≤ n ≤ 5000 [38].

III. PROPOSED METHOD
It is a well known fact that the difference of two normal
(Gaussian) distribution results in another normal distribution.

That means, the distribution of difference of two normally
distributed variates 2 and 9 with mean and standard devia-
tion (µθ , σθ ) and

(
µψ , σψ

)
respectively is a normal distribu-

tion given by [39]:

P2−9 (u|2,9, σθ , σψ )

=

∫
∞

−∞

∫
∞

−∞

e−θ
2/2σ 2θ

σθ
√
π
·
e−ψ

2/2σ 2ψ

σψ
√
π
δ((θ − ψ)− u)dθdψ

(9)

where δ(θ ) is a delta function. The mean and variance of the
resultant normal distribution are :

µ2−9 = µ2 − µ9 (10)

and

σ 2
2−9 = σ

2
2 + σ

2
9 (11)

respectively. In this workwe computed the similarity between
two different patches by taking the difference between them.
If those two patches are having the same underlying intensity
then the difference patch D will be having a mean zero and
standard deviation

√
2σ̂ ; where σ̂ is an estimate of the noise

standard deviation obtained with Eq. 2. Since the noise level
is same across the image, the standard deviation of any two
patches with same underlying intensity will be

√
2σ̂ . We con-

ducted this normality test using the Shapiro-Wilk (SW) test.
Before performing the SW test we normalized D as follows
to make it a standard normal distribution.

ND = D/(
√
2σ̂ ) (12)

Our null-hypothesis of SW test is that the population follows
a standard normal distribution.

Since our sample size is too small, we also considered
the standard error in the implementation. The standard error
calculation is a common practice to counteract for any inci-
dental inaccuracies during the sample collection. If a large
number of samples involved in the calculations of the mean,
the standard error tends to be small. When the standard error
is small, the data is said to be more representative of the true
mean.

The standard error is defined as [40]

SE = σND/
√
n (13)

where, n is the number of observations and σND is the standard
deviation of ND. Once the samples are selected the weighted
average is computed (as in NLM) to estimate the true under-
lying intensity. However only the NL pixels that passed the
test will be considered for averaging. The proposed non-local
means denoising methodology with Shapiro-Wilk statistic
similarity is explained in Algorithm 1.

In the following sections, we refer the new non-local means
denoising methodology which relies on Shapiro-Wilk statis-
tic similarity as SWNLM filter.
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FIGURE 1. Denoising of Cameraman image with various methods (a) Noisy Cameraman image (σg = 30)(b) residual of image in (a) (c) Denoised
image using CNLM filter (d) residual of image in (c) (e) Denoised image using PNLM filter (f) residual of image in (f) (g) Denoised image using JSNLM
filter (h) residual of image in (g) (i) Denoised image using ANLM filter and (j) residual of image in (i) (k) Denoised image using SWNLM filter
(l)residual of image in (k). (residuals in the range 0− 70).

IV. EXPERIMENTS AND RESULTS
Experiments were conducted on different standard test
images such as Cameraman image, Lena image, Boat image
and Fingerprint image for validating and comparing the per-
formance of the proposed method with other recently pro-
posed methods. Results were evaluated both qualitatively
and quantitatively. The proposed SWNLM method is com-
pared with CNLM [30] and recently proposed NLM based
methods such as NLM with probabilistic early termination
(PNLM) [24], NLM with James Stein type center pixel
weights (JSNLM) [42] and an adaptive isotropic search win-
dow basedNLM (ANLM) [13]methods. For comparisons, all
the above mentioned filters are executed with default settings
and a search window of size of 21×21 and similarity window
of size 3× 3 respectively.

A. QUALITATIVE ANALYSIS
This section presents the results on Cameraman image and
Fingerprint image for visual inspection. Fig. 1 and Fig. 2
shows the output of different denoising methods and their
corresponding residual images in the intensity range [0,70]
on Cameraman and Fingerprint images. It is clear from the
figures (residual images) that the result by the proposed
SWNLM filter surpasses the output by CNLM, PNLM,
JSNLM and ANLMfilters. In the fingerprint residual images,
we can clearly observe that the image structural information
is very less in the residual of the proposed method when com-
pared to other images. Qualitatively, the proposed SWNLM
filter performs well in preserving fine structures and has the
superior noise removal capability over the other methods
considered.
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FIGURE 2. Denoising of Fingerprint image (Original image taken from [41])with various methods (a) Noisy Fingerprint image (σg = 30)(b) residual of
image in (a) (c) Denoised image using CNLM filter (d) residual of image in (c) (e) Denoised image using PNLM filter (f) residual of image
in (f) (g) Denoised image using JSNLM filter (h) residual of image in (g) (i) Denoised image using ANLM filter and (j) residual of image
in (i)(k) Denoised image using SWNLM filter (l) residual of image in (k). (residuals in the range 0− 70).

TABLE 2. Comparison of experimental results on Cameraman image based on PSNR.

B. QUANTITATIVE ANALYSIS
We compared the performance of the proposed SWNLM
filter and other aforementioned NLM filters on noisy images
obtained by artificially corrupting standard images with
AWGN noise. The noisy images are generated with dif-
ferent noise standard deviations ranges from 5 to 45.

For comparison, we used the objective measures such
as peak signal to noise ratio (PSNR) [43], mean struc-
tural similarity index matrix (SSIM) [44] and Bhattacharya
coefficient (BC) [45].

PSNR is a popular quality measure that provide the overall
quality of the image. On the other hand, mean SSIM gives
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TABLE 3. Comparison of experimental results on Lena image based on PSNR.

TABLE 4. Comparison of experimental results on Boat image based on PSNR.

TABLE 5. Comparison of experimental results on Fingerprint image based on PSNR.

TABLE 6. Comparison of experimental results on Cameraman image based on mean SSIM.

TABLE 7. Comparison of experimental results on Lena image based on mean SSIM.

a measure of the structural similarity between the ground
truth and the estimated images. Actually, SSIM test shows
more consistency with the human visual system (HVS).
We used BC as an alternative quality measure because of
its relevance to the image contrast. We have shown the

quantitative results for Cameraman, Lena, Boat and Fin-
gerprint images in Tables 2 -13. The quantitative analysis
based on PSNR is summarized in Table 2 to Table 5 where
as mean SSIM values are listed in Table 6 to Table 9 and
BC in Table 10 to Table 13, respectively. As one can see

VOLUME 6, 2018 66919



W. Yamanappa et al.: Non-Local Means Image Denoising Using Shapiro–Wilk Similarity Measure

TABLE 8. Comparison of experimental results on Boat image based on mean SSIM.

TABLE 9. Comparison of experimental results on Fingerprint image based on mean SSIM.

TABLE 10. Comparison of experimental results on Cameraman image based on BC.

TABLE 11. Comparison of experimental results on Lena image based on BC.

TABLE 12. Comparison of experimental results on Boat image based on BC.

from the above quantitative results, the proposed SWNLM
outperforms the other NLM based techniques in most of the
cases.

C. DISCUSSION
As discussed earlier, there are a variety of goodness-of-fit
tests for checking normality. In this section, we first present
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TABLE 13. Comparison of experimental results on Boat image based on BC.

FIGURE 3. Denosing performance (based on PSNR) of NLM methodology
with different statistical tests.

comparison among different statistical tests such as KS test,
AD test, T-test, χ2 test, JB test and SW test to facilitate
sample selection for NLM estimation and, thereby, denois-
ing the images. For this study, we compared the denoising
performance of NLM filter with different statistical tests on
noisy images of Lena, Boat, Cameraman and Fingerprint
images corrupted with AWGN of noise standard deviation
of 30 and plotted the result in terms of PSNR in a bar diagram
(see Fig. 3). As expected, it shows that SW test is better than
other statistical tests. This experiment was conducted with
a similarity window of size 3 × 3 and a search window of
size 21× 21.
The disadvantage of the proposed SWNLM filter is its

high time complexity compared to conventional NLM. The
major reason behind this is the additional time taken for the
SW test. In fact, a GPU implementation of the proposed
filter (as in [46]) can substantially reduce its execution time.
We carried out all our experiments with an Intel Core i7 CPU
@3.40GHz processor and the proposed filter implemented on
MATLAB 2018a (rev 9.4.0).

V. CONCLUSION
In this paper, a new NLM filter using Shapiro-Wilk statistical
test have been presented. This study validates the use of
SW statistic based similarity measure for sample selection
to perform NLM estimation. In addition, we also considered
the standard error in the computation to improve the results.
Experiments were carried out on simulated images to validate
the efficiency of the proposed method quantitatively as well

as qualitatively. Assessments in terms of visual examinations
and quality measures such as PSNR, mean SSIM, BC on
simulated images with a range of noise levels shows the better
performance of proposed framework compared to other NLM
methods. Also, the proposed method achieves good noise
reduction and detail preservation in different images.
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