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ABSTRACT The network traffic sequence has the complex characters, such as mutability, chaos, timeliness,
and nonlinearity, which bring many difficulties to network traffic prediction. In order to deal with these
complex characters and improve the prediction accuracy, a new network traffic prediction method based on
improved echo state network is proposed in this paper. First, to deal with its mutability and chaos, a network
traffic denoising algorithm based on local preserving projection is proposed to denoise the raw network
traffic sequence. Second, to handle its timeliness and nonlinearity, a network traffic prediction model based
on echo state network with double loop reservoir structure is constructed, which takes both the denoised
network traffic sequence and the raw network traffic sequence as input. Finally, the proposed method is
simulated using two actual network traffic datasets, and simulation results demonstrate that the proposed
method can achieve better performance on network traffic prediction compared with other similar methods.

INDEX TERMS Network traffic, echo state network, local preserving projection, prediction, denoise.

I. INTRODUCTION

Accurate prediction of the network traffic sequence is very
important to network management and control [1]. With the
complex characters such as mutability, chaos, timeliness and
nonlinearity, the network traffic sequence is a special kind of
time series, which is difficult to predict.

Frequent changes of network user behavior and complex-
ity of network link environment make the network traffic
sequence mutable and chaotic. Therefore, it is necessary
to preprocess the network traffic sequence. Huang ef al. [2]
decompose the network traffic sequence into multiple intrin-
sic modal components by using improved global empirical
mode decomposition method, then predict each component
respectively by using quantum neural network. Nie et al. [3]
adopt discrete wavelet transform to extract low-pass and
high-pass components from the network traffic sequence,
then built depth belief network model and Gaussian model
to predict these two components respectively. Zhang et al. [4]
reconstruct the phase space of network traffic sequence, then
construct adaptive v-support vector regression model to pre-
dict. Meng et al. [5] denoise the network traffic sequence
by using wavelet soft-threshold method, then adopt rel-
evance vector machine regression model to prediction.

Among a number of preprocessing methods, denoising can
effectively reduce the negative effect of mutability and chaos
of network traffic prediction. Many algorithms have been
proposed for denoising, including wavelet denoising [6],
wavelet soft-threshold denoising [7] and Local Preserving
Projection denoising (LPP) [8]. Because LPP can maintain
local manifold features, simplify calculation and improve
processing speed, it has been widely applied in many fields,
such as abnormal network traffic detection [9] and image
classification [10].

Because the network traffic sequence has nonlinear
character, traditional linear prediction models such as
auto-regressive model [11], auto-regressive integrated mov-
ing average model [12] and Poisson model [13] are difficult
to meet the requirements of network traffic prediction,
while Artificial Neural Network model (ANN) [14] with
strong nonlinear approximation ability performs better in
network traffic prediction. Therefore, on the basis of ANN,
researchers have put forward some network traffic pre-
diction models. Zhang et al. [15] propose a network traf-
fic prediction model based on genetic algorithm and radial
basis function network to improve prediction accuracy.
Narejo and Pasero [16] study deep belief networks with three
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FIGURE 1. Overall procedure of the network traffic prediction method based on improved echo state network.

different structures and apply them to network traffic predic-
tion respectively. However, most prediction models based on
ANN take too much time to optimize weight matrices itera-
tively, and can hardly satisfy the real-time requirement [17]
in actual network traffic prediction tasks. In 2001, Jaeger [18]
proposed a novel recurrent neural network called Echo State
Network (ESN). Compared with ANN, ESN only needs to
train the output matrix [19], [20], which can improve predic-
tion efficiency. However, due to the random reservoir struc-
ture, it takes ESN a long time to generate the reservoir and the
ability to handle the nonlinear sequence is restricted. There-
fore, it is necessary to fix the reservoir structure to further
shorten the training time and increase prediction efficiency of
network traffic, and the neuronal connections in the reservoir
should be strengthened to improve its ability to handle the
nonlinear network traffic sequence.

In order to deal with the complex characters of network
traffic sequence, a new network traffic prediction method
based on improved echo state network is proposed in this
paper. Firstly, to handle the mutability and chaos of net-
work traffic sequence, a network traffic denoising algorithm
based on LPP is proposed to denoise the raw network traffic
sequence. Secondly, to handle the timeliness and nonlinear-
ity of network traffic sequence, a network traffic prediction
model based on Echo State Network with Double Loop
Reservoir Structure (ESN-DLRS) is constructed, which takes
both the denoised network traffic sequence and the raw net-
work traffic sequence as input. Therefore, not only the vary-
ing trend of relative stability in the denoised network traffic
sequence, but also the strong correlation with the predicted
value in the raw network traffic sequence can be learned by
ESN-DLRS, which can improve prediction accuracy. Finally,
denoising performance, input window size and prediction
performance are analyzed using two actual network traffic
datasets.

The rest of this paper is organized as follows: Section II
introduces the overview of network traffic prediction method
based on improved ESN. Section III describes the network
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traffic denoising algorithm based on LLP. In Section IV,
the network traffic prediction model based on ESN-DLRS
is proposed. Simulations and analyses are discussed in
Section V. The paper is concluded in Section VI.

Il. OVERVIEW OF NETWORK TRAFFIC PREDICTION
METHOD BASED ON IMPROVED ESN

The overall procedure of the proposed method is shown
in Fig. 1. The prediction task of this method can be described
as predicting the network traffic value tr (¢ + h) according
to the raw network traffic sequence Try, (¢) and the denoised
network traffic sequence Tr,f;” (t), where h is prediction step.

Try, (t) can be expressed as:
Tr, @) ={tr (t —ky),tr =k +1),...,tr t=1),tr (¢)}
(H

where k; is the input window size of the raw network traffic
sequence, and #r (¢) is the network traffic value at time ¢.

In the preprocessing phase, the denoised network traffic
den (1) is obtained by the network traffic denois-

sequence Trk2
ing algorithm based on LPP. Tr,‘f;” () can be expressed as:

Tr,f;" 1) = {trde" (t—ko), tr" (t — ko + 1),
arden (¢ — 1y, prden (;)] )

where kj is the input window size of the denoised network
traffic sequence, and frden (1) is the denoised network traffic
value at time 7.

In the prediction phase, the raw network traffic sequence
Try, (¢) and the denoised network traffic sequence Tr,‘fze" )
are used simultaneously as the input of the network traf-
fic prediction model based on ESN-DLRS. Therefore,
in Fig. 1, the inpuTt vector of input layer is u(t) =
(T, ), T ) ", where K = ki + ko s the input
vector dimension. The output vector of output layer can be

calculated as y (t) = (¢r (t + )T, where L = 1 is the output
vector dimension.

VOLUME 6, 2018



J. Zhou et al.: Network Traffic Prediction Method Based on Improved Echo State Network

IEEE Access

Algorithm 1 Prediction Procedure

Algorithm 2 LPP Denoising Procedure

1. Collect and normalize the network traffic sequence data.
2. Construct training samples (Uqgin (t) , Yirain (t + h)), t =
1,2, ... T, where uyap (t) = (Trkl (). Trfer (t))

Tr,f;" (t) is obtained by the network traffic denoising
algorithm based on LPP mentioned in Section III.

3. Construct the network traffic prediction model based on
ESN-DLRS mentioned in Section I'V.

4. Train the network traffic prediction model by using sam-
ples constructed in Step 2.

5. Denoise the newly collected network traffic
sequence. Construct the input vector upreq (t') =

(Trk1 (t), Trien (¢! )) and put it into the trained prediction
model to obtain the predicted value tr (t/ + h)

The detailed procedure of network traffic prediction
method based on improved echo state network is described
as Algorithm 1.

Taking both Try, (¢) and Trf;” (t) as input can not only
make the prediction model learn the varying trend of rela-
tively stable in the denoised network traffic sequence, but
also correct the predicted value by exploiting the strong
correlation between the raw network traffic sequence and
the predicted value. Therefore, the network traffic prediction
accuracy can be improved effectively.

Ill. NETWORK TRAFFIC DENOISING ALGORITHM

BASED ON LOCAL PRESERVING PROJECTION

To handle the mutability and chaos of network traffic
sequence, a network traffic denoising algorithm based on LPP
is described in this section. Firstly, the phase space of network
traffic sequence is reconstructed and the local neighborhood
for each phase point is determined in the reconstructed phase
space. And then, the reconstructed phase space matrix is
divided into the network traffic signal subspace and the noise
subspace in each local neighborhood. After that, the linear
hyperplane is constructed according to the network traffic sig-
nal subspace. Finally, the noisy network traffic is processed
by orthogonal projection on the linear hyperplane, so that the
denoised network traffic sequence can be obtained.

The detailed procedure of network traffic denoising algo-
rithm based on LPP is described as Algorithm 2.

The network traffic denoising algorithm based on LPP
uses the local neighborhood to maintain the local manifold
features of network traffic data, and uses the orthogonal
projection to reduce the noise in the network traffic data,
which can effectively reduce the negative effect of mutability
and chaos of network traffic sequence.

IV. NETWORK TRAFFIC PREDICTION MODEL BASED

ON ECHO STATE NETWORK WITH DOUBLE LOOP
RESERVOIR STRUCTURE

To handle the timeliness and nonlinearity of network traf-
fic sequence, a network traffic prediction model based
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1. Select an appropriate time delay T and an embedding
dimension m for the collected network traffic sequence
{tr (1), tr (2),...,tr (T)} by using the interactive infor-
mation method [21] and the improved false nearest
neighbor method [22] respectively, then reconstruct the
network traffic sequence into the m-dimension phase
space. The nth phase point in the phase space can be
expressed as:

Sy, =@r(n),trin—r1),...,tr(n—(m—11)) (Q3)

2. Find out the phase points whose Euclidean distance with
S, are smaller than radius ¢, and obtain the local neigh-
borhood U,;:

Un = {SklllSk — Skll < &} “

3. Calculate the covariance matrix C for the local
neighborhood U,. Find out (m — mygp) eigenvectors
ler. ea, .. .. em—m} corresponding to the
smallest eigenvalues based on eigenvalue decomposition
of C, where mg < m.

4. Project the original phase point S, to the orthogonal pro-
jection hyperplane represented by the eigenvector ey, and
the phase point can be modified as follow:

ceeg, ..

m—my

—R" Y ey [eg R(Sn—Sa)] 3

g=1

sden — s,

where R is the weight coefficient matrix, S’n is the mean
value of local neighborhood, and S,‘fe" is the phase point
after denoising.

5. Repeat the above steps for all the phase points, and restore
the reconstructed phase space to obtain the denoised net-
work traffic sequence:

{trden(l), trden(z)’ o trden(T)} (6)

on ESN-DLRS is described in this section. The model is
introduced with respect to its construction, calculation and
training.

A. CONSTRUCTION OF ESN-DLRS
ESN-DLRS consists of three parts as shown in Fig. 1: the
input layer, the double loops reservoir and the output layer.
The unique reservoir is used as the information process-
ing layer which makes ESN having good memory capacity
and powerful nonlinear approximation ability. On the basis
of adjacent-feedback loop reservoir (ALR) [23], a Double
Loop Reservoir Structure (DLRS) is designed by adding
forward connections and feedback connections between neu-
rons with the same neuronal interval. Compared with ESN,
DLRS is fixed and connections between neurons in DLRS
are strengthened.

The detailed construction procedure of ESN-DLRS is
described as Algorithm 3.
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Algorithm 3 ESN-DLRS Construction Procedure

Algorithm 4 ESN-DLRS Training Procedure

1. Set the number of neurons in the reservoir as N. Set the
neuronal interval as d, which satisfies mod (N, d) = 0.
Set the fixed weight as , r € (0, 1).

2. Construct the first loop by connecting all the internal
neurons orderly in the loop form. To be specific, for each

neuron i, i = 1,2,...,N — 1, set the elements of the
reservoir connection matrix W: w; i1 = r, wip1,; = 7.
Wheni = N, setw;1 = r, wy; = r. In particular w; ; is

the connection of the neuron i to the neuron j.

3. Construct the second loop. Take the first neuron as a
starting point, and connect it with the other neuron which
is d neurons apart. After that, connect this neuron and the
next one which is d neurons apart in the same way. To be
specific, for the neuroni,i = 1,14+d,1+4+2d,...,1 +
(N/d — 2)-d, set the elements of the reservoir connection
matrix: Wi j+q = r,Witq,i = r. Wheni =14+ /d — 1)-
d, set w1 = r, wi; = r. The construction of DLRS is
completed.

It should be noted that the multiple loops reservoir struc-
ture can be constructed by using similar procedures. But it
has been proved in our previous work [24] that DLRS has
better performance. On the one hand, ESN-DLRS has the
fixed reservoir structure and the fixed element weights, which
effectively shortens the training time to satisfy the real-time
requirement of network traffic prediction. On the other hand,
the neuronal connections in ESN-DLRS are strengthened to
improve its ability to handle the nonlinear network traffic
sequence.

B. CALCULATION OF ESN-DLRS
At time ¢, the input vector of the input layer is u(¥) =

T
(Trk1 (1), Trfz"” (t)) , the output vector of the output layer is

y(@) = (tr (t + h))T, and the internal state vector of double
loop reservoiris x (t) = (x1 () ,x2 (), ..., xN nT.

The activation states of internal neurons are generally cal-
culated as:

x (@) =" (W (o) + We (6 = 1)+ Wy = 1) (7)

where " is the activation function of the reservoir neurons
(usually the hyperbolic tangent function), W is the input
matrix and W@ is the output feedback matrix.

The outputs are calculated as:

y (@) =f" (Wx (1)) ®)

where W is the output matrix, and f°* is the readout
function of neurons (usually the identity function).

The joint input of the denoised network traffic sequence
and the raw network traffic sequence, as well as the unique
DLRS, improve ESN-DLRS’s ability to handle the nonlinear
network traffic sequence.
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1. Initialize ESN-DLRS parameters, including the reservoir
size N and the spectral radius 4,0 < A < 1.

2. Bring samples (usqgin (t) 5 Yirain (¢ +h)), t = 1,2,...,T
into ESN-DLRS for training.

3. Collect the internal state vectors x () from time point #
to the time point 7', obtain the state matrix

X=[x{),xto+1),...,x(T)].

4. Collect the expected output vectors, and obtain the
expected output matrix:

Y=[y({o+h),yto+h+1),...y(T +h)].

5. Calculate the output connection matrix W% according
to linear regression by W,,; = Y - X, where X7 is the
pseudo-inverse of X.

C. TRAINING OF ESN-DLRS
The training procedure of ESN-DLRS is
as Algorithm 4.

ESN-DLRS generates Wi and W in a fixed form, and
keep them unchanged during the whole training process.
Only W need to be computed according to the given sam-
ples. It is obvious that ESN-DLRS can reduce the training
time to satisfy the real-time requirement of network traffic
prediction.

described

V. SIMULATIONS AND ANALYSES

In order to demonstrate the prediction performance, using
Matlab as the simulation tool, the proposed method is
simulated and analyzed using two actual network traffic
datasets. Dataset A consists of the number of data packets in
each minute acquired from Beijing University of Posts and
Telecommunications Backbone Nodes of China Education
Network (BUPTBN) [25] in several days. Dataset B consists
of the number of bits in each 5 minutes from United Kingdom
Academic Network Backbone Nodes (UKANBN) [26] in a
few days. Fig. 2 shows 6000 data points of Dataset A and
4000 data points of Dataset B respectively.

A. SIMULATION SETTINGS

For the network traffic denoising algorithm based on LPP,
the denoising neighborhood radius ¢ is set to 0.6. For the net-
work traffic prediction model based on ESN-DLRS, the spec-
tral radius A of the reservoir is set to 0.8 and the reservoir size
N is set to 80. The reservoir activation function adopts the
hyperbolic tangent function, and the output activation func-
tion adopts the identity function. The output feedback matrix
is not used in the model. The neuronal interval d of DLRS is
set to 8 and the reservoir matrix W of DLRS is generated as
described in Section IV (A). The input window size of the raw
network traffic sequence is setas k1 € {1, 2, ..., 10}, and the
input window size of denoised network traffic sequence is set
as ky € {0, 1,...,5}. For Dataset A and Dataset B, the first
half of data points are used for training and the rest half
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FIGURE 2. Network traffic datasets. a) Dataset A. b) Dataset B.

are for testing. The Normalized Mean Square Error (NMSE)
is used to evaluate the prediction accuracy. The smaller the
NMSE is, the higher the prediction accuracy is. The parame-
ter configurations are summarized in Table 1.

TABLE 1. Simulation parameter configurations.

Parameters Values
Denoising neighborhood radius 0.6
Reservoir size 80
Spectral radius 0.8
Reservoir activation tanh
Output activation identity
Neuronal interval 8
Input window size of the raw network traffic {1’2"“’1 0}
sequence
Input window size of the denoised network {0 12 5}

traffic sequence

B. DENOISING PERFORMANCE ANALYSIS

In order to prove the effectiveness of network traffic denois-
ing algorithm based on LPP, the raw network traffic sequence
and the denoised network traffic sequence are analyzed by
using the 2-D phase diagram method [27] and the maximal
Lyapunov exponent method [28].

The noisy 2-D phase diagrams can be obtained by normal-
izing the raw network traffic sequence, as shown in Fig. 3.
The phase diagram of Dataset A is very disorganized. The
phase diagram of Dataset B is more organized than that of
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trit+1)

FIGURE 3. Noisy 2-D phase diagram. a) Dataset A. b) Dataset B.

Dataset A, but sometimes varies abruptly. The Root Mean
Square Error (RMSE) of phase points is 0.0562 for Dataset A
and 0.0118 for Dataset B. It can be seen that the raw
network traffic sequence has the mutability character. The
2-D phase diagram of the denoised network traffic sequence
can be obtained by using the network traffic denoising algo-
rithm based on LPP, as shown in Fig. 4. The RMSE of phase
points is reduced to 0.0187 for Dataset A and 0.0058 for
Dataset B. It can be seen that the proposed algorithm can
effectively reduce the mutability of network traffic sequence
and make the sequence smoother.

The comparison of the maximal Lyapunov exponent is
shown in Fig. 5. Before denoising, the maximal Lyapunov
exponent of Dataset A is 0.029, and the maximal Lyapunov
exponent of Dataset B is 0.0156, which indicates that the
raw network traffic sequence has the chaos character. After
denoising with the network traffic denoising algorithm based
on LPP, the maximal Lyapunov exponent of Dataset A is
0.0255, and the maximal Lyapunov exponent of Dataset B
is 0.0134, which indicates that the proposed algorithm can
effectively reduce the chaos of network traffic sequences.

C. INPUT WINDOW SIZE ANALYSIS

The influence of the input window sizes of both the raw
network traffic sequence k; and denoised network traffic
sequence ky on the prediction accuracy with the network
traffic prediction model mentioned in Section IV is analyzed
as shown in Fig. 6.
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Firstly, as can be seen from Fig. 6, when k; = 0, namely,
the input only consists of the raw network traffic sequence,
the prediction error is much larger than that of k, > 0
for either Dataset A or Dataset B. It indicates that adding
the denoised network traffic sequence to input can help the
prediction model to learn the varying trend of relatively sta-
ble of network traffic sequence and effectively improve the
prediction accuracy.

Secondly, as can be seen from Fig. 6, for Dataset A, when
ki = 1 and k, = 1, the value of NMSE is the minimum
which is 0.98378. Meanwhile, for Dataset B, when k; = 1
and kp = 4, the value of NMSE is the minimum which
is 0.0037442. It shows that the optimum input window size
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FIGURE 6. Input window analysis of the raw traffic sequence and the
denoised traffic sequence. a) Dataset A. b) Dataset B.

of denoised network traffic sequence will be different due to
different datasets or different sampling intervals.

Finally, as can be seen from Fig. 6, the optimum input
window size of the raw network traffic sequence is 1. Because
the aim of using input raw network traffic sequence is to
correct the predicted value. Thus, it is enough to choose only
the latest raw network traffic value which has the closest
correlation with the predicted value as input.

81 I er

7.41 ESN
7k § 657 T ESN-OLRS |

The training time(s)
.
|

T 075 g3 059 05 1

Dataset A Datazet B

FIGURE 7. Training time analysis.

D. PREDICTION PERFORMANCE ANALYSIS

In order to demonstrate the prediction performance, the com-
parison of prediction performance with other similar methods
is shown in Fig. 7 and Fig. 8. Fig. 7 shows the training time of
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the prediction models based on Back Propagation (BP) neural
network [29], ESN and ESN-DLRS in the same computing
environment. It can be seen from Fig. § that the training time
of ESN-DLRS is far less than BP and slightly less than ESN
for different datasets. ESN and ESN-DLRS require training
time far less than BP, because ESN and ESN-DLRS adopt
the linear regression method rather than the gradient descent
method and only need to train the output matrix. ESN-DLRS
costs less training time than ESN, which indicates that the
fixed reservoir structure and the fixed element weights can
further reduce training time to satisfy the real-time require-
ment of network traffic prediction.

Fig. 8 shows the NMSE:s of the prediction models based on
BP, ESN, Simple Circle Reservoir (SCR) [25], ESN-DLRS
with only the raw network traffic sequence as input, also
shows the prediction performance of the prediction models
based on ESN, ESN-DLRS with both the raw network traffic
sequence and the denoised network traffic sequence which
is obtained by network traffic denoising algorithm based on
LPP as input (ESN-LPP and ESN-DLRS-LPP), respectively.
According to the input window size analysis in Section V (C),
for ESN-LPP and ESN-DLRS-LPP, set k; = 1, k = 1 for
Dataset A, and set ki = 1, k» = 4 for Dataset B. It can
be seen from Fig. 8 that the NMSE of ESN-DLRS-LPP is
smaller than that of other methods for different datasets and
different prediction steps. By changing the random reservoir
structure to the simple circle reservoir structure, SCR is
simplified based on ESN, consequently the NMSE of SCR
is similar to ESN. In particular, with only the raw network
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traffic sequence as input, ESN and SCR have better prediction
performance than BP, and ESN-DLRS performs better than
ESN and SCR. This is because ESN and SCR have stronger
nonlinear approximation ability than BP, while ESN-DLRS
strengthens neuronal connectivity to improve this ability.
With the same prediction model, ESN-LPP performs better
than ESN, which indicates that taking both the raw network
traffic sequence and the denoised network traffic sequence
as input can effectively improve prediction accuracy. With
the same input, ESN-DLRS-LPP has better prediction per-
formance than ESN-LPP, which indicates that adding the
denoised network traffic sequence to input and adopting
DLRS at the same time can synthesize the merits of both and
maximize prediction accuracy.

VI. CONCLUSION

The network traffic sequence has the complex characters
such as mutability, chaos, timeliness and nonlinearity, which
brings many difficulties to network traffic prediction. In this
paper, a new network traffic prediction method based on
improved echo state network is proposed. Firstly, to handle
the mutability and chaos of network traffic sequence, a net-
work traffic denoising algorithm based on LPP is proposed to
denoise the raw network traffic sequence. Secondly, to handle
the timeliness and nonlinearity of network traffic sequence,
a network traffic prediction model based on ESN-DLRS is
constructed, which takes both the denoised network traffic
sequence and the raw network traffic sequence as input.
Finally, denoising performance, input window size and pre-
diction performance are analyzed using two actual network
traffic datasets. Simulation results demonstrate that the pro-
posed method performs better than other similar methods.
Our future work will focus on the adaptive acquisition of
the best input window sizes of both the raw network traffic
sequence and denoised network traffic sequence.
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