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ABSTRACT As a result of the rapid technological advances on electronic, sensors and communication
technologies, and increasingly popular multi-sized unmanned aerial vehicles, also referred to as drones,
flying ad hoc networks (FANETs) are rapidly proliferating and leading the emergence of Internet of Drones
and its applications. Because of the versatility, flexibility, easy installation, and relatively small operating
expenses of drones, FANETs have enormous potential in the public and civil domains. However, due to
unique characteristics of FANETs, routing demands of FANETs go beyond the needs of mobile ad hoc
networks and vehicular ad hoc networks. In this paper, we propose a jamming-resilient multipath routing
protocol, also called JarmRout, so that intentional jamming and disruption or isolated and localized failures
do not interrupt the overall network performance of FANETs. To achieve this goal, the JarmRout relies on
a combination of three major schemes that are link quality scheme, traffic load scheme, and spatial distance
scheme.We present a simple analytical model and its numerical result in terms of RREP packet reception rate
of source node. We also evaluate the proposed routing protocol through extensive simulation experiments
using the OMNeT++ and compare its performance with three representative routing protocols that are
dynamic source routing, optimized link state routing, and split multipath routing. Simulation results show that
the JarmRout can not only improve packet delivery ratio and packet delivery latency but also can reduce end-
to-end communication outage rate without introducing extra communication overhead, indicating a viable
approach to improve network resiliency in the presence of malicious jammers in FANETs.

INDEX TERMS Internet-of-Drones (IoD), flying ad hoc networks, routing protocol, multipath routing,
intentional jamming.

I. INTRODUCTION
Usage of unmanned aerial vehicles (UAVs), also referred to as
drones, is expected to rise at unprecedented rates due to grow-
ing interest from hobbyists, researchers, and investors. As the
number of drones rapidly increases, Internet-of-Drones (IoD)
and its applications are expeditiously proliferating, where a
myriad of multi-sized drones seamlessly interact with each
other through zone service providers to realize the goal of
coordinating the access of drones to controlled airspace and
providing navigation services [1]. It has been predicted that
hobbyist drones purchases and sales of drones for commercial
purposes are expected to grow to 4.3 million and 2.7 mil-
lion by 2020, respectively [2]. Economic growth of drone
industry in the U.S., including on-demand package delivery,
traffic and wild life surveillance, inspection of infrastructure,
aerial photography, urban safety, military scouting, and so

on, is also said to be considerable for businesses. In 2020,
the U.S. drone industry is anticipated to generate some 4 bil-
lion U.S. dollars [3]. With the prevalence of wireless connec-
tivity and fog computing as well as the rapid technological
advances on electronic, sensors and communication tech-
nologies, we envision a future in which seamlessly blended
drones in the realm of IoD will lead to the further improve-
ment of our lives.

As a part of speedily emerging IoD, Flying Ad Hoc
Networks (FANETs) are playing a remarkable role in the
realization of ubiquitous computing and communications,
where a set of drones faithfully and collaboratively route data
packets to a destination in order to achieve the goal of sharing
information and knowledge and coordinating decisions. Over
the last decades, many researchers have explicitly studied the
communication algorithms and routing protocols in Mobile
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Ad Hoc Networks (MANETs) and Vehicular Ad Hoc Net-
works (VANETs), respectively. However, due to the high
mobility, sparse deployment, drastically changing network
topology, intermittently connected communication links, and
intentional jamming and disruption, those mechanisms that
were specifically designed for MANETs or VANETs can-
not be directly applied in FANETs. In other words, routing
demands of FANETs go beyond the needs of MANETs and
VANETs [4]. For example, network performance (e.g., packet
delivery ratio) can significantly degrade in MANETs with
high mobility because of frequent link errors [5]. In sparse
networks, network partitions may last for significantly long
periods and lead to buffer contention because messages can-
not be removed from buffer and new messages might be
generated, resulting in longer transmission delay [6]. In IEEE
802.11 based ad hoc networks, a saboteur can easily degrade
the network performance significantly by continually trans-
mitting jamming signals on the shared wireless medium [7].

In light of these facts, we propose a novel multipath routing
protocol to provide efficient and reliable communication and
data transmission as well as improve network resiliency in
the presence of malicious jammers in FANETs. The main
contributions of this paper can be summarized as follows:

1) We propose a jamming-resilient multipath routing pro-
tocol, also called JarmRout, so that intentional jam-
ming and disruption, or isolated and localized failures
do not interrupt the overall network performance of
FANETs.
The JarmRout is designed based on three major
schemes: link quality scheme, traffic load scheme, and
spatial distance scheme.
• The link quality scheme is proposed to differen-
tiate link qualities between a node and its neigh-
bor nodes by using the statistical information
of received signal strength indication (RSSI) of
received packets.

• In the traffic load scheme, each node computes its
current traffic load by taking account ofMAC layer
channel contention information and the number of
packets stored in the buffer.

• The spatial distance scheme calculates the spatial
separation distance of multiple paths to find the
maximally spatial node-disjoint multipath between
source and destination nodes.

2) We present a simple analytical model and its numerical
result in terms of RREP packet reception rate of source
node.
We also revisit three representative routing protocols,
which are dynamic source routing (DSR) [8], opti-
mized link state routing (OLSR) [9], and split multi-
path routing (SMR) [10], and modify them to work in
FANETs for performance comparison.

3) We discuss the proposed JarmRout routing protocol in
terms of its features, constraints, and possible exten-
sions, and then investigate the immunity of JarmRout
to other three well-known attacks in FANETs.

We develop a customized discrete event driven simulation
framework by using OMNeT++ [11] and evaluate its per-
formance through extensive simulation experiments in terms
of packet delivery ratio, packet delivery latency, end-to-end
communication outage rate, and energy consumption. The
simulation results indicate that the JarmRout can not only
improve packet delivery ratio and packet delivery latency, but
also can reduce end-to-end communication outage rate with-
out introducing extra communication overhead, indicating a
viable approach to improve network resiliency in the presence
of malicious jammers in FANETs.

The rest of the paper is organized as follows. Prior schemes
and mechanisms are provided and analyzed in terms of five
categories in Section II. A system model and the proposed
JarmRout routing protocol are presented in Section III. A sim-
ple analytical model and its numeric result are presented in
Section IV. Section V presents simulation results and their
analyses. We further discuss the JarmRout in Section VI.
Finally, concluding remarks are provided in Section VII.

II. RELATED WORK
Flying Ad Hoc Networks (FANETs) are considered as a
subclass from Mobile Ad Hoc Networks (MANETs) and
Vehicular Ad Hoc Networks (VANETs), therefore, com-
mon ideas and strategies could be shared for data deliv-
ery [12]. However, for the right functionality of data delivery,
the techniques that are specifically designed for MANETs
and VANETs have to be adapted to specific characteristics
and challenges in FANETs, e.g., highmobility, sparse deploy-
ment, drastically changing network topology, intermittently
connected communication links, and intentional jamming and
disruption. In this section, we categorize and analyze exist-
ing routing protocols in FANETs in terms of static routing,
proactive routing, reactive routing, hybrid routing, and other
approaches.

A. STATIC ROUTING PROTOCOLS
Static routing tables are computed and loaded when the task
starts, and these tables cannot be updated during the task
operation. Drones are used as packet carriers, which transfer
packets when flying from source to destination. This kind of
routing is lightweight, however, the systems deployed with
static routing are not fault tolerant or suitable for dynam-
ically changing environment. In [13], a load-carry-and-
deliver (LCAD) single-hop routing protocol is proposed to
relay messages between two distant ground locations. Under
LCAD, a drone will load data from the source ground loca-
tion, carry it while flying towards the destination, and finally
deliver it to the destination ground location. Because using
single drone for packet transmissions can avoid interference
and medium access contention, the proposed approach can
provide high network throughput as well as high packet
delivery latency with the increased distance between source
and destination. Since static routing protocol is very sensitive
to dynamically changing environment, the route planning
problem is of great importance to drones. In [14], an optimal
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fight path planning mechanism is proposed to determine the
optimal flight path between neighboring acquisition points
based on the obtained sensory data from data sensing points
in wide IoT sensor networks. By using the proposed joint
genetic algorithm and ant colony optimization from possible
drone flight paths, an optimal flight path can be selected.

B. PROACTIVE ROUTING PROTOCOLS
The basic idea is that the routing tables are updated and shared
periodically among the drones, resulting in the availability of
routing paths between every pair of drones in the network.
Thus, the routing paths can be selected to transmit data
packets immediately without delay. The main advantage of
proactive routing is that it contains the latest information
of the routes. However, a large amount of control packets
are needed to keep the routing tables up-to-date. In [15],
a directional optimized link state routing protocol (DOLSR)
is proposed to minimize the number of multi-point relays
in FANET, where each drone is equipped with directional
and omni-directional antennas. With the proposed protocol,
the number of overhead packets as well as the end-to-end
delay can be reduced. In [16], a mobility and load aware
routing protocol is proposed for FANET, where relative speed
and position between adjacent drones are considered to avoid
selecting a high-speed drone as packet forwarder. Addition-
ally, in order to avoid conflicts or interference when the
packets are transmitted along the forwarding path, the packet
load on each drone is considered to discover more stable
routes without congestion. The [17] proposes a speed-aware
predictive-optimized link state routing protocol (P-OLSR)
by exploiting GPS information to aid routing operations.
In the P-OLSR, the relative speed between two drones can be
obtained based on GPS information, and is taken into account
as a factor in the calculation of the expected transmission
count metrics. Through the field experiments, the P-OLSR
can follow rapid topology changes and provide a reliable
multi-hop communication in situations where optimized link
state routing (OLSR) protocol [9] fails.

C. REACTIVE ROUTING PROTOCOLS
Reactive routing is also called on-demand routing, which
can be used to find a routing path on demand when pack-
ets need to be sent. Without periodic exchanges of control
messages, reactive routing protocol can effectively reduce
the communication overhead, but introduces high end-to-end
delay. Dynamic source routing (DSR) [8] is a classic reactive
routing protocol for multi-hop wireless mesh networks. In
DSR, a source node floods a route request packet throughout
the network. When the route request packet reaches the des-
tination, the destination replies a route reply packet to source
node. In addition, each node can quickly learn the routes of
other nodes by aggressively overhearing on-flying packets
and caching the piggybacked route information in its routing
table. A time-slotted on-demand routing [18] is another rep-
resentative reactive routing protocol, which assigns dedicated
time slots for packet transmission to avoid congestion and

improve packet delivery ratio. The [19] improves the pro-
cedure of route selection in reactive-greedy-reactive (RGR)
protocol [20] by adding a criterion based on route reliabil-
ity or stability, where the drones with high link reliability
are preferred for packet forwarding. In [21], a drone-assisted
VANET routing protocol is proposed to support ad hoc rout-
ing between drones and VANET as well as between drones
themselves. The proposed scheme consists of two phases:
ground-to-air communication and air-to-air communication.
First, drones are used to estimate the vehicular density within
a given road segment by monitoring and exchanging Hello
messages with vehicles on the ground and assist vehicles in
selecting communication routes for routing their data pack-
ets. Second, through air-to-air communication, drones are
also used to route data packets when communication on the
ground is deemed poor or when the vehicular density is not
enough to route data packets through vehicles.

D. HYBRID ROUTING PROTOCOLS
To overcome the control message overhead problem of proac-
tive routing protocols and the high end-to-end delay of reac-
tive routing protocols, the hybrid routing protocol that is a
combination of proactive and reactive routing is introduced.
The [22] proposes a zone routing protocol (ZRP), which is
a hybrid routing framework suitable for a wide variety of
mobile ad-hoc networks, especially those with large network
spans and diverse mobility patterns. Each node proactively
maintains routes within a local region, also referred to as
the routing zone. Knowledge of the routing zone topology is
leveraged by the ZRP to improve the efficiency of a globally
reactive route query/reply mechanism. A mobility prediction
clustering algorithm (MPCA) relying on the attributes of
drone is proposed to solve the problem of frequent cluster
updates due to high-speed drones with the prediction of the
network topology updates in [23]. The MPCA predicts the
mobility structures of drones with the help of the dictionary
Trie structure prediction algorithm and link expiration time
mobility mode. In [24], a routing protocol named rapid-
reestablish temporally ordered routing algorithm (RTORA) is
proposed for FANET, where a reduced-overhead mechanism
is adopted to overcome adverse effects caused by link reversal
failure. In the reduced-overhead mechanism, a large amount
of useless control packets from flooding are prevented.

E. OTHER APPROACHES
In [25], adaptive hybrid communication protocols includ-
ing a position-prediction-based directional MAC protocol
(PPMAC) and a self-learning routing protocol based on rein-
forcement learning (RLSRP) are proposed in FANETs. The
PPMAC combines the directional antennas and position pre-
diction in the MAC layer to overcome the directional deaf-
ness problem. The RLSRP allows updating the local routing
policies with the position information of drones and a reward
function defined based on the global network utility, while
avoiding the necessity for other global knowledge of the net-
works. The [26] proposes a motion-driven packet forwarding
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algorithm that applies delay-tolerant networking in case of
disconnections, where near future drones’ positions can be
predicted by taking advantage of location and motion sensors
provided by drones and a realistic mobility model. The [27]
proposes an aerial network management protocol built on
top of a software defined networking (SDN) architecture to
address the needs of efficient and robust end-to-end data
relaying in FANET, where each drone becomes a SDN switch
that performs under directives sent by a centralized controller.
The [28] proposes a predictive routing protocol based on
three-dimensional estimation with a fast update mechanism
for the flying path in FANET, where prediction mechanism
is employed to determine the drone location and its trajectory
to enhance the efficiency of the routing protocol.

In summary, various routing protocols and communication
mechanisms have been well studied in FANETs and sim-
ilar environments. Through analysis and comparison, it is
found that each protocol has its own definite strengths and
weaknesses, and suitable for specific situation. Most prior
approaches focus on the shortest path, the freshest path,
the minimum-cost path, the path with the best link qual-
ity, or mobility prediction. However, little attention has been
paid for multipath routing with jamming-resilient capability
in FANETs.

III. THE PROPOSED JAMMING-RESILIENT MULTIPATH
ROUTING PROTOCOL
In this section, we first introduce the system model, and
present link quality scheme, traffic load scheme, and spatial
distance scheme, respectively. Then, we propose a jamming-
resilient multipath routing protocol, also called JarmRout,
to provide efficient and reliable communication and data
transmission, and improve network resiliency in the presence
of malicious jammers in FANETs.

A. SYSTEM MODEL
In this paper, we consider a set of drones (later nodes) that
freely move in a FANET, where each node is identified by its
node address. Each node is equipped with a global position-
ing system (GPS), inertial measurement units (IMUs), and
digital map to obtain its current geographical position and
mobility information [26]. Most of drone-based services and
applications that use drones like small quad-copters do not
fly at high altitudes [29], therefore, we assume that all drones
have the same constant and low altitude during the flight.
Thus, the mobility model and spatial distance scheme are
designed based on two-dimensional (2D) space. For example,
the 2D position coordinate and velocity vector of the ith

node, ni, are denoted by {xi,yi} and {vix ,v
i
y}, respectively.

An extension to three-dimensional (3D) is possible, but it
requires additional experiments. We also assume that nodes
have no energy restrictions since they are equipped with
rechargeable batteries which can be recharged from recharg-
ing stations or environmental energy resources (e.g., wireless
power transfer, solar energy, etc.) [30], [31]. In addition, IEEE

802.11p wireless interface with a large transmission range
(i.e., 300 meters) are assumed to be used by each node.

B. LINK QUALITY SCHEME
To estimate point-to-point link quality, most of prior studies
typically employ one of the following four metrics: received
signal strength indication (RSSI), signal-to-interference-
plus-noise ratio (SINR), packet delivery ratio (PDR), and bit
error rate (BER) [32]. Compared to the other three metrics,
RSSI provides a quick and accurate estimate of whether a link
is of very good quality [33]. The [34] has proved that higher
RSSI values result in better packet delivery ratio, and as long
as radio transceiver (e.g., DSRC compatible radio built upon
the Atheros AR5000 chipset) maintains RSSI value above
−55 dBm, the packet delivery ratio is almost a 100%. In
addition, RSSI is shown very stable (standard deviation less
than 1 dBm) over a short time period (e.g., 2 second), thereby
a single RSSI reading is sufficient to determine if the link is
stable or not [35]. Thus, the link quality can be estimated by
using the statistical information of RSSI.

In this paper, we propose a function based on Chebyshev
inequality [36], [37] to estimate the link quality. In probability
theory, Chebyshev inequality guarantees that in any data sam-
ple or probability distribution, the strictly positive expectation
E(X ) and the variance var(X ) have the following inequality
with the discrete variable X :

P
{
|X − E(X )| < ε

}
≥ 1−

var(X )
ε2

. (1)

When variance var(X ) tends to be zero, it reflects that the
value of random variable X are always close to or equal to
its expected value. In other words, a random variable X is
relatively stable. By definition, we can obtain

var(X ) = E(X2)− E(X )2. (2)

and

E(X ) =
∑
i

Xi
n
. (3)

Thus, var(X ) can be represented as

var(X ) =
(∑

i

X2
i

n

)
−

(∑
i

Xi
n

)2
. (4)

Most radio transceivers contain an RSSI register, which
provides the signal strength of the received packet [33]. Thus,
each node can obtain the RSSI information when it receives
the packet from neighbor node. Here, we use the RSSI to
replace the variable X in Eq. 4. If the value of RSSI is very
close to the expected value (e.g., −55 dBm), then it can be
considered that the link between two nodes is stable. Finally,
the link quality between two nodes (e.g., ni and nj), LQi,j, can
be represented as

LQi,j =
( Nrssi∑
x=1

R2x
Nrssi

)
−

( Nrssi∑
x=1

Rx
Nrssi

)2
. (5)
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Here, Nrssi is the total number of RSSI samples and Rx is the
value of RSSI of the x-th sample.

For example, node na, nb, and nc are the neighbor nodes
of ni. As shown in Table 1, Rx , Rx+1, Rx+2, and Rx+3 are
the corresponding RSSI values of the most recently received
packets from na, nb, and nc. Thus, ni can calculate the link
qualities according to Eq. 5, and then choose the neighbor
node that provides the most stable link, where LQ is the min-
imum. Among three neighbor nodes, LQi,a is the minimum,
so the link between ni and na is the most stable one. If there
are two nodes with the same value of LQ, the node that has
the closest value of the last packet to the expected RSSI value
(e.g., −55 dBm) will be considered to provide a more stable
link. For example, between nb and nc, nc is assumed to have
a more stable link with ni.

TABLE 1. Calculation of link qualities between node ni and its neighbor
node na, nb, and nc .

C. TRAFFIC LOAD SCHEME
The IEEE 802.11 Medium Access Control (MAC) protocol
with request-to-send (RTS)/clear-to-send (CTS) exchange is
used to reduce frame collisions due to the hidden terminal
problem and the exposed terminal problem. The protocol not
only uses physical carrier sensing, it also introduces the novel
concept of virtual carrier sensing, which is implemented in
the form of a Network Allocation Vector (NAV). The NAV
contains a time value that represents the duration upto which
the wireless medium is expected to be busy because of trans-
missions by other nodes.When the node receives RTS or CTS
packet piggybacked with the duration information for the
remainder of the messages, it will set its own NAV and defer
any possible transmission to a later time. The NAV also
indicates the busyness of the medium and can be considered
as a useful metrics for contention and traffic load situation
around the node [38]. For example, a node with three active
neighbor nodes will get less chance to access the shared
wireless medium than the node with only one active neighbor
node. Thus, the average busy proportion of wireless channel
can be used to represent the traffic load around a node in a
short term. In order to mitigate the effect of traffic bursts,
the average busy portion of wirelessmedium at node ni, T

busy
i ,

is updated by the low-pass filer with a filer gain constant α,

T busyi = α · T busyi + (1− α) · NAV k−1
i . (6)

Here, NAV k−1
i is the measurement from the most recent

medium access.
Moreover, according to IEEE 802.11mechanism, when the

MAC layer cannot transmit the packets timely, the packets
will be stored in the buffer. A node with more traffic load

passing through usually has more waiting packets stored in its
buffer. Thus, the average number of waiting packets stored in
the buffer at node ni,Q

buf
i , can indicate the traffic load around

ni in a long term, which can be represented as

Qbufi = β · Q
buf
i + (1− β) · Bk−1i . (7)

Here, Bk−1i is the most recently measured number of wait-
ing packets stored in the buffer. In this paper, α and β are
the system parameters and can be configured depending on
whether the current traffic condition has more influence on
the calculation of the average value.

Finally, the overall traffic load of node ni, TLi, can be
represented as

TLi = γ · T
busy
i + (1− γ ) · Qbufi + (T busyi + Qbufi ) · ϕ, (8)

where γ is a filter gain constant and ϕ is an adjustment factor
and (T busyi +Qbufi ) ·ϕ is added to consider the medium access
and packet queue delay.

TABLE 2. Calculation of traffic load at node na, nb, and nc .

For example, as shown in Table 2, T busy and Qbuf is the
average busy portion of wireless medium and the average
number of waiting packets stored in the buffer for node na, nb,
and nc, respectively. According to Eq. 8, the traffic load can
be calculated for each node and nb is considered to have the
lightest traffic load, where TL is the minimum. Note that the
traffic load of na, nb, and nc are 11.6282, 7.7468, and 8.9054,
respectively.

D. SPATIAL DISTANCE SCHEME
Multipath routing is proposed to reduce end-to-end delay,
perform load balancing, and consequently improve network
throughput in ad hoc networks [39]. However, one of signifi-
cant challenges to effective use of multipath routing protocol
in this environment is the effects of route coupling. Route
coupling occurs when two routes are located physically close
enough to interfere with each other during data transmissions
with the shared wireless medium. As a result, the nodes in
multiple routes are constantly contending for access to the
medium and can end up performing worse than a single
path protocol. On the other side, solely utilizing multipath
between source and destination without considering spatial
separation distance between multipath is not enough. This
is because FANET may suffer from malicious attacks that
blanket out amission-critical area by intentional jamming and
disruption, where several drones located along multipath may
be affected by the jamming signals concurrently, resulting
in the fully disconnection of multipath between source and
destination. Thus, leveraging maximally spatial node-disjoint
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multipath between source and destination not only can help
avoid radio collisions between alternate paths and reduce the
effects of route coupling, but also avoid isolated and localized
failures, or even intentional jamming and disruption.

In this paper, we propose a new spatial distance scheme
alongwith a new distancemetrics tomeasure the physical dis-
tance between multiple paths based on [40]. First, we define
the distance of a node ni on path p to path q as the minimum
distance from node ni on path p to all nodes of path q, which
can be expressed as

distnodepath (i, q) = min
j∈q
{dist(i, j)}. (9)

Here, dist(i, j) is the spatial distance between node ni and nj,
and can be represented as

dist(i, j) =
√
(xi − xj)2 + (yi − yj)2, (10)

where {xi,yi} and {xj,yj} is the two-dimensional position
coordinate of node ni and nj, respectively. The distance from
path p to path q is defined as the arithmetic mean of the
distance of nodes of p to q, and can be expressed as

distpathpath (p, q) =

∑
i∈p dist

node
path (i, q)

size(p)
, (11)

where size(p) is the number of nodes excluding the source and
destination nodes located along the path p. Since Eq. 11 is
not symmetric, we use Eq. 12 to calculate the spatial distance
between path p and q,

ϒ(p, q) =
distpathpath (p, q)+ dist

path
path (q, p)

2
. (12)

For example in Fig. 1, three paths, p, q, and r , are available
between source nS and destination nD, where the position
coordinate of each node is shown in the pair of parentheses.
In this example, we consider a horizontal two-dimensional
space, i.e., in the X-Y plane. As shown in Table 3, the spatial
distance between any two paths can be calculated according

FIGURE 1. An example of computing the spatial distance between paths,
where three paths, p, q, and r , are available between source nS and
destination nD, and the position coordinate is shown in the pair of
parentheses.

TABLE 3. Calculation of spatial distance among path p, q, and r .

to Eq. 12, and path p and r has the largest spatial distance,
where ϒ is the largest, ϒ(p, r) = 10.

E. THE PROPOSED JARMROUT ROUTING PROTOCOL
First, when the source node has data packets to send, it first
searches its routing table for the route to the destination node.
If the route is not available, the source node initiates the route
discovery procedure by broadcasting a route request (RREQ)
packet. The RREQ packet contains source node ID (Sid ),
destination node ID (Did ), packet sequence number (pktseq),
the number of hops to source node (Chop), source route record
(Hroute), list of position coordinates of nodes in source route
record (Pcoord ), worst link quality along the route (Lqt ), and
maximum traffic load along the route (Tld ). Here, the for-
mat of RREQ packet is shown in Fig. 2. Any intermediate
node located between source and destination nodes receives a
RREQ packet for the first time, it caches the packet sequence
number pktseq and the number of hops to source node Chop.
In addition, it calculates the link quality between itself and
RREQ packet sender and its current traffic load according
to Eq. 5 and 8, respectively. If the calculated link quality is
larger than the piggybacked link quality Lqt , or the calculated
traffic load is larger than the piggybacked traffic load Tld ,
it replaces the Lqt or Tld with the newly calculated value,
appends its node ID in the source route record Hroute, adds its
position coordinate in the list of position coordinates Pcoord ,
increases the hop count Chop by one, and rebroadcasts the
RREQpacket. Otherwise, it just appends its node ID inHroute,
adds its position coordinate in Pcoord , increases Chop by one,
and rebroadcasts the RREQ packet. When a node receives
duplicated RREQ packet, it first compares the piggybacked
Chop in the received RREQ packet with the previously cached
hop count information. If the piggybacked Chop is larger than
the previously cached hop count, the node drops the RREQ
packet directly. Otherwise, the node calculates the link quality
between itself and RREQ packet sender and its current traffic
load respectively, updates the Lqt if the newly calculated
link quality is larger than Lqt , updates the Tld if the newly
calculated traffic load is larger than Tld , appends its node
ID in Hroute, adds its position coordinate in Pcoord , increases
Chop by one, and rebroadcasts the RREQ packet. In reactive
routing protocols, i.e., DSR [8], each node can quickly learn
the routes of other nodes by aggressively overhearing on-
flying packets and caching the piggybacked route information
in its routing table. This is because overhearing does help
in improving the routing performance [41]. However, in the
JarmRout, intermediate nodes are not allowed to send the
route reply (RREP) packet back to the source node even

FIGURE 2. The format of RREQ message. Here, the length is shown in
byte.
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FIGURE 3. A snapshot of network, where three node-disjoint paths, X, Y, and Z, are available between source node nS and destination node nD. nm is the
malicious node and continuously broadcasts the jamming signals to disrupt the on-going communications of node ne and nh.

when they have route information to the destination node.
This is because if intermediate nodes reply RREP packets
from cache, it is difficult to establish maximally spatial node-
disjoint multiple paths because not enough RREQ packets
will reach the destination node and the destination node will
not know the information of the route that is formed from the
cache of intermediate nodes [10].

Second, the destination node maintains a route table to
store the information of receivedmultiple node-disjoint paths.
When the destination node receives the first RREQ packet,
it records the piggybacked pktseq, Hroute, Pcoord , Lqt , and Tld
in the route table. The destination node thenwaits for a certain
time period (twait ) to receivemore RREQpackets and learn all
possible routes. If the destination node receives a duplicated
RREQ packet, it compares the Hroute in the received RREQ
packet to all of the existing node-disjoint paths in the route
table so far. If there is not a common node (except source and
destination nodes) between the Hroute in the received RREQ
packet and any existing node-disjoint path in the route table,
it records the pktseq,Hroute, Pcoord , Lqt , and Tld of the received
RREQ packet in the route table. Otherwise, the destination
node discards the received RREQ packet because it does not
meet the requirement of node-disjoint path. Here, the path
piggybacked in the first received RREQ packet, also called
the shortest delay path, has a higher priority to be stored in
the route table. The rationale behind this design is that the
shortest delay path reflects the less number of hops between
source and destination nodes, as well as the better link quality
and light traffic load along the forwarding path. In addition,
the shortest delay path also can minimize the latency of
route discovery process, which is a practical need in reactive
routing protocol.

When twait expires, the destination node selects two node-
disjoint paths based on the metrics of link quality, traffic load,
and spatial distance.More than two node-disjoint paths can be
chosen, but we limit the number of paths to two in this paper.
In the route table, every pair of candidate paths is assigned a
Pair Priority (Pprio), which is the comprehensive judgment
factor of two node-disjoint paths in terms of link quality,
traffic load, and spatial distance. The Pair Priority Pp,qprio of
two node-disjoint paths p and q can be represented as

Pp,qprio = $ · (L
p
qt + L

q
qt )+ % · (T

p
ld + T

q
ld )+ ς · e

1
ϒ(p,q) , (13)

where Lpqt and T
p
ld , and L

q
qt and T

q
ld are the worst link quality

and largest traffic load along the path p and q, respectively,
andϒ(p, q) is the spatial distance between path p and q. Here,
$ , %, and ς are weighting factors of each metrics for the
calculation of Pair Priority, and ($ + % + ς ) = 1. Based on
the calculated Pprio, the pair of paths with the minimum Pprio
will be chosen as the two node-disjoint paths to send the data
packets. After this process, the destination node replies two
RREP packets piggybacked with reversed route information
to source node. Upon receiving the RREP packets, the source
node caches the complete routes piggybacked in the RREP
packets in its routing table, and then sends data packets along
two node-disjoint paths.

Third, certain link of path can be disconnected frequently
because of mobility of nodes, traffic congestion, package
collisions, or even intentional jamming and interruption. In
the JarmRout, if a node continuously fails to deliver the
data packet to the next-hop node along the forwarding path,
i.e., not overhearing implicit acknowledgment or receiving
explicit acknowledgment [42], it considers the link to be
disconnected and sends a route error (RERR) packet piggy-
backedwith disconnected link to source node. Upon receiving
the RERRpacket, the source node removes the entire path that
contains the broken link in its routing table. If only one of the
two node-disjoint paths of the session is invalid, the source
node uses the remaining valid path to deliver data packets.
If both paths are invalid, the source node initiates the route
discovery procedure again to find a new pair of node-disjoint
paths to send data packets.

For example, as shown in Fig. 3, three node-disjoint paths,
X, Y, and Z, are available between source node nS and des-
tination node nD. However, a malicious node nm is able to
continuously broadcast jamming signals to interfere with the
communication of node ne and nh in path Y and Z, and
interrupt the entire communication of path Y and Z between
nS and nD. If path Y and Z were selected as two node-disjoint
paths for communication, this undesirable situation nullifies
the benefit of multipath routing. To mitigate this situation,
the JarmRout is to choose two node-disjoint paths that are
physically far away. According to Eq. 13, the PX ,Yprio , P

X ,Z
prio ,

and PY ,Zprio are 7.4638, 6.8831, and 7.7095, respectively. Thus,
the pair of pathX and Z has the highest priority to be chosen as
two node-disjoint paths, where PX ,Zprio has the smallest value.
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FIGURE 4. The pseudocode of the JarmRout routing protocol.

Here, $ , %, and ς are set to 0.2, 0.2, and 0.6, respectively,
where spatial distance has more weights than that of link
quality and traffic load. In summary, the JarmRout aims to
deter selection of physically closer paths to avoid them being
disrupted by a single jamming source, in return, the end-to-
end outage rate as well as network resiliency and performance
can be improved in the presence of malicious jammers. Major
operations of the JarmRout are summarized in Fig. 4.

IV. ANALYSIS OF THE PROPOSED JARMROUT
ROUTING PROTOCOL
We further analyze the proposed JarmRout routing protocol in
terms of RREP packet reception rate of source node, which is
denoted by Rrrep. When source node receives a RREP packet
corresponding to previously issued RREQ packet, it success-
fully finds one path to send data packets towards destination
node. Suppose a network size is X × Y (m2), where N nodes
are uniformly distributed, and a packet loss rate is ζ due to
bad channel quality or disconnected link. Let Rrreqdest and R

rrep
src

be the probability of destination node receiving RREQ packet
and source node receiving RREP packet, respectively. Then
Rrrep is expressed as,

Rrrep = Rrreqdest · R
rrep
src . (14)

In this paper, the average number of hops between the source
and destination nodes, chop, is approximated according to [41]
and it is expressed as,

chop ≈
d
`
≈

√
X2 + Y 2

2`
≈

(2ξ + 1) ·
√
X2 + Y 2

4ξR
. (15)

Here, ` and d are the average progress of each hop and
average distance between the source and destination nodes,
respectively. R is the communication range of each node. ξ
is the average number of nodes located within R and it is
expressed as,

ξ =
N

X ∗ Y
· πR2. (16)

First, Rrreqdest is expressed as,

Rrreqdest = (1− ζ )chop . (17)

which is the probability that a RREQ packet is relayed
through chop number of hops and reaches destination node.
Second, Rrrepsrc is expressed as,

Rrrepsrc = Rrreqdest · Rsr , (18)

where

Rsr = (1− ζ )chop . (19)

Here, Rsr is the probability that a RREP packet is forwarded
back to source node through chop number of hops. Finally,
Rrrep is expressed as,

Rrrep = Rrreqdest · R
rrep
src

=
(
(1− ζ )chop

)3
. (20)

In Fig. 5, we show a numerical result of the number of
hops between source and destination nodes and RREP packet
reception rate of source node against the number of nodes and
channel error rate in the network. Here, 50 to 100 nodes are
uniformly distributed in a 1000 × 1000 (m2) network area,
where the communication range of each node is 300 (meter)
and channel error rate is between 5% and 10%. According
to Subfig. 5(a), the number of hops between source and
destination nodes is not sensitive to the number of nodes
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FIGURE 5. The number of hops between source and destination and the
RREP packet reception rate against the number of nodes and channel
error rate.

in the network, and remains steady around 2.415 hops. As
shown in Subfig. 5(b), the RREP packet reception rate is not
changing too much as the number of nodes increases, because
the average number of hops between source node and desti-
nation node does not change significantly as the node density
increases. However, the probability of receiving two RREP
packets are lower than that of receiving one RREP packet,
because either one of RREP packets could get lost during the

transmission due to bad channel quality or disconnected link.
In Subfig. 5(c), as the channel error rate increases, the RREP
packet reception rate significantly decreases. This is because
RREQ or RREP packet has more chances to get lost during
the transmission with larger channel error rate.

V. PERFORMANCE EVALUATION
A. SIMULATION TESTBED
We conduct extensive simulation experiments using the
OMNeT++ [11] for performance evaluation and analysis.
A 1000 × 1000 (m2) square network area is considered,
where 50 to 100 nodes are uniformly distributed. Nodes are
equipped with IEEE 802.11p radio transceiver. The commu-
nication range of each node is 300 (meter) and the two-way
ground propagation channel is assumed with a data rate
of 2 Mbps. The random waypoint mobility model [43] is
deployed in the network, where each node travels toward a
randomly selected destination in the network with a constant
speed of 30 meter/sec and a zero pause time. The source node
generates a constant bit rate (CBR) traffic at the packet rate
of 1.0 to 3.0 packet/sec and each packet size is 512 Bytes.
The total simulation time is 3000 seconds, and each simu-
lation scenario is repeated 10 times with different randomly
generated seeds to obtain steady state performance metrics.
The simulation parameters are summarized in Table 4. In this
paper, we measure the performance in terms of packet deliv-
ery ratio, packet delivery latency, end-to-end communication
outage rate, and energy consumption by changing key sim-
ulation parameters, including packet rate, number of nodes,
and number of malicious jammers.
• Packet Delivery Ratio (PDR): PDR is computed as the
ratio of total number of received data packets to total
number of generated data packets, showing the per-
formance resiliency of the proposed JarmRout in the
adversary scenarios.

• Packet Delivery Latency (PDL): PDL is the elapsed
time from when source node initiates route discovery
procedure to when the destination node receives the first
data packet, indicating the packet transmission delay in
the presence of malicious jammers.

• End-to-End Communication Outage Rate (COR): COR
is the total number of built paths divided by the total
number of affected paths due to jamming signals dur-

TABLE 4. Simulation parameters.
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ing the entire simulation, showing the improvement of
network resiliency of the proposed JarmRout.

• Energy Consumption (EC): EC is measured based on
the number of forwarded and received control packets
to build routing path [44], and it is used to show that the
proposed JarmRout does not introduce extra communi-
cation overhead.

For performance comparison, we revisit three represen-
tative routing protocols, which are dynamic source routing
(DSR) [8], optimized link state routing (OLSR) [9], and split
multipath routing (SMR) [10], and modify them to work in
FANET. The major operations of three benchmark routing
protocols are briefly described below:
• Dynamic Source Routing (DSR): When a source node
generates a data packet to send, it first searches its
routing table for the route to a destination node. If the
route is not available, the source node initiates the route
discovery procedure by broadcasting a RREQ packet.
Any intermediate node located between the source and
destination nodes rebroadcasts the received RREQ by
adding its node address in the packet header, if it does not
have the route to destination node. When the destination
node receives the RREQ, it replies a RREP packet back
to source node. Upon receiving the RREP, the source
node sends a data packet using the complete route pig-
gybacked in the packet header.

• Optimized Link State Routing (OLSR): Each node peri-
odically constructs and maintains the set of neighbor
nodes that can be reached in one-hop and two-hop.
Based on this information, the dedicated multi-point
relays (MPR) algorithm minimizes the number of active
relays needed to cover all two-hop neighbor nodes.
A node forwards a packet if and only if it has been
elected as MPR by the sender node. In order to construct
and maintain routing table, OLSR periodically transmits
link state information over the MPR backbone. Upon
convergence, an active route is created at each node to
reach any destination node in the network.

• Split Multipath Routing (SMR): When a source node
wants to send a data packet to a destination node for
which a route is not available, it broadcasts a RREQ
packet into the network. When receiving the first RREQ
packet, the destination node considers the piggybacked
route in the first received RREQ packet as the first
available path, and replies a RREP packet to source
node. After that, the destination node waits for a cer-
tain duration of time to receive more RREQ packets.
Then, the destination node selects the route that has
the least number of common nodes with the route that
is already replied. Finally, the destination node sends
another RREP packet to source node via the second
selected route.

B. SIMULATION RESULTS AND ANALYSIS
We first measure the packet delivery ratio (PDR) by chang-
ing packet injection rate, number of nodes, and number

FIGURE 6. The performance of packet delivery ratio against packet
injection rate, number of nodes, and number of jammers.

of malicious jammers in Fig. 6. In Subfig. 6(a), as packet
injection rate increases, the PDR of four schemes decrease
because more data packets collide with constant jamming
signals or get lost during transmission due to bad channel
quality. The DSR, SMR, and JarmRout show higher PDR
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than that of OLSR because active route stored in the routing
table of OLSR may not be available any more due to the
frequent change of network topology when a source node
has data packets to send, and data packets that are transmit-
ted along the unavailable route cannot reach the destination
node. The JarmRout shows the best performance because two
maximally spatial node-disjoint paths are selected to send
data packets. As the packet injection rate increases, more
data packets are transmitted. If one of paths is disrupted by
malicious jammers, data packets still can be transmitted along
another path, and finally reach the destination node.

In Subfig. 6(b), the PDR of four schemes slightly increase
as the number of nodes in the network increases. This is
because each node has more neighbor nodes as node density
increases, more available routes between source and des-
tination nodes will be available to send data packets, and
more data packets can be delivered to destination node. Both
SMR and JarmRout show higher PDR than that of OLSR
and DSR because data packets are transmitted along multiple
paths, and a larger number of data packets can be received by
destination node in the presence of malicious jammers. By

FIGURE 7. The performance of packet delivery latency against number of
nodes and number of jammers.

considering maximally spatial distance, node-disjoint multi-
ple paths have less chances to be affected within disruption
radius or area concurrently, a larger number of data packets
can be delivered by JarmRout, resulting in the highest PDR.
As shown in Subfig. 6(c), the PDR significantly decreases
as the number of malicious jammers increases. However,
the JarmRout still outperforms OLSR, SMR and DSR as
expected because the destination node selects multipath with
high quality links, low traffic load, and maximally spatial
separation distance to send data packets, more data packets
can be delivered.

Second, the packet delivery latency (PDL) is measured
against the change of number of nodes and number of mali-
cious jammers in Fig. 7. As shown in Subfig. 7(a), the OLSR
achieves the lowest PDL compared to that of DSR, SMR, and
JarmRout. This is because OLSR is a proactive routing proto-
col and the routing tables are updated and shared periodically,
and the data packets can be transmitted immediately without
delay with the stored routing path. As for DSR, SMR, and
JarmRout, a route discovery procedure has to be initiated to
find the routing path between source and destination nodes,
as a result, a larger PDL is achieved compared to that of
OLSR. The DSR shows a higher PDL than that of SMR
and JarmRout because the destination node replies to the
first received RREQ packet with a RREP packet to build the
routing path between source and itself. However, this single
routing path may be disrupted by the malicious jammer,
the affected intermediate node cannot successfully deliver the
data packet to the next-hop node, and then replies the RERR
packet back to source node. Thus, route discovery procedure
needs to be initiated again, which results in a higher PDL.
The JarmRout shows a lower PDL than that of SMR. Since
the SMR selects maximal node-disjoint paths rather than
maximally spatial node-disjoint paths, the selected multipath
has more chances to be affected by the malicious jamming
signals concurrently, the route discovery process has to be
repeated again and a longer latency is observed.

In Subfig. 7(b), the PDL of DSR, SMR, and JarmRout
naturally increases as more malicious jammers exist in the
network, while the PDL of OLSR is not very sensitive to
the change of number of malicious jammers. In the OLSR,
the routing paths are stored in each node in advance, and
can be selected to transmit data packets without a long
waiting time. However, data packets could get lost during
the transmission because of packet collisions with jamming
signals, thus, a slight increment of PDL is observed due to
the retransmission of data packets. Among DSR, SMR, and
JarmRout, the JarmRout still shows the best performance as
the number of malicious jammers increases. This is because
maximally spatial node-disjoint paths are selected to transmit
data packets. If one path is disrupted, the source node still
can use another active path to send data packets to destination
node without initiating a new route discovery procedure. As a
result, a lower PDL is achieved by JarmRout.

Third, end-to-end communication outage rate (COR) is
observed with varying number of nodes and malicious
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jammers in Fig. 8. In Subfig. 8(a), the overall COR of all
schemes decreases as the number of nodes in the network
increases. As the node density increases, each node has
more adjacent nodes, thus, more potential routing paths are
available between any two nodes. Even though the malicious
jammers can disrupt a certain number of routes, however,
more routing paths are still available and the COR decreases.
The JarmRout still outperforms other three schemes, OLSR,
DSR, and SMR, by providing the lowest COR as the number
of nodes increases. This is because maximally spatial node-
disjoint paths are chosen, and there are less chances that the
radius of jamming signals cover both maximally spatially
separated paths. Thus, the lowest COR is achieved by Jarm-
Rout. As shown in Subfig. 8(b), the COR is very sensitive
to the number of malicious jammers. As the number of
malicious jammers increases, the COR significant increases.
As expected, the receiving and sending operations of a large
number of intermediate nodes can be disrupted by jamming
signals from malicious jammers, as a result, the entire end-
to-end connections between source and destination nodes are

FIGURE 8. The performance of end-to-end communication outage rate
against number of nodes and number of jammers.

FIGURE 9. The performance of energy consumption against number of
nodes.

affected, and finally the total number of affected routing paths
increases. However, the JarmRout shows the lowest COR
compared to that of OLSR, DSR, and SMR because two
routing paths with maximally spatial distance are selected in
each route discovery process, thus, the number of disrupted
end-to-end connection decreases. In addition, as the number
of malicious jammers increases, the COR difference between
JarmRout and other three schemes increases.

Finally, wemeasure the energy consumption (EC) of build-
ing routing paths based on the number of forwarded and
received control packets by varying number of nodes in Fig. 9.
The OLSR shows the highest EC compared to that of other
three schemes. In particular, as the number of nodes increases,
the EC of OLSR increases quickly. In OLSR, each node
periodically exchanges its routing information by broadcast-
ing control packets to build the routing paths, thus, a large
amount of control packets are broadcasted and received by
each node, which introduces larger communication overhead.
The lowest energy consumption is achieved by DSR because
control packets (i.e., RREQ and RREP) are transmitted along
a single path. The JarmRout does not bring extra communi-
cation overhead, and a slightly higher energy consumption
compared to that of DSR is observed because control packets
are transmitted along two paths.

VI. DISCUSSION
In this section, we first discuss the proposed JarmRout routing
protocol in terms of its features, constraints, and possible
enhancements. Thenwe investigate the immunity of the Jarm-
Rout to other three well-known attacks in FANETs.

A. FEATURES, CONSTRAINTS, AND POTENTIAL
ENHANCEMENTS
We discuss the JarmRout by considering its features, con-
straints, and potential enhancements for improvement. The
JarmRout is designedwith three desirable features. First, each
node utilizes the received signal strength indication (RSSI)
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information to estimate the link quality, since each radio
transceiver contains an RSSI register, which provides the
signal strength of the received packet. Compared to other
measurements, i.e., statistical information of the physical
distance or relative movement between nodes, RSSI actually
reflects the characteristics of the environment, such as rich
signal reflection, blockages, route coupling, or even interfer-
ence, and can accurately represent the link quality. Second,
in order to avoid packet collisions, IEEE 802.11 CSMA/CA
mechanism is used in FANETs. However, as the time inter-
val of sending packets decreases, the MAC layer cannot
transmit the packets timely because of the busyness of the
wireless medium, and more packets will be cached in the
buffer. Thus, a traffic load scheme is to assure a light load
path by taking account of MAC layer channel contention
information and the number of packets cached in the buffer.
Third, the FANET may face malicious attacks that blanket
out a mission-critical area by intentional jamming and dis-
ruption. Several nodes may be affected within the disrupted
area concurrently, which may fully disconnect the routing
path between source and destination nodes. Thus, maximally
spatial node-disjoint multipath becomes a practical need to
reduce end-to-end communication outage rate and improve
network resiliency in these circumstances.

In the JarmRout, there are a few constraints that need to
be further investigated. First, the JarmRout selects two node-
disjoint paths to send data packets, where the two paths do
not have common node except source and destination nodes.
However, if the destination node only has one adjacent node,
for example nf in Fig. 3, it would be hard to find multiple
paths. This is because the destination node will discard the
received RREQ packet that does not meet the requirement of
node-disjoint path, and only one path can be established in
this case. Second, bidirectional links are implicitly assumed
in this paper, and the proposed JarmRout may be incapable of
functioning properly over unidirectional links. For example
in Fig. 3, suppose that node nb is within the communication
range of node na, however, na is out of the communication
range of nb. In this case, nb can successfully receive the
RREQ packet from na, but it cannot forward RREP packet
back to na. As a result, the routing path is unable to be built.
To see the full potential of the JarmRout, we plan to explore

the followings for future extensions.

1) CONNECTIVITY-BASED MOBILITY MODEL
The basic idea of connectivity-based mobility model is to
make use of the local geographical position and mobility
information to extend connection time while changing the
flying direction gracefully [45]. For example in Fig. 3, every
Tsec seconds, node na first checks whether it is within the
communication range of neighbor node nb. If yes, it checks
whether it would still be within the communication range of
nb after Tsec based on its current geographical position and
mobility information. If na determines that it would not leave
the communication range of nb in a time period of Tsec, it does
not change its flying direction. Otherwise, it changes its fly-

ing direction randomly toward the center of communication
range of nb.

2) ROUTE CACHING
Route caching via unconditional overhearing is one of the
major features to improve routing performance in reactive
routing protocols. Whenever a node forwards or overhears a
RREQ, RREP, or data packet, it caches the route learned from
the packet to its routing table. If a node forwards or overhears
a RERR packet, it removes any route containing the broken
link from its routing table. Thus, an intermediate node can
send RREP packet back to the source node according to
cached route information when it receives a RREQ packet,
which can significantly reduce the delay of building the
routing path. When the source node receives multiple RREP
packets, it investigates the piggybacked routes in the received
RREP packets and discards the RREP packet that does not
meet the requirement of node-disjoint path.

B. IMMUNITY TO OTHER ATTACKS
We investigate the JarmRout and see whether it is immune to
other three well-known attacks: selective forwarding attack,
limited transmission power attack, and routing attack.

1) IMMUNITY TO SELECTIVE FORWARDING ATTACK
The selective forwarding attack primarily targets service
availability by disrupting network routing protocols or inter-
fering with on-going communications in multihop ad hoc
networks, where a malicious node randomly or strategically
drops the received packets without forwarding [46]. However,
the proposed JarmRout is immune to the selective forward-
ing attack, because multiple node-disjoint paths are chosen
to transmit the same data packets. For example, as shown
in Fig. 3, suppose that node nb is a compromised legiti-
mate node and behaves maliciously to drop the received data
packets along forwarding path X. However, since the same
data packets are transmitted along another forwarding path
Z, the destination node still can receive the data packets. On
the other side, if node nb continuously drops the received
data packets, node na will consider the link with nb to be
disconnected and sends a RERR packet to the source node.
This is because na does not overhear implicit acknowledg-
ment or receive explicit acknowledgment from nb. As a result,
path X that contains the broken link will be removed from
routing table by source node nS .

2) IMMUNITY TO LIMITED TRANSMISSION POWER ATTACK
In limited transmission power attack, a malicious node may
drop a data packet on purpose by transmitting it with reduced
transmission power to exclude a legitimate next-hop node
from its communication range [47]. This attack is similar to
the selective forwarding attack and the network performance
of the JarmRout will not be affected by this attack. For exam-
ple in Fig. 3, amalicious node nb receives the data packet from
node na. Then nb may forward the data packet by carefully
reducing the communication range that does not reach node
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nc but the transmission of data packet can be overheard by
na. As a result, the data packet that is transmitted along the
forwarding path X is successfully dropped by the malicious
node. However, the same data packet is also transmitted
along path Z, thus, the data packet still can be received by
destination node.

3) IMMUNITY TO ROUTING ATTACK
In routing attack, a malicious node falsely claims a fake
shortest route to a destination node to attract network traffic
on purpose [41], and then launches further attacks, such as
selective forwarding attack or blackhole attack. For example,
as shown in Fig. 3, suppose that a malicious node nb replies a
fake RREP packet back to source node to falsely claim that it
has a route or the shortest route to the destination node. This
could lead the malicious node to be involved in the future
routing operation and have a chance to selectively or strategi-
cally drop or forward any incoming data packets on purpose.
However, the proposed JarmRout can protect the network
from routing attack. This is because intermediate nodes are
not allowed to send the RREP packet back to the source
node even when they have route information to the destina-
tion node. In other words, the source node will not accept
the RREP packet generated by any intermediate node, thus,
the network is free of routing attack.

VII. CONCLUSION AND FUTURE WORK
In this paper, we propose a jamming-resilient multipath rout-
ing protocol, also called JarmRout, so that intentional jam-
ming and disruption, or isolated and localized failures do
not interrupt the overall network performance of FANETs.
The JarmRout is designed based on a combination of three
major schemes, which are link quality scheme, traffic load
scheme, and spatial distance scheme, to select maximally
spatial node-disjoint multiple paths with high link quality and
light traffic load to deliver the data packets from source to des-
tination nodes.We develop a customized discrete event driven
simulation framework by using OMNeT++ and evaluate
its performance through extensive simulation experiments
in terms of packet delivery ratio, packet delivery latency,
end-to-end communication outage rate, and energy consump-
tion. The simulation results indicate that the JarmRout can
improve packet delivery ratio and packet delivery latency as
well as reduce end-to-end communication outage rate. In the
presence of malicious jammers, the JarmRout can signifi-
cantly improve network resiliency without introducing extra
communication overhead, which indicates a viable routing
approach in FANETs.

As a future work, we plan to extend the JarmRout
by including connectivity-based mobility model and route
caching technique. Since radio propagation and its channel
dynamics cannot easily be captured by simulation models,
we plan to develop a small-scale testbed with small and safe
quad-copters, e.g, Crazyflie 2.0, and deploy a real outdoor
environment to see the full potential of the proposed scheme.
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