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ABSTRACT To prevent economic losses, maintain social order, and protect the well-being of the populace
during public safety and crisis recovery scenarios, such as man-made and natural disasters, the efficient and
effective delivery of time-critical information to first responders and victims plays a key role. Nonethe-
less, too often, the communication infrastructures that enable time-critical information delivery become
dysfunctional, due to traffic overloads or physical damage. Thus, the user-side solution [e.g., device-to-
device (D2D) communications] and the network-side solution [e.g., dynamic wireless networks (DWNs)] are
essential communication techniques that can enhance or restore communication for responders and victims
in the harsh environment associated with public safety scenes. While D2D has been widely studied and
investigated in legacy/commercial communication networks, as well as DWN, little work has been done
toward adapting D2D and DWN from a public safety perspective. In this survey, we first design a layered
structure, consisting of the public safety service layer, time-critical information delivery layer, and physical
object layer, from which to consider the public safety system and its key components. We then extensively
review research efforts on both D2D andDWN as complimentary user-side and network-side communication
techniques toward effective public safety communications. Particularly, we investigate the approaches and
standardization progress of D2D and DWN for public safety communications. Finally, we provide insights
into challenges and potential solutions regarding D2D, DWN, security and resilience, and performance
evaluation of public safety communication, as well as the integration of state-of-the-art communication
and computing technologies to further improve time-critical information delivery in various public safety
scenarios.

INDEX TERMS Device-to-device communications, dynamic wireless networks, public safety
communications, Internet of Things, cloud/edge computing, 5G.

I. INTRODUCTION
A. MOTIVATION
Two recent and well-known public safety scenarios, the
Baltimore Riots in 2015 and Hurricane Harvey in 2017, are
typical examples of public safety emergencies. Specifically,
during the riots in Baltimore, Maryland, occurring from the
middle of April to early May in 2015, over 1000 police
officers and 2500 national guardsmen were deployed into
the city, and a state of emergency was declared. As cel-
lular towers were overloaded, significant problems plagued
police communications during that time. As a result, approx-
imately 113 police officers were injured, more than 16 law

enforcement vehicles were destroyed, and city order was non-
existent [2], [77], [120], [149].

More recently, in 2017, hurricane Harvey made landfall
in eastern Texas in mid-August, leading to massive flooding
over a period of four days. The result was thousands of
homes being inundated, at least 71 deaths, and an estimated
$70 billion in economic losses [1], [146]. The first communi-
cation status report from the FCC (Federal Communications
Commission) indicated that, of the 55 affected counties of
Texas and Louisiana, 3 counties experienced more than 50%
of their cell sites being down, the hardest hit experiencing
94.7% cell site outage [53].
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The massive consequences of communication instability
and damage demonstrated in the above scenarios extend
to all public safety events (e.g., terrorist attacks, riots, and
natural disasters such as earthquakes and hurricanes), and
pose extreme threats of economic loss, societal disorder,
and loss of life. To minimize the consequences of public
safety emergencies, reliable communication responses must
be conducted rapidly through the process of situation aware-
ness and crisis coordination, including emergency monitor-
ing, reporting, and relief. Those responses are highly reliant
on the interoperation and collaboration of multiple response
agencies (law enforcement, fire and rescue, military person-
nel, medical response, and others). Nonetheless, too often in
public safety scenarios, the delay, inaccuracy, and failure of
time-critical information delivery to and among the multiple
responders hinders the ability for rapid response. Specifically,
significant traffic increases in the affected area of a public
safety event may degrade or disable communication through
the local network infrastructure. In addition, under natural
disasters, network infrastructure and power supply in the
catastrophe area could be physically damaged or destroyed.

From the perspective of time-critical information deliv-
ery, the communication infrastructure is vulnerable to over-
loading and physical damage by both manmade and natural
disasters. In either case, if the communication quality of
service (QoS) for public safety responders and victims cannot
be satisfied, recovery activities could be greatly hindered. The
key orthogonal components of a wireless network are the
wireless infrastructure and the mobile devices, representing
the two primary components (i.e., network infrastructure and
user device). On one hand, thewireless network infrastructure
on the network side consists of Base Stations (BSs), control
and management subsystems, data centers, etc. On the other
hand, mobile edge devices such as smartphones interact with
each other through the support of the wireless communication
infrastructure or discover other nearby devices and establish
direct communication. The techniques applied to the wire-
less network infrastructure to improve network performance
are considered network-side solutions, such as optimal base
station deployment schemes and algorithms, protocols to
support control and management, etc. In addition, techniques
directly applied to mobile devices, such as direct communi-
cation (D2D, etc.) comprise user-side solutions.

Toward enabling and improving wireless communication
technology for public safety communications, both D2D
communication on the user side and DWN deployment on
the network side can be integrated as orthogonal and com-
plimentary solutions. As a user-side solution, D2D enables
communication among public safety responders, indepen-
dent of the existing network infrastructure, as the public
safety responders may operate outside of coverage areas
or in areas with limited or degraded network capacity.
Complimentary to this solution, dynamic wireless network
deployment, as a network-side solution, can dynamically
establish a wireless network infrastructure to increase net-
work capacity and temporarily provide network coverage

for public safety responders, adapting to ongoing public
safety events. Nonetheless, complicated public safety scenar-
ios make the design of both solutions challenging.

B. RELATED WORK
Various surveys have reviewed research efforts on leverag-
ing communication technologies to ensure critical informa-
tion delivery from different aspects. Particularly, Räty [125]
reviewed the key components in the surveillance system, its
development, and challenges to the performance constraints.
The key components, which act as a collaborative effort to
enable the capability of information collection and situation
awareness, consist of video/audio-based surveillance, wire-
less network data transmission, and energy efficient remote
sensing. The challenges to advancing the surveillance sys-
tem include the implementation of the distributed real-time
system, inter-/intra-cooperation of the multiple surveillance
techniques, intelligence of the software autonomy, and their
energy efficiency and scalability. Baldini et al. [20] com-
prehensively and broadly reviewed public safety hierarchy
organizations, possible public safety scenarios, standards and
regulations, and communication technologies, among others.
In particular, the communication technologies (e.g., the dedi-
cated radio system APCO 20 in the USA), commercial radio
system (e.g., GSM and LTE), and others (e.g., WiFi/WiMax)
were described and compared.

LTE, as one of the most extensive and successful
commercial wireless communication networks worldwide,
naturally supports and addresses specific communication
requirements for public safety applications. For example,
Liebhart et al. [87] investigated LTE for public safety, includ-
ing features, services, techniques, etc. In particular, LTE
supports various priority services that can be potentially
important for public safety, including warning message
broadcasting, multimedia service, and lawful interception.
The proximity service and group communication service
on top of LTE are also critical for public safety. Also,
recently, Kumbhar et al. [79] reviewed spectrum alloca-
tion for public safety and standard activities, LMRS-based
narrowband and LTE-based broadband for public safety,
as well as the integration of emerging technologies, such
as mmWave, massive MIMO (Multiple-Input and Multiple-
Output), unmanned aerial vehicles (UAVs), etc. Finally,
Zeng et al. [169] reviewed the network architecture, channel
characteristics, and design aspects of UAV-aided wireless
communication networks to serve various applications (agri-
culture, aeronautics, etc.). Two communication techniques
(UAV-aided mobile relaying and D2D) were pointed out to
improve the network performance.

D2D communication is a technique that enables the direct
communication of User Equipment (UE) when the par-
ties are within range for direct communication. In cellu-
lar networks, D2D can enable direct communication with-
out traversing the central network infrastructure. In this
way, the direct communication between devices can pro-
vide reduced delay and higher throughput. Such gains intro-
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TABLE 1. Comparison with related works.

duced by the improved spectral efficiency result from the
reduced communication distance. In the D2D-enabled cellu-
lar network, the cellular infrastructure manages/assists D2D
communication, including in device discovery, link estab-
lishment, and others, via its wide coverage [21], [57], [96].
D2D is important for supporting communication in various
public safety scenarios, as it can provide communication
services in a peer-to-peer fashion, with the aid of network
infrastructure in in-coverage cases, or without the aid of net-
work infrastructure in out-of-coverage cases [55]. Also, in the
mobile/vehicular ad hoc network(MANET/VANET), various
devices can form a dynamic wireless network that enables
information sharing between devices without the interven-
tion of the network infrastructure [11]. In MANET/VANET,
the information sharing relies on multi-hop packet forward-
ing, which does incur the challenges of network performance
and security issues [63]. Overall, MANET/VANET supports
public safety scenarios when a network infrastructure is not
available.

We appraise and compare the contributions of various
surveys in Table 1, including surveys in communication,
public safety, and other related areas. The checkmarks indi-
cate the main focus of a specific survey paper. Notice that
the table identifies the key components, and the sparsity of
the literature indicates a need for a more comprehensive
survey. For example, survey [125] focused on the assess-
ment of surveillance systems and wireless sensor networks.
In comparison, our survey studied the untouched areas of
combined communication and public safety. Additionally,
distinct from existing efforts, this survey introduces a layered
structure to outline public safety and its key components,
reviews the primary user-side solution (i.e., D2D communi-
cation) and network-side solution (i.e., DWN deployment)
necessary to overcome the challenges of public safety emer-
gencies, and which can work cooperatively in supporting
the time-critical information delivery in various public safety
scenarios. In general, this paper (i) explores and studies
the feasible D2D communications tailored to public safety;
(ii) investigates and evaluates the rapid, cost-effective,
and resilient deployment of DWN for public safety; and
(iii) outlines open issues and potential solutions for D2D
communication, DWN deployment, security and resilience,
modeling, simulation and performance evaluation; as well
as the integration of emerging techniques, such as IoT,
cloud/edge computing and 5G.

C. CONTRIBUTIONS AND OUTLINE OF THE PAPER
Our contributions can be summarized as follows.

FIGURE 1. Layered structure on public safety.

First, we design a taxonomy that consists of three lay-
ers (i.e., public safety service layer, time-critical informa-
tion delivery layer, and physical object layer) to provide a
generic layer structure for public safety systems, as shown
in Fig. 1. Considering, then, the time-critical information
delivery layer, we present a pyramid structure, as shown
in Fig. 2, where time-critical information, communication
application, and communication techniques indicate the top,
middle, and bottom layers, respectively. Notice that the crit-
ical and supportive communication techniques, which com-
prise the bottom layer of the pyramid structure, are the key
objectives of this paper.

FIGURE 2. Pyramid structure on time-critical information delivery.
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FIGURE 3. User-side and network-side communication techniques on
public safety.

Second, we consider two critical and complementary
communication techniques to address user connectivity and
network establishment for public safety communications.
As shown in Fig. 3, public safety communication techniques
can be considered from both user-side and network-side
perspectives. We systematically review the research efforts
regarding D2D as one representative user-side communica-
tion technique, outlined in Fig. 4 subdivided into in-coverage
and out-of-coverage mechanisms that can cope with pub-
lic safety events and natural disasters. We also investigate
research efforts in the network-side communication tech-
nique of DWN deployment via the aid of ground mobile
BS, UAV-based mobile BS, and a hybrid network, as shown
in Fig. 6.

FIGURE 4. User-side communication technique: D2D.

Third, we illustrate challenges and future research direc-
tions in public safety networks. To be specific, the chal-
lenges on the user-side and network-side consist of D2D,
DWN deployment, security and resilience, and performance
evaluation. In addition, future directions address the out-
lined challenges, including the D2D design, DWN use, threat
assessment, and the integration of modeling, simulation,
emulation, and testbed. We also outline needs and challenges
in integrating state-of-the-art communication and comput-
ing technologies, including Internet-of-Things (IoT), cloud

computing, and 5G, to improve interconnectivity, computing,
and network for public safety.

The remainder of this survey paper is organized as follows:
In Section II, we define the layered structure of the pub-
lic safety, and describe the key elements, as well as the
user-side and network-side communication techniques in the
communication layer. In Section III, we conduct a systematic
survey of D2D communication as a user-side solution for
public safety communications. In Section IV, we investigate
the network-side solution of dynamically deploying network
infrastructure for public safety. In Section V, we outline a
number of challenges in D2D, DWN, emergent technolo-
gies, and highlight potential solutions. Finally, In Section VI,
we provide final remarks.

II. PUBLIC SAFETY OVERVIEW
In this section, we overview the critical components in public
safety, including physical objects, time-critical information
delivery and public safety services via a layered structure
in Fig. 1. Notice that our survey focuses on communication
techniques, which are critical to support time-critical infor-
mation delivery.

A. OVERVIEW
Fig. 1 shows a layered structure, presenting the public safety
system’s key components. The Physical Object Layer (POL)
represents the physical public safety objects or hardware,
including monitoring sensors, surveillance cameras, rescue
equipment, mobile phones, and walkie-talkies, to name a
few, which are critical to supporting situation awareness and
crisis communication, as well as rescue processes. Above
that, the Time-critical Information Delivery Layer (TIDL)
affords data distribution for situation awareness and crisis
communication, for both first responder teams and victims.
Notice that various communication networks, including cel-
lular networks for mobile phone communication, wireless
sensor networks for sensor communication, vehicular net-
works for vehicular communication, and so on, play key roles
in supporting the data transmission and information sharing
between both first responder teams and victims. With support
from physical objects and information delivery, in the Public
Safety Services Layer (PSSL), a number of services exist that
are designed to analyze, understand, and respond to public
safety events and can be carried out effectively and efficiently
toward the prevention and reduction of losses, including fire
and rescue services, police and security services, etc.

Notice that the three-layer structure is generic and designed
to present the key components in the public safety system
comprehensively, and to segregate these components into
reasonably separate domains. The public safety services layer
provides themajor services to coordinate public safety events,
direct necessary resources, and prevent losses in various
public safety scenarios. The TIDL provides the information
delivery during crisis communication. The POL describes
physical objects that support the information sharing and
response activities.
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B. PUBLIC SAFETY SERVICES LAYER
In PSSL, we investigate the critical public safety services that
supports public safety response to address possible threats to
the well-being of the general public and to better understand
the public safety scenarios. The investigation of PSSL focuses
on what public safety services are provided during the three
phases of public safety response (i.e., the disaster prevention,
emergency management, and disaster relief). To begin with,
we first categorize public safety scenarios into two cases:
(i) predictable and (ii) unpredictable, for both public safety
events and natural disasters. As a few examples, public safety
events such as theOlympic games and, large-scale gatherings,
and concerts are considered predictable, whereas terrorist
attacks, man-made structure failures, and human-induced dis-
asters are considered unpredictable. Also, some natural disas-
ters (e.g., hurricanes and floods) are reasonably predictable,
and occur under a limited duration. Meanwhile, earthquakes
and wildfires are examples of typically unforeseen natural
disasters.

TABLE 2. Public safety response demands.

Public safety services generally approach to the two cat-
egories of public safety scenarios differently. As shown
in Table 2, in predictable public safety scenarios, the various
emergency services departments (police, fire, rescue, etc.)
put significant effort into disaster prevention. For instance,
police departments schedule more police officers to enforce
the safety of gathered people and provide security for large
events. Fire and rescue departments are also on hand, and
prepared for possible incidents. Thus, efforts with high pre-
paredness in the prevention phase shall be in place quickly
and effectively in the emergency management phase. This
means efforts in the disaster relief will generally not be as
high.

In unpredictable public safety events, law enforcement
departments may not be fully prepared, due to time
limitations and abruptness of the events. Thus, most of
the emergency response efforts shall come in the emer-
gency management phase and disaster relief phase to manage
response and mitigate losses. On the other hand, in the pre-
dictable natural disasters, law enforcement and first respon-
ders shall be well prepared to coordinate efforts andminimize
the risk of possible loss. Due to the scale and strength of
natural disasters, a significant number of efforts need to be
conducted in the aftermath of disasters. For unpredictable
natural disasters, the disaster relief phase demands significant
efforts to be in place rapidly.

C. TIME-CRITICAL INFORMATION DELIVERY LAYER
The pyramid structure in Fig. 2 presents the methodology
that enables time-critical information delivery in public safety
response. The pyramid structure consists of information
delivery services (i.e., situation awareness and crisis com-
munication) in the TIDL. In the communication application
layer, we consider a number of key services (location-based
service, mission critical voice, and real-time video), which
have rich content and various objects to support the informa-
tion delivery services. The communication techniques layer,
which consists of the network-side DWN (ground/space
deployment and 3D DWN) and user-side D2D (device dis-
covery and D2D communication), is capable of establishing
effective and resilient connections among victims and respon-
ders in public safety scenarios.

In the TIDL, the services of situation awareness and cri-
sis communication that coordinate and manage the efforts
denoted above for the public safety services from law
enforcement and emergency response departments consist
of three phases: (i) information collection, (ii) information
analysis, and (iii) information exchange. For information
collection, the various detecting sensors, alert subsystems,
surveillance subsystems, and personnel play key roles in
collecting the information before, during and after the pub-
lic safety scenarios. For example, in disaster prevention,
the information center collects the disaster information from
all possible sources and initiates the necessary responses.
In emergency management, the information center contin-
ues monitoring the situation dynamics and releases updated
responses. At the disaster relief phase, the rescue responses
disseminate in a timely manner. The information exchange
among the different law enforcement efforts improves the
efficiency and effectiveness of public safety services. Espe-
cially, in the event of natural disasters, traditional commu-
nication infrastructures may be dysfunctional or damaged,
and local information exchange can be critical to the disaster
relief.

In the communication application layer (CAL), the key
applications (i.e., location-based service, mission critical
voice, and real-time video) are necessary in information col-
lection, analysis, and exchange for critical communication
services. In the following, we describe those applications in
detail.

1) MISSION CRITICAL VOICE
Mission critical voice provides time-critical voice transmis-
sion to support situation awareness and crisis communication
in public safety services. Mainly, the voice service consists
of direct talk, Push-To-Talk (PTT), group call, emergency
voice alert, etc. Direct talk provides direct communication in
a unit-to-unit manner out-of-coverage of the network. PTT
is the instantaneous multicast or broadcast of the critical
information in one or multiple talk groups. Leveraging the
PTT function in the LTE network has the potential benefit of
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better QoS from the broadband cellular networks. Group call
indicates one-to-many communication inside a communica-
tion group.With mission critical voice delivery, the efficiency
of the situation awareness and crisis communication leads to
quicker and more effective response.

2) LOCATION-BASED SERVICE (LBS)
LBS indicates the 3D geo-localization, mapping, navi-
gation, interoperability, and others, and enables the first
responder teams to carry out efforts effectively. Particularly,
3D geo-localization indicates the location of targets by
address, with additional information (the floor, height,
etc.) that can accurately describe the target’s geolocation
[49], [141]. Especially, in an indoor environment, the 3D
geo-localization appears more accurate in terms of allocat-
ing targets with different altitudes in complex environments.
Mapping in public safety indicates the interoperable ‘‘base
map’’ that allows the cross-agency collaboration, indoor and
outdoor location, data input, etc. Navigation indicates route
planning, organization, and real-time location data delivery
for the responder teams. In addition, the LBS interoperability
enables data collection, data transmission and device display.

3) REAL-TIME VIDEO
Video contains authentic and meaningful information in a
high-density form, and can be extremely helpful towards
determining situation awareness and directing crisis com-
munication in public safety scenarios, containing significant
volumes of visual and audio content. Real-time video deliv-
ery requires large bandwidth of the communication network,
as well as large network resources for serving large-scale
emergencies. Real-time video services improve, the accuracy,
effectiveness, and efficiency of the response activities.

In the communication techniques layer, we consider D2D
and DWN as representative user-end and network-end solu-
tions. The detailed study and comparison of techniques in
D2D and DWN are provided in Sections III and Section IV,
respectively. Fig. 3 illustrates a representation of the structure
of communication techniques for public safety.

D. PHYSICAL OBJECT LAYER
The physical object layer (POL) indicates the group of phys-
ical objects that participate in and support response activities
and communications, including monitoring/communication
devices, public safety equipment and emergency response
personnel. The monitoring/communication devices are the
specific sensors, cameras, User Equipment (UEs), and Base
Stations (BSs), supporting situation awareness and cri-
sis communication. The monitoring/communication devices
play critical roles in improving the effectiveness and effi-
ciency of disaster prevention, emergency management, and
disaster relief.

POL supports forecasting such a hurricane, where numer-
ous deployed air pressure sensors and wind speed sen-
sors monitor the atmospheric and weather conditions for
the collection and determination of hurricane conditions.

In addition, to gain awareness of a public safety related
scene, such as the Baltimore riot, a number of cameras on
the street can observe the behaviors of crowds, what indi-
viduals may be carrying, and their direction of movement,
and others. Thus, the UEs and BSs form a communication
system that can deliver critical information to people and law
enforcement personnel to prevent losses. The public safety
equipment consists of police vehicles/watercraft for rescue,
fire extinguishers, and many other products. The equipment
needs to be deployed and operated by the law enforcement
and rescue personnel (police, fire and rescue, and others)
to serve in the responses of disaster prevention, emergency
management and disaster relief. To improve the situation
awareness of public safety scenes, IoT devices render useful
information [89], [132].

III. COMMUNICATION TECHNIQUES AND EXISTING
PROGRESS: D2D COMMUNICATION
FOR PUBLIC SAFETY
In this section, we review theD2D communication techniques
at the user side for public safety. We discuss approaches
for in-coverage and out-of-coverage D2D to deal with the
aftermath of various public safety scenarios. We also review
the existing progress in D2D communication development.

A. OVERVIEW
Recall the two recent public safety scenarios: 2015 Baltimore
Riots and 2017 Hurricane Harvey, which incurred the typical
consequences for the communication in public safety sce-
narios (i.e., in-coverage and out-of-coverage). These public
safety events caused the cellular network to be overloaded or
infrastructure damaged, which lead to hindered communica-
tion. In such situations, the victims are not able to communi-
cate outside of the affected area, and the situation and degree
of emergency cannot be observed by the outside rescue teams.
To connect affected areas and the outside world, the user-side
solution established links to nearby users regardless of the
overloaded or damaged network infrastructure. As a user-side
solution, D2D communication recovers deficient or damaged
communications in disaster situations without the assistance
of network infrastructure, and provide communication ser-
vices for public safety responders.

We now present a taxonomy to investigate and study the
existing research efforts on D2D, as shown in Fig. 4. The
taxonomy investigates two subareas: (i) D2D in-coverage,
and (ii) D2D out-of-coverage, to cope with the public safety
events and natural disasters individually. Then, in each sub-
area, we review device discovery and D2D communication
as the two key elements. Device discovery indicates the dis-
covering of nearby devices to establish direct communication
links. Under the coverage of the cellular network, three fac-
tors includemeasuring device discovery schemes, these being
performance (e.g., discovery probability), energy efficiency,
and interference coordination (spectrum resource manage-
ment). Existing research efforts on device discovery for D2D
communication consider factors such as spectral efficiency
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and energy efficiency [140]. Related to spectrum efficiency,
the resource allocation schemes and mode selection are
important efforts. Similarly, the power allocation, resource
allocation, joint optimization of both, and cluster/energy
transfer are important research efforts towards energy effi-
ciency. For out-of-coverage device discovery, research efforts
mainly consist of clustering and discovery scheduling.

B. D2D IN-COVERAGE
In the following, we review the techniques relevant to D2D
in-coverage.

1) DEVICE DISCOVERY
Device discovery is a key enabler to initialize D2D com-
munication, which requires the accurate and efficient detec-
tion of the proximate devices. Specifically, in emergency
areas, the device discovery performance measures (i.e., dis-
covery probability, time efficiency, and resource efficiency)
are challenging due to the complex communication environ-
ment, and limited energy and spectrum resources. Gener-
ally, device discovery schemes can be categorized as either
network-centric or device-centric, which result in different
usage of the discovery resource block (DRB) in the D2D
in-coverage case. In the network-centric discovery scheme,
the network assigns the DRB to each UE in a centralized
way. In contrast, in the device-centric schemes, the UE selects
DRB from the resource pool in a distributed way.

In the following, we conduct an investigation of research
works on network-centric device discovery schemes from the
following three key categories: (i) performance, (ii) energy
efficient, and (iii) interference coordination. It is worth men-
tioning that the categorization relies on the tradeoffs between
the investigated resource (i.e., energy and spectrum) and the
discovery performance.

a: PERFORMANCE
Network-centric device discovery achieves the best possi-
ble discovery performance due to its global coverage and
better network knowledge [54], [145]. The higher level of
knowledge about network information in the Evolved Packet
Core (EPC) can help the EPC to better estimate the proba-
bility of proximity of two UEs, and thus improve the dis-
covery probability [54]. For example, Xenakis et al. [154]
analyzed the discovery probability of two D2D UEs under
different knowledge levels of the network layout (i.e., full
or partial).

b: ENERGY EFFICIENT
Periodical discovery signal broadcasting improves energy
efficiency in the discovery phase compared with continuous
discovery signal transmission. In addition, location-based
device discovery can reduce the energy consumption by
only allowing the discovery when devices are in approxi-
mate range. To this end, Prasad et al. [122] leveraged the
concept of pre-defined proximity area to avoid continu-
ous discover while maintaining the same level of accuracy.

The pre-defined proximity area means that the geographic
area includes multiple UEs with the same ProSe service.
Within the proximity area, the UEs have higher discovery
probability among each other.

To leverage the concept of proximity area, dynamic loca-
tion tracking is the key technique, which records the infor-
mation of UE, cell ID, application, grouping, and others. The
UE turns on the ProSe discovery function, announcing and
monitoring nearby UEs when it gets into the proximity area.
The UEs in the proximity area discover each other and set up
connections in a high discovery probability. After leaving the
proximity area, the UE turns off the ProSe discovery function
to save energy. In addition to the location-based discovery,
the careful design of the discovery beacon can significantly
improve energy efficiency. The traditional packet-based dis-
covery schemes are complex and resource-intensive due to
the large size of the discovery packets. To address this prob-
lem, Zou et al. [174] proposed the signature-based discovery
scheme, in which the discovery signal contains less UE infor-
mation to obtain a higher resource efficiency and discovery
performance.

c: INTERFERENCE COORDINATION
To mitigate the interference between two UEs during dis-
covery, Hu [70] proposed a network-centric location-based
resource allocation scheme. The network assigns the dis-
covery resource blocks (DRBs) to the UE with the con-
sideration of its location to minimize mutual interference.
For instance, the reassigned DRB to the UE that has max-
imum distance to nearby UEs so that spatial reuse can be
improved. Their experimental results demonstrated the effec-
tiveness of the location-based scheme over the device-centric
scheme (i.e., each UE picks the DRB randomly). Nonethe-
less, the limitations of this work include the additional over-
head from location reporting, and the necessary coverage of
the existing network. To mitigate the inter-cell interference
(ICI), caused by the use of the same frequency resources
from UE and cellular network, Babun et al. [19] leveraged
the Almost Blank Subframes (ABS) in the context of D2D
discovery. TheABS enables transmissionmutation in the sub-
frames to reduce interference. Extensive evaluations demon-
strate the performance improvement on device discovery with
different ABS rates under various scenarios.

It is worth mentioning that Table 3 provides the detailed
description, investigation and comparison of key device dis-
covery approaches (i.e., localization estimation, discovery
message broadcasting, and clustering). Localization estima-
tion indicates that the control center collects various local-
ization information, including AoA, receiving power, etc.,
and then performs the location estimation for UEs. The
discovery message broadcasting indicates that the control
center announces and listens to discovery messages. The
clustering-based device discovery involves the distributed
clustering process to discover UEs with the same interests in
a given geographical region.
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TABLE 3. Categorization of schemes for device discovery.

2) D2D COMMUNICATION
Research on D2D communication in conventional cellular
networks for commercial use is extensive, and tends to
show improvements in the capacity, reliability, extensibil-
ity, and efficiency of the network. The taxonomy design
is extremely important in classifying and integrating the
massive research efforts on D2D communication. Exist-
ing taxonomy designs are based on the purposes of D2D
communication (capacity improvement, coverage extension,
and others), resource utilization (in-band D2D and out-band
D2D), network performance (network delay, resource effi-
ciency, system throughput, and others), and applications
[17], [54], [90].

In the context of public safety, the proposed taxon-
omy of D2D communication is cellular-assisting and infras-
tructure free. In small-scale public safety emergencies,
cellular-assisting D2D communication can be applicable
to serve the purpose of traffic offloading with the func-
tional cellular system. In the large-scale natural disasters,
the infrastructure-free D2D communication can provide com-
munication service for disaster relief when the cellular system
is partially or fully dysfunctional due to the physical damage
or network congestion.

FIGURE 5. (a): Data sharing (A-B), Traffic offloading (C to D), (b): Extend
coverage (C-D), (c): Ad Hoc networking (A-B-C-D), (d): Mobility based data
delivery (B as moving terminal).

Particularly, in the context of public safety, the D2D com-
munication has two key functions, traffic offloading and cov-
erage extension, as shown in Fig. 5. Particularly, Fig. 5 (a)
illustrates an example of traffic offloading, and Fig. 5 (b)
shows the coverage extension. Fig. 5 (c) and Fig. 5 (d) show
examples of infrastructure-free D2D connection. In the fol-
lowing, we review the cellular-assisting D2D communica-
tion with two key components: (i) spectral efficiency and
(ii) energy efficiency, in detail.

a: SPECTRUM EFFICIENCY
Table 4 illustrates the categorization of the key approaches
to improve spectrum efficiency, including spectrum resource
allocation, D2D/cellular mode selection, etc. In addition,
the description and comparison are illustrated.
Resource Allocation: Sharing spectrum resources between

D2D and cellular communication can improve spectral effi-
ciency in cellular networks. Effective spectral management
schemes are critical to avoid interference between D2D
to cellular and cellular to D2D [161], [175]. For instance,
Yu et al. [161] conducted analysis on the optimal power
control and resource allocation under two resource sharing
modes (i.e., non-orthogonal and orthogonal) in a centralized
manner. For the non-orthogonal mode, in which cellular UE
and D2D UE use the same spectrum resource, the opti-
mum power control was derived towards the sum-rate maxi-
mization with various constraints. For the orthogonal mode,
in which D2D obtains dedicated resources, the optimum
closed-form resource allocation between the D2D UE and
cellular UE achieves cell throughput. In addition, Le [82]
addressed the fairness issue in resource sharing between the
cellular UE and D2D UE. The author proposed a two-phase
allocation scheme that can be used to carry out the cellular UE
and D2DUE resource allocation separately (i.e., fair resource
allocation and primary-secondary sharing).
D2D/Cellular Mode Selection: There are a number

of schemes developed to address D2D/Cellular model
selection [27], [38]. For instance, towards the maximization
of the sum-rate by the utilization of D2D communication in
the overlay network, Chen et al. [38] proposed the interfer-
ence limited area and resource allocation scheme to constrain
the interference from cellular UE to D2DUE in the downlink.
The interference limited areas were first derived for D2D-Tx
and D2D-Rx to control the interference with the constraints
on interference over thermal level. Within the interference
limited areas, the resource dedicated to the cellular UE will
not be shared with the D2D UE to suppress interference.

Towards resource sharing in the underlay non-orthogonal
mode, ElSawy et al. [52] proposed an analytical frame-
work to model the mode selection (i.e., the mode selec-
tion of the direct communication or the cellular communi-
cation) of the UE with regard to the network performance.
Lee et al. [83] proposed the centralized and distributed power
control schemes for the D2D UE underlaying to improve the
network throughput. In addition, Lin et al. [91] addressed the
issues of D2D spectrum sharing-based D2D mode selection
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TABLE 4. Categorization of schemes for spectrum efficiency.

TABLE 5. Categorization of schemes for energy efficiency.

in overlay and underlay topology. A proof-of-concept analy-
sis and evaluation on the D2D communication, as well as the
cellular communication in both overlay and underlay showed
promising results.

It is worth mentioning that we compared the key
approaches to improve the spectrum efficiency for D2D com-
munication in Table 4. Spectrum allocation is a straight-
forward approach to manage spectrum resources between
D2D UE and cellular UE to avoid interference to both sides.
In network-centric D2D communication, resource sharing
can be managed in a centralized way with regard to the fair-
ness, QoS, and others [82], [121], [161], [175]. Additionally,
mode selection (i.e., D2D/cellular mode of UE) enables the
UE to be operated in either D2D or cellular mode. In spa-
tial domain schemes, the geographic interference-limited
areas are leveraged to control interference [38]. Power
control schemes, in contrast, mitigate the interference
to other UEs via the control of the transmitter power
(e.g., ON/OFF control [52], [83]). Finally, joint optimization
of power control and resource allocation can improve the
performance of cell throughout via mode selections and the
RB assignment [27], [161].

b: ENERGY EFFICIENCY
Due to the battery limitations of UEs, energy efficiency
has attracted a significant amount of research. Particu-
larly, the centralized schemes toward energy efficiency
in the D2D overlay communication were investigated
in [72], [139], [148], and [150]. Table 5 illustrates the catego-
rization, description and comparison on the key approaches
toward energy efficiency in D2D communication, including

power control, joint power control and resource allocation,
clustering, and wireless energy transfer.
Power Control: With respect to power control, a number

of research efforts have been carried out [98], [142], [147],
[148], [150], [172]. For example, Zhou et al. [172] proposed
a game theory-based scheme to address the resource alloca-
tion problem for energy efficiency maximization (i.e., with
the consideration of interference). The underlying assump-
tion is that both the D2D UEs and cellular UEs are self-
ish (i.e., maximizing energy efficiency). Considering the
significant energy consumption of the multimedia service
in D2D communication, Wu et al. [150] proposed a game
theory-based framework and designed a distributed coalition
formation algorithm to model and analyze the joint mode
selection and resource sharing towards the optimal energy
efficiency.
Joint Optimization of Power Control and Resource Alloca-

tion:With respect to joint optimization, there have been sev-
eral notable research efforts [72], [128], [129], [139], [142].
For example, Sheng et al. [129] studied the joint optimiza-
tion of the tradeoff between energy efficiency and latency.
The optimization objective is the energy efficiency with the
constraints of average power, interference, and stability. They
using fractional programming as the solution to address this
optimization problem. Jiang et al. [72] formulated the joint
allocation problem as a non-convex optimization problem,
and transferred it into the subtractive form equivalent opti-
mization problem with a tractable solution.
Cluster and Energy Transfer: Some studies have been

devoted to clustering and energy transfer [42], [55]. For
example, Fodor et al. [55] proposed a network controlled
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clustering procedure for D2D communication. The clustering
procedure, which contains the Cluster Head (CH) selection
and grouping, tends to improve the performance of the cov-
erage ratio and energy efficiency. Notice that the CH plays
the role of resource management and handles communica-
tion between inter- and intra-clusters. The cluster grouping
was formed by the non-CH UEs, based on their received
quality of beacon signals. Two Stackelberg games model
the interference pricing and the energy trading. The optimal
strategies for the utility optimization of both UE and BS, and
the Stackelberg equilibrium was derived.

C. D2D OUT-OF-COVERAGE
Without the presence of network infrastructure, the device-
centric discovery schemes are applicable to discover
out-of-coverage devices, due to their self-organizing capa-
bilities. Nonetheless, the device-centric schemes may cause
local-optima and interference due to a lack of global knowl-
edge compared to the network-centric schemes. In partic-
ular, the D2D UE plays two roles in proximity discovery:
(i) announcing and (ii) monitoring. In the announcing role,
the UE transmits proximity discovery messages periodically.
In the monitoring role, the UE listens to the messages from
the announcing UEs and responds to them.

1) DIRECT DISCOVERY
The discovery performance (i.e., discovery probability,
resource efficiency) faces the challenges of both lim-
ited resources and high device density in public safety
emergencies.

a: CLUSTERS
One possible way to address these challenges is to carry out
the clustering process in the direct discovery phase. The D2D
UEs form clusters with proximity on geolocations or in the
interests of service. For instance, the rescue team may want
to directly communicate with their team member instead of
all other people in the area. The clusters have two types of
operations: (i) master-slaves, and (ii) the uniform-UE. The
master-slaves indicates that only a limited number of UEs
can be the Cluster Head (CHs) for connection and resource
management. The uniform-UE type indicates that every UE
can be the CH and perform the clustering and management.

Relevant to clustering, Lu et al. [100] proposed a
three-phase clustering scheme for device discovery in out-
of-coverage scenarios (i.e., CH selection, UE grouping, and
connection). In the CH selection process, the probability
transmission avoids collision during discovery. Also, each
UE stores the local information of nearby UEs. By the local
awareness, the UE with the highest discovery performance
will be selected as CH. In the UE grouping, the CH will
broadcast its discovery performance with beacons. The UEs
with lower discovery performances will set up connection
with the CH as slaves. By using the clustering scheme for
the device discovery, the discovery probability, resource effi-
ciency and network performance can be improved.

b: DISCOVERY PROCESS
Collisions during the discovery phase could degrade
the discovery performance in D2D direct discovery [64],
[111], [170]. For instance, to avoid collisions of two discov-
ery messages, Zhang et al. [170] applied the random back-off
strategy in device discovery to reduce collisions and increase
discovery probability. Generally, when two UEs select the
same resource block and transmit discovery messages, a col-
lision could occur and result in discovery failure. Then, with
the random back-off, the UE randomly selects a back-off time
to retransmit the discoverymessage. Thus, the D2D discovery
probability increases. In addition, Griffith et al. [64] proposed
a theoretical model for analyzing the process of UE discovery
of all other UEs in a group by Markov chain process. The
theoretical model captures the distribution of discovery time,
which is highly dependent on the group size and discovery
resources. Finally, with the derived model, the maximum
group size can be determined for a given discovery time and
discovery resources.

2) D2D COMMUNICATION
Due to the lack of network infrastructure and limited trans-
mission distance of UEs, D2D communication is critical for
out-of-coverage devices. Multi-hop relay, which provides the
receive-and-forward function, is a critical communication
technique to support public safety communications, as it
improves the connection, coverage, and capacity of D2D
communication. In addition, clustering is an important tech-
nique for out-of-courage D2D communication.

a: MULTI-HOP RELAY
Relevant research efforts can be categorized as relay selec-
tion, multi-hop relaying, and relay assignment. To be spe-
cific, the relay selection schemes consider receiving power,
throughput, and QoS. In addition, the multi-hop relay-
ing schemes (the shortest-path, maximum-rate, interference-
aware, etc.) support various application scenarios. The
relay assignment focuses on the performance maximiza-
tion through different mechanisms, including aggregation,
max-min UE performance, and greedy [86], [115], [167]. For
instance, Nishiyama et al. [115] systematically reviewed the
multi-hop D2D in the disaster area, which enables commu-
nication among mobile devices without functional network
infrastructure. Particularly, the key techniques that played
important roles to realize multi-hop D2D were investigated,
including air interference, routing protocol, interconnectivity,
security and compatibility of the various operating platforms.
In addition, an experimental prototype of the multi-hop D2D
to support emergency communication was developed and
tested in a real-world testing environment.

b: CLUSTERING
Regarding clustering, Laha et al. [81] proposed a clus-
tering algorithm to improve energy efficiency by intro-
ducing the concept of pseudo groups in the multi-hop
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D2D communication system. One assumption is that the
close distance transmission reduces energy consumption. The
general processes of the multi-hop routing protocols include
device grouping, group owner selection, and group owner
transfer. The selected group owners establish the connection
between two groups of devices, and act as terminals for the
far-away devices. The aggregated traffic from the entire group
propagates through the group owners.

Notice that D2D communication for out-of-coverage UEs
is more challenging than in-coverage due to the lack of
global knowledge of UEs and limited transmission power.
In this case, clustering-based schemes and multi-hop relay-
based schemes, which provide the functions of UE group-
ing and message forwarding, are the key approaches. The
clustering-based scheme can form different groups and con-
nect individual groups via cluster heads. In this way, network
coverage and energy efficiency can be greatly improved [81].
The multi-hop relay-based scheme is another important tech-
nique to extend the communication distance of D2D via the
receive-and-forward function. Relay selection and multi-hop
routing are critical problems for multi-hop relays in D2D
communication [115], [167].

D. EXISTING PROGRESS IN D2D
In the following, we further discuss existing progress in
the development and implementation of D2D, including the
standardization, D2D over cellular network and non-cellular
network.

1) STANDARDIZATION OF D2D
The standardization of D2D is critical to improving the inter-
operability of D2D techniques in the emerging marketplace,
and can further improve the stable and rapid evolution of
D2D techniques in wireless networks. In this subsection,
we review the standardization progress of D2D communi-
cation techniques in wireless networks. Lin et al. [90] con-
ducted an overview on the standardization activities of D2D
in LTE cellular networks by 3GPP. From the perspectives
of both network performance and cost-effectiveness, D2D
communication brings multiple benefits to the LTE cellular
network. Particularly, D2D communication can improve net-
work throughput, end-to-end delay, resource use efficiency,
energy efficiency, etc. D2D also supports a number of appli-
cations, such as social networking services, data sharing,
gaming, and so on. Thus, enabling D2D in LTE can greatly
improve network performance and commercial competitive-
ness.

In LTE Release 12, the 3GPP specified use cases,
system architecture, channel models, performance evalua-
tion, and others for D2D as the 3GPP Proximity Service
(ProSe) [4], [5]. Broadly, the use cases for ProSe service
are public safety communication under three cases (i.e., all
BSs are available, partial BSs are available, and no BSs
are available). These cases cover the three scenarios in
D2D services (i.e., in-coverage, partial-coverage and out-of-
coverage), which represent the range of UEs to be covered

by LTE cellular networks. D2D discovery and D2D com-
munications are the critical functions to support ProSe D2D
service. The D2D system architecture that supports the ProSe
service, including D2D discovery and communication, was
studied by 3GPP in [4] and [6]. The reference architectures
of non-roaming, roaming, one-to-many communication, and
others were introduced in [5]. In addition, some 3GPP factors
investigations include the dual mobility, low antenna height,
inter-link correlation, etc., to make the D2D propagation
channel model more realistic to D2D scenarios.

In LTE release 13, the 3GPP further enhanced and extended
D2D/ProSe and mission critical communication use cases,
alongside other subjects, including the spectrum bands,
resource efficiency, small cells, HetNet, and others. Particu-
larly, the public safety functionalities initiated in Release 12,
including the LTE-based D2D discovery and D2D com-
munication, public safety requirements, etc., continued in
Release 13. Release 13 also enhancedD2D communication in
coverage extension for partial coverage and out-of-coverage
scenarios, and public safety use cases, such as mission crit-
ical push-to-talk (MCPTT), and voice and video applica-
tions. For instance, the coverage extension for the ProSe can
be improved thorough relays (i.e., UE-Network relays and
UE-UE relays).

2) D2D OVER CELLULAR NETWORK
Given the 3GPP standardization progress on the ProSe
service, D2D communication over cellular network
(e.g., LTE) becomes feasible [50], [84], [134], [151]. For
example, Lei et al. [84] studied usage cases and business
models, and provided design considerations for D2D commu-
nication in the LTE network. TheD2D use cases consist of the
local voice service, data service, multimedia sharing, gaming,
machine-to-machine communication, andmore. The business
models referred to the services that have business values,
including identity management, QoS, security, context infor-
mation, and so on. The power control and resource allocation
mitigate interference between cellular communication and
D2D communication. Tang et al. [134] studied the neighbor
discovery problem of D2D in LTE networks. The potential
discovered D2D UE resulted from listening to cellular uplink
channels. When the discovering UE finds the transmitters to
exist in proximity, these transmission UEs can be identified as
potential D2D UEs. This work conducted statistical models
for the joint neighbor discovery and D2D channel estimation
in the structure of sounding reference signal (SRS) channel.
Various discovery methods were discussed and performance
evaluations were conducted in the LTE environment.

3) D2D OVER NON-CELLULAR NETWORK
The rapid increase of data traffic from resource consuming
applications, such as video streaming, gaming, etc., over
the past few years and for the foreseeable future pose great
challenges to wireless networks. The enabling of direct data
sharing between devices for such applications can reduce
the traffic load to APs and improve overall user experience.
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TABLE 6. Categorization of schemes for DWN deployment.

Supported byWiFi technology, WiFi direct enables the direct
communication between D2D UEs. With the WiFi direct
mode, a UE discovers candidate UEs and establishes D2D
links through sensing and accessing available channels. Par-
ticularly, the UE that plays the role of group owner connects
various D2D UEs and forms a group to carry out information
sharing [21]. For instance, Conti et al. [43] conducted various
experiments to evaluate the discovery and grouping perfor-
mance with different protocols and configurations under a
WiFi direct framework.

In public safety application scenarios, the failure of mobile
networks (e.g., congested or damaged) causes the UEs to
be out-of-coverage and further affects network connectivity.
To address such a problem, the establishment of D2D links
to reroute traffic to nearby access points (APs) is one viable
method. The UEs can establish D2D links to reroute the
data through the out-of-coverage UEs to the available APs.
In order to reroute the traffic, the network elements (i.e., APs
and UEs) shall first exchange availability information, capac-
ity information, and others. Then, the optimal paths selec-
tion supports rerouting. For example, Karvounas et al. [74]
proposed the IEEE 802.11s-based testbed to construct D2D
communication for coverage expansion.

IV. COMMUNICATION TECHNIQUES AND EXISTING
PROGRESS: DWN DEPLOYMENT FOR PUBLIC SAFETY
In this section, we review the DWN as a critical network-side
communication technique for public safety. In particu-
lar, we investigate the approaches for ground mobile BS,
UAV-based mobile BS and hybrid networks. We also review
the existing progress in UAV-based network.

A. OVERVIEW
Recall that two public safety scenarios (i.e., Baltimore Riots
in 2015 and Hurricane Harvey in 2017) led to overloaded
networks and damaged network infrastructure. In such a sit-
uation, in the affected area, the normal communication func-
tions of UEs, including data transmission and streaming, are
no longer functional. To establish a temporary/dynamic com-
munication network, a portable network infrastructure estab-
lishes communications for out-of-coverage UEs and improve
network capacity. Ground-based vehicles and Unmanned
Aerial Vehicles (UAVs) are the key payload transport tech-
nologies, carrying light-weight cellular base stations to the

FIGURE 6. Network-side communication technique: DWN deployment.

emergency area to rapidly support massive communication.
As an area of significant interest, there have been a number
of research investigations into the use of mobile base stations
to support network infrastructure.

In the following, we review research efforts on DWN
deployment strategies for ground mobile BSs, UAV-based
mobile BSs, and hybrid network that enable the cellu-
lar network establishment in emergency areas. Particularly,
we design a taxonomy, as shown in Fig. 6, to under-
stand and categorize the state-of-the-art in DWN deploy-
ment as a network-side communication solution. In addition,
we illustrate the categorization, description and compari-
son of the schemes toward DWN establishment in Table 6.
Further, we review the standardization progress for the
UAV-based network, the UAV-based network over cellular
and non-cellular network, and the UAV-based network in
real-world implementation.

B. GROUND MOBILE BS
1) ARCHITECTURE
Various network architectures were developed to serve the
different application scenarios of mobile BSs [7], [39], [110].
For instance, Morrison [110] proposed a mobile recovery
site deployed for disaster response. The proposed mobile
recovery site emergency responder system consists of the
combined telecommunication infrastructure, customizable
software applications, and responder team. In addition,
Chen et al. [39] proposed a network architecture for the dedi-
cated public safety network, which deploys stationary BSs to
support light traffic from routine activities, and mobile BSs
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to support heavy traffic from incidents. The premise was that
themobile BSswould be equipped nationwide and dispatched
by vehicles when needed. The study conducted throughput
analysis of both the stationary BSs for routine activity and
mobile BSs for disaster emergencies.

2) DEPLOYMENT
Dynamic deployment can adapt to the traffic variances under
large-scale public safety emergencies, and help in offloading
peaks in traffic [31], [124]. For instance, Bhattarai et al. [31]
proposed a dynamic deployment scheme to optimize the
deployment of mobile BSs (e.g., cell-on-wheels (COWs)).
The developed scheme minimizes travel distance and reduces
the total travel time of all COWs during relocation by com-
paring all possible schedules. Rabieekenari et al. [124] pro-
posed a distributed location algorithm to allocate COWs
autonomously. The underlying assumption is that the COWs
can obtain location information and capacity constraints of
other nearby COWs.

While the deployment of mobile BSs can be used to
extend coverage for public safety responders and victims,
there are other BS placement efforts that consider different
factors, including interference mitigation, energy efficiency,
and others [12], [95], [108], [126]. For example, to improve
the energy efficiency for mobile devices, Liu et al. [95]
studied the joint optimization problem of deploying femto-
cell BSs and power control in commercial buildings. The
cellular deployment optimization improved network perfor-
mance, with concern for energy efficiency. The BS deploy-
ment on force fields considers both coverage and interference
as optimization constraints in [126]. Moreover, in wireless
sensor networks, the BS placement optimized to improve the
network lifetime (i.e., energy efficiency of sensors). Moh’d
Alia [108] proposed a relocation algorithm to relocate mobile
BSs to reduce the communication distance between BSs and
cluster heads in the network, leading to improved energy
efficiency of the network.

C. UAV-BASED MOBILE BS
Compared to ground mobile BSs, low-altitude UAVs have
the advantages of better accessibility, faster deployment,
and a higher chance of establishing line-of-sight (LOS)
channels in disaster recovery areas. The UAV carries a
light-weight BS to provide network infrastructure in the
air for communication with ground UEs. Multiple UAVs
can form a temporary network to extend communication
coverage. With the deployment of the UAV-based net-
work, UEs can communicate inside and outside the disaster
area.

1) COVERAGE AND CAPACITY
Related to coverage and capacity improvements, there has
been a body of research in this area [13], [34], [73], [106],
[107], [157]. For example, Merwaday et al. [107] proposed
centralized Genetic Algorithm (GA)-based UAV deployment
schemes towards throughput optimization in both large-scale

and small-scale scenarios. The proposed GA algorithm can
achieve higher time efficiency on finding a global opti-
mal solution compared to other optimization approaches
(e.g., brute-force search). Yang et al. [157] proposed the
deployment of UAV-cells to handle flash crowd traffic in three
scenarios (i.e., stadium, parade, and gathering). A hybrid
distribution model accurately described user locations in both
time and spatial domains. A prediction mechanism estimated
the trend of user density. With the user information col-
lected, the cluster-based deployment scheme computed the
number of UAVs and the deployment locations. Assuming
3-dimensional freedom for UAV positioning, Bor-Yaliniz
et al. [34] proposed an efficient 3-dimensional (3D) UAV
deployment (i.e., positioning the UAVs by (x, y, z)) based
on network revenue maximization (e.g., the number of cov-
ered users). Particularly, the air-to-ground channel variance
changed with the dynamics of UAV altitude. Then, 3D
deployment was an optimization problem with the consider-
ation of the coverage radius of UAVs (depending on altitude)
and UE locations. Alzenad et al. [13] extended efforts on
optimal 3DUAV deployment in a way that considers different
QoS requirements.

2) ENERGY EFFICIENCY
As a significant drawback of UAV deployment, battery-
powered UAVs have limited energy capacity, reducing the
durability and performance of the UAV-based network.
There have been a number of research efforts devoted
to improving the energy efficiency of UAV mobile BS
networks [78], [137]. For instance, Kumbhar et al. [78] lever-
aged the optimization of the scheduling of beacon sig-
nal transmissions for air-ground communication to improve
the energy efficiency of the UAV-based network. A non-
cooperative game modeled the beaconing of two UAVs to
optimize scheduling. In the non-cooperative game, the strat-
egy of UAVs is the duty cycle of the beaconing. The game
model Nash equilibrium was unique. Finally, a distributed
learning algorithm converges towards the equilibrium bea-
coning cycle.

In addition, one solution to extend the durability of
energy limited UAVs is to recharge the UAVs in a round
robin manner. For example, Trotta et al. [137] investigated
the scheduling problem of persistent UAV coverage for
the target area. The performance of the scheduling solu-
tion included network lifetime and the number of swaps to
recharge UAV.

D. HYBRID NETWORK
The hybrid network deployment consists of both UAVs in the
air and mobile BSs on the ground, such that the advantages
of both (i.e., high mobility of UAVs and durability of ground
BSs) can be realized. In the following, we first illustrate the
UAV deployment and interference coordination in the hybrid
network, and then show an example of a hybrid network for
public safety.
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1) UAV DEPLOYMENT
There have been a number of investigations into UAV
deployment [102], [103]. For example, considering the sce-
nario that uses UAVs to cover ground terminals (GTs),
Lyu et al. [103] designed an algorithm to sequentially place
the minimum number of UAVs for coverage of group GTs.
In their proposed scheme, the UAVs were initially placed by
satisfying the condition that at least one UAV covers each
GT to minimize cost (i.e., the number of UAVs deployed).
The placement then starts from the boundary area of the
group GTs, and covers all GTs in an inward spiral manner
towards the center of the GT group. Compared with other
benchmark schemes, the proposed algorithm demonstrates
better performance in both time complexity and the number
of UAVs deployed. Considering the cycling of mobile UAVs,
Lyu et al. [102] explored the cyclical patterns in the
air-to-ground channel, and proposed Cyclical Multiple
Access (CMA) for the communication scheduling in the time
domain.

2) INTERFERENCE COORDINATION
Interference coordination is critical to ensure that network
performance persists. A number of interference coordination
schemes exist. For instance, Athukoralage et al. [18] studied
issues surrounding the co-existence of LTE (unlicensed)-
based UAVs in the air and WiFi-based Access Points (APs)
on the ground. The interference from the co-existing AP and
UAV transmissions highly degrades the communication qual-
ity. Particularly, the cell-edge UEs receive strong downlink
signals from both the AP and UAV, and AP UEs receive
strong UAV signals. To minimize the interference, a regret
learning-based algorithm was proposed to dynamically select
the duty cycle of the transmission gaps for the UAVs in terms
of maximizing throughput.

FIGURE 7. An example of public safety with D2D and DWN.

3) A DEPLOYMENT EXAMPLE
Fig. 7 illustrates an example of hybrid deployment, which
leverages the UAVs, ground mobile BSs, and D2D commu-
nication. The cellular BS is dysfunctional in the area that
ground mobile BSs are not accessible. The UAVs can form

a DWN to provide coverage for UEs. In addition, in the
area that the ground mobile BSs are accessible, the ground
mobile BSs, which have large capacity and coverage, deploy-
able for extended coverage. Also, the ground mobile BS and
UAV-based BS can be jointly deployed, such that the ground
mobile BS plays the role of relay terminal. Further, D2D
communication is established when users are completely out
of coverage.

Notice that establishing a temporary network infrastruc-
ture dynamically in an emergency area can support the
communication of both victims and first responders. The
dynamic deployment is highly affected by the accessi-
bility, durability and efficiency of ground/aerial vehicles.
Ground vehicle-based deployment carries mobile communi-
cation infrastructure on ground vehicles to establish wire-
less network coverage, the COW being one example [31],
[110], [124]. Drawbacks of ground-based deployment are
the deployment speed and accessibility, as terrain and
impediments will hinder the speed and ability to reach a
given emergency area. UAVs are more flexible and highly
deployable to hostile environments. The unimpeded airway
and air-to-ground channel are the main advantages of the
UAV-based network deployment. Nonetheless, UAV-based
network deployment has several significant challenges,
including the coverage, capacity and energy efficiency [13],
[34], [73], [107], [157]. Thus, hybrid deployment should
also be considered, as it leverages the advantages from both
ground vehicles and UAV in-the-air [18], [102], [103].

E. EXISTING PROGRESS IN DWN
In the following, we first review the standardization progress
of UAV-based networks. We then discuss the existing
research efforts on the UAV-based network over cellular and
non-cellular networks. Finally, we review real-world applica-
tions and specifications for UAV-based networks.

1) STANDARDIZATION OF UAV-BASED NETWORKS
The 3GPP began the standardization process for using LTE
to support UAVs in May 2017. The main purpose of the
effort is to investigate the feasibility of enabling LTE to
support connectivity for low-altitude UAVs [6], [94]. In par-
ticular, the 3GPP studies deployment scenarios, performance
requirements and metrics, impacts of interference, channel
models (NLOS and LOS), mobility performance (handover
performance, robustness, etc.), and energy efficiency [6].
A technical report in [6] documented the progress of perfor-
mance enhancement of LTE for aerial vehicles. For instance,
it specified the deployment scenarios, including the maxi-
mum height (300m above ground level) and horizontal speed
(160 km/h) of UAVs, the service requirements (data type,
latency, data rate, reliability, etc.) and performance metrics
(throughput, interference, and reliability, etc.).

In addition, enhancements to interference detection and
mitigation were investigated [6]. To be specific, interference
detection at the UE side via measurement report from the
UE enhances from new events, using additional measurement
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results, enhancing triggering conditions, etc. At the net-
work side, the interference detection improves by informa-
tion exchange, including scheduling information, transmis-
sion power, path loss of uplink aerial UE, as well as the
UE’s measurement report. In addition, interference mitiga-
tion results via directional antenna, receive beamforming,
power control and intra-site Joint Transmission Coordinated
Multi-Point (JT CoMP) transmission in LTE. The mobil-
ity performance improves for aerial vehicle-based networks,
including the mobility history reporting, state estimation, and
others.

2) UAV-BASED NETWORK OVER CELLULAR NETWORK
There have been a number of research efforts leveraging
cellular networks (LTE, etc.) to establish the connection
for UAV-based network [93], [94]. Toward this direction,
Lin et al. [94] identified the connectivity requirements for
the UAV-based network, and investigated the characteristics
of aerial channels, including LOS and NLOS via simulation
studies. In addition, efforts investigate the feasibility of using
LTE to support the communication of UAVs. Particularly,
the performance measurements assessed, include the SINR
distribution, downlink coupling gain, uplink resource utiliza-
tion, and user throughput of different deployment scenarios
in an LTE network. Lin et al. [93] leveraged the LTE network
to control an increasing number of drones, and presented a
simulation study on the network performance (i.e., the latency
of serving a large number of drones).

3) UAV-BASED NETWORK OVER NON-CELLULAR NETWORK
In public safety scenarios, it is critical to establish network
coverage when the network infrastructure is not functional.
Naturally, quickly establishing a UAV-based network over
non-cellular network is one effective way to provide net-
work connections for the disconnected UEs. In this regard,
moving vehicles have the capability of carrying attachable
APs over a long distance. In addition, multiple vehicles
interconnected by a mesh network exchange information
and support public safety communications. For example,
Cesana et al. [37] developed a vehicular mesh network
testbed, which leverages both IEEE 802.11p (vehicular com-
munication environment) and WiFi-based mesh network.
Here, the roadside infrastructure provides network coverage
to vehicles via WiFi APs.

In addition, another viable solution is the use of UAVs
to deploy a temporary wireless mesh network rapidly and
provide connection to UEs. Compared to the ground deploy-
ment, in public safety scenarios, the main advantages of
UAVs are the high mobility and accessibility. In this regard,
Morgenthaler et al. [109] proposed a framework that can
establish a wireless mesh network based on IEEE 802.11s
with multiple UAVs. The UAVs carry light-weight mesh
nodes in the air and play the role of APs, which provide
coverage to user-devices via IEEE 802.11g channel. More-
over, the multiple UAVs easily interconnect to form an aerial
wireless mesh network.

4) UAV-BASED NETWORK IN REAL-WORLD
The increasingly small size and sophistication of UAVs have
made the platform cost-friendly and easily applied to both
civilian and commercial use compared to the traditional mega
UAVs that have been widely used in military applications.
In general, small-size UAVs can be categorized into two
types, fixed-wing UAVs and rotary-wing UAVs, which are
naturally quite different in terms of payload, mobility, and
stability. Compared to fixed-wing UAVs, rotary-wing UAVs,
such as quadcopters, can perform hovering maneuvers to
remain stationary and are generally more flexible. Puri [123]
surveyed UAV-assisted traffic surveillance systems, which
included a detailed investigation of various types of UAVs
and existing UAV systems. For example, the Aerisonde
fixed-wingUAV,which flies over 32 hours at a range of 300 to
20000 feet above ground, was adopted to capture video
of highway traffic, and transmitted the data via microwave
links [123]. In addition, Khan et al. [75] proposed a UAV
testbed that enables the control and management of multiple
UAVs via vision-based tracking and autonomous navigation.
Also, Motlagh et al. [112] adopted UAVs to support the target
service, i.e., crowd surveillance via face recognition.

The payloads of UAVs can range from only a few grams
to many hundreds of kilograms, depending on the types of
UAV and the required application. The endurance of any
UAV, then, is highly dependent on its payload, which may
include a battery as the main power resource. If we consider
a scenario in which the battery shall power both the UAV and
a BS, the BS should satisfy some specified target network
requirements (e.g., communication distance), and the infor-
mation of the BS, such as weight, size and power supply will
be known. To improve the energy efficiency of UAV-based
networks, Gupta et al. [66] reviewed the routing protocols
in the network layer, i.e., path selection, node section and
clustering, as well as other mechanisms on the data link layer
and physical layer. In addition to addressing inefficiencies
in these mechanisms, the application of automatic battery
replacement and recharge techniques, and solar power, could
be effective to extend the life of UAV-based networks [133].

V. CHALLENGES, POSSIBLE SOLUTIONS
AND FUTURE DIRECTIONS
In the following, we first outline the challenges and possi-
ble solutions to D2D communication, DWN, security and
resilience, and performance evaluation platforms for public
safety networks, as shown in Fig. 8. We then discuss the
possible integration of state-of-the-art computing and com-
munication technologies into the public safety network in the
future.

A. CHALLENGES AND POSSIBLE SOLUTIONS
We now describe four critical challenges, including (i) effi-
cient D2D techniques in public safety, (ii) efficient network
deployment in public safety, (iii) security and resilience, and
(iv) performance evaluation of public safety communication
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FIGURE 8. Challenges in the public safety.

networks. For each challenge, we discuss and outline poten-
tial solutions.

1) CHALLENGES TO EFFECTIVE D2D TECHNIQUES
IN REALISTIC PUBLIC SAFETY SCENARIOS
Recall that, when disasters occur, the communication infras-
tructure becomes congested or damaged, disabling communi-
cation services. This calls for adopting D2D communication
among the multiple public safety responders and victims
to enable communication in local areas. While a num-
ber of research efforts on D2D communication exist, most
research is aimed at improving network performance (spec-
trum efficiency, energy efficiency, coverage, and others).
Nonetheless, the effectiveness of D2D communication as a
user-side solution tailored to realistic public safety remains
unsolved.

It is critical to systematically study the gap between exist-
ing solutions on D2D communications and the requirements
of D2D in public safety emergency support. To design D2D
communication system specifically for public safety support,
the various representative real-world public safety scenar-
ios (natural disasters and public safety events) should first
model, and investigate D2D techniques based on those sce-
narios should then be designed. Particularly, the first step
is to systematically conduct an investigation into the public
safety conditions surrounding various representative exam-
ples, such as the 2015 Baltimore Riots [2], [77], [120], [149]
and 2017 Hurricane Harvey [1], [146], and derive models
from real-world data. The datasets related to these public
safety incidents must be carefully analyzed and evaluated,
including time-frame, damage area, personal injuries, com-
munication disabled range, the information of BSs in incident
affected areas, and others.

In particular, we illustrate the design space ofD2D commu-
nication, clarifying the main characteristics in public safety.
Fig. 9 illustrates the design space of D2D communication,
including infrastructure dependency, network performance,
and public safety scenes. Infrastructure dependency indicates
whether or not the D2D communication is dependent on the
existing traditional network infrastructure (e.g., infrastructure

FIGURE 9. Design space for D2D.

independent or infrastructure assisted). Network performance
indicates the performance perspective of leveraging D2D in
the public safety network (i.e., performance improvement on
coverage, capacity, and resource efficiency). Lastly, we con-
sider the public safety scenarios that D2D communications
address (natural disasters, public safety events, etc.). For
example, amodel leveragingD2D communication to improve
the coverage for first responder teams in Hurricane scenarios
can be allocated to the <infrastructure independent, coverage,
natural disaster> space. In addition, the modeling of mobil-
ity and traffic in the responder teams utilizing real-world
datasets is critical. The mobility of the responders will be
different during search, delivery, and rescue in the disaster
relief phase, and traffic intensity and distribution will vary
as well.
Summary: Recall the review of D2D communication in

Section III, which mainly focuses on in-coverage and out-
of-coverage D2D communication to cope with public safety
scenarios. The majority of existing research efforts on D2D
communication are intended to address interference and
improve the energy efficiency in broad wireless networks
instead of the specific public safety network. There are clear
gaps between the general efforts on D2D communication
and applying D2D in a public safety setting. Indeed, further
research efforts are highly necessary to enable and improve
D2D such that it can be applicable and efficient in various
public safety scenarios. We thus propose the problem space
for D2D in Fig. 9, which is intended to fulfill the research
gap and direct future research efforts. The problem space for
D2D is designed based on existing research efforts in this
direction and provides a roadmap for further research. For
example, thework in [115], which can be allocated in <infras-
tructure independent, coverage, natural disaster>, tried to
provide coverage by D2D communication without commu-
nication infrastructure in the aftermath of a natural disas-
ter. Despite a number of other existing research efforts (
[55], [167], etc.), the unoccupied boxes in Fig. 9 can be
specified as research gaps or directions that demand further
investigation.
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2) CHALLENGES TO EFFICIENT DEPLOYMENT FOR
REALISTIC PUBLIC SAFETY SCENARIOS
It is worth mentioning that existing commercial networks
are not designed with the consideration of public safety
needs. The typical design objective is to gain the maxi-
mal revenue (i.e., overall utility) by allocating a minimum
amount of resources that are necessary to satisfy user’s per-
formance requirements [118]. Nonetheless, during an emer-
gency, the incident location experiences a spike in traffic from
both public users and public safety responders. The result-
ing congestion can affect the communication QoS of users
involved, even the public safety responders. This calls for
the design of techniques that can rapidly and cost-effectively
deploy mobile wireless networks via mobile ground BSs and
UAV-based BSs, meeting the dynamic traffic needs to support
public safety. The dynamically deployed mobile wireless net-
work can provide coverage for public safety responders and
victims, support high traffic loads, reduce end-to-end delay,
avoid congestion, and improve the efficiency of network
resource use in incident areas.

In addition, the deployed network needs to be resilient
to various failures and cyber-attacks. With limited resources
(bandwidth, power, etc.), limited coverage range, and
geographically and temporally dynamic traffic, optimally
deploying mobile BSs and UAV-based BSs in public safety
scenarios to meet requirements (maximizing throughput,
ensuring strict and diverse QoS requirements, improving net-
work resilience to failures and cyber-attacks, etc.) is critical.
One challenge is to find the optimal deployment scheme for
the given public safety scenario, which includes selecting
the optimal number of UAVs and their deployment locations
(x, y, h), in order to cooperate with mobile BSs on the ground
and provide the required coverage for a given number of
public safety responders (victims can be included in some
cases) in the disaster area. To improve the resilience of the
deployed network, more than one UAV should be deployed
within the communication distance of public safety respon-
ders, which may need to deliver massive amounts of traffic
and urgent information with very high reliability and strict
QoS requirements. In addition, when public safety settings
change rapidly in the disaster area, and emergency responders
are mobile, traffic intensity will change rapidly, posing addi-
tional challenges to the adaptability of the deployed network.
Furthermore, deployed networks can be affected by failures
and cyber-threats due to the nature of public safety, the open
wireless medium, DWN topology, and components lacking
tamper-resistant hardware having an increased possibility of
being compromised.

To address these challenges, techniques for rapidly, cost-
effectively, and resiliently deploying both mobile BSs and
UAV-based BSs should be designed with consideration for
the dynamics of traffic, user density distribution, realistic
constraints (geo-restriction, information availability, etc.),
deployment costs, coverage and QoS for public safety users,
and the specifics of public safety models. Fig. 10 illus-
trates the problem space for the dynamic deployment of

FIGURE 10. Problem space of DWN deployment.

wireless networks, including deployment components, com-
munication requirements, and public safety scenarios. The
deployment component indicates that the equipment actually
deployed depends upon the distinct requirements and situa-
tions (e.g., ground mobile BSs, UAV-based BSs, and hybrid).
The communication requirements indicate the different per-
spectives on leveraging dynamic deployment, such as require-
ments on coverage, QoS, and resilience. Last, the design is
highly adaptive towards public safety scenarios (i.e., natural
disaster and public safety events), as mentioned previously.
Based on the outlined problem space, designing schemes for
optimal deployment of groundmobile BSs and/or UAV-based
BSs is paramount. Then, novel schemes to find optimal
locations for flying UAV-based BSs and mobile ground BSs
should be designed in a hybrid manner, which aims at mini-
mizing deployment time and cost while guaranteeing QoS for
public safety responders. Finally, further design is required
of techniques to make deployed networks resilient to failures
and cyber-attacks.

a: DEPLOYING GROUND MOBILE BSs
Location: To ensure that public safety responders are covered
by groundmobile BSs, we need to place at least one BS inside
each region. One goal in the deployment is to balance the
signal-to-noise ratio (SNR) across the covered region. Then,
the optimal position of a ground mobile BS is the ‘‘center’’ of
a disk covering the target region, which ensures that the SNR
inside the region is balanced. Nonetheless, one groundmobile
BS can be located at the intersection of multiple disks to cover
users. Thus, wewill define the areas formed by disks and their
intersections. One optimization problem is how to select the
minimum number of areas to deploy ground mobile BSs for
coverage. This problem can be formalized as the minimum
set coverage problem, aiming to find the minimum number
of subsets to cover the whole area. Cost-effective algorithms
solve this problem, which select the subset that provides
maximum coverage for public safety responders. In addition
to the coverage problem, there are other factors to consider
while conducting the BS deployment optimization, including
the interferencemitigation, energy efficiency, users’ priorities
and others. Recall in Section IV-B, that the optimization of the
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BS deployment considers the factors as constraints to find the
minimum number of BSs and their locations.
Relocation: In a large-scale incident, the intensity of net-

work traffic could approach to a level so that the initially
deployed mobile BSs are not capable of handling the latest
imposed users and associated network traffic. When this
occurs, mobile BSs deploy to more locations. After select-
ing the area to place a BS, to determine the exact position
for the next move, relocation mechanisms (e.g., Hungarian
method [61], etc.) could be adopted for minimizing the total
travel distance of all ground mobile BSs.

Nonetheless, deployment needs to consider practical con-
straints. Particularly, when we apply deployment schemes
to generate candidate locations for an incident area, some
candidate locations may be in non-deployment areas or
restricted sites. For these ineligible candidate locations, using
a real-world geographical map of the incident area to deter-
mine the next appropriate candidate location for deploy-
ment is ideal. This may also have an effect on the coverage
and interfere with other BSs. Thus, determining the most
appropriate candidate locations is another important issue for
deployment in restricted areas. To deal with this, one possible
solution is to let ground mobile BSs perform a random-walk
with obstacle avoidance [76]. On reaching the positions that
maximizes local communication area coverage, navigation
stops and the stationary mobile BSs become references for
others to spread further.

b: DEPLOYING UAV-BASED BSs
Location: The connectivity and coverage problem between
UAV-based BSs and public safety responders require atten-
tion. In terms of connectivity, a realistic public safety scenario
considers all public safety responders and victims connected
using the minimum number of UAV-based BSs. In terms of
coverage, the coverage solution should provide performance
guarantees to public safety responders and victims with the
consideration of data rate from participants and the capacity
of UAV-based BSs, while the objective is to deploy the mini-
mum number of UAV-based BSs. In addition, the deployment
of UAV-based BSs needs to consider the deployment scenar-
ios of urban and rural areas and coverage areas with even
terrain and uneven terrain. To this end, efficient algorithms
compute the optimal number of UAV-based BSs and their
optimal locations for connectivity and coverage in realistic
public safety scenes.
Deployment Scenarios: Particularly, the following three

scenarios should be considered: (i) Scenario I: Given the
location, traffic, and required traffic priorities of public safety
responders, the minimum number of UAV-based BSs needed,
and their locations, should be found. Additionally, when the
traffic intensity fluctuates dramatically, we must find the
mobility pattern to relocate UAVs with minimal travel dis-
tance. (ii) Scenario II: Given a limited number of UAV-based
BSs, the maximization of the coverage and QoS satisfac-
tion rates of public safety responders should be resolved,
with the consideration of traffic per public safety responder

and priority. As a result, the UAV-based BSs must adapt
to the dynamic nature of traffic intensity, provide coverage,
guarantee the QoS of public safety responders and victims,
satisfy the priority traffic requirements, and further improve
the resilience of the DWN (i.e., providing backup UAVs
for traffic with different priorities). (iii) Scenario III: With
the best satisfaction provided from the limited number of
UAV-based BSs, some public safety responders may not be
adequately satisfied due to limited resources. Considering the
limited resources of UAV-based BSs, other problems to be
addressed lie in resource sharing and scheduling to fulfill the
requirements of all responders (coverage, QoS aware, and
resilience).

c: HYBRID DEPLOYMENT
The joint deployment of mobile ground BSs and UAV-based
BSs enhance the performance of deployed networks to adapt
to public safety scenarios and improve the resilience of com-
munication. The ground mobile BS, which provides effi-
ciency, reliability, and durability due to its rich power supply
and high network capacity, is limited in topographical acces-
sibility, as well as reaction time. In contrast, the UAV-based
BS has the advantages of rapid response, high accessibility,
and adaptability. By leveraging the advantages of both ground
mobile BSs and UAV-based BSs, it is imperative that joint
deployment be studied in the following three cases.

First, with the initial deployment of ground mobile BSs,
the network can be further improved by enlisting the support
of UAV-based BSs when the mobile BSs are not capable
of meeting the QoS requirements of public safety respon-
ders. For instance, the ground mobile BSs may be blocked
by rioters in some extreme cases, and the UAV-based BSs
could be deployed to recover the network in such an area.
Second, with theUAV-basedBSs initially deployed to quickly
respond to an emergency, the network efficiency, reliabil-
ity, and durability can be enhanced by leveraging addi-
tional ground mobile BSs. For example, when an emergency
(e.g., wildfire) suddenly occurs, the UAV-based BSs deploy
quickly as the first to arrive, and then ground mobile BSs
can participate in further improving and supporting network
coverage. Lastly, the ground mobile BSs and UAV-based BSs
deploy concurrently and coexist to establish an ideal network
in the cases of public safety events and natural disasters.
Summary:TheDWN that rapidly establishes the communi-

cation infrastructure is one viable way to provide connections
for both first responders and victims for time-critical informa-
tion delivery. Dynamic network deployment consists of the
ground mobile BS deployment, UAV-based BS deployment,
and hybrid deployment. The different deployment strate-
gies have various advantages and shortcomings in durability,
capability and rapidness. We identified different problems
based on different deployment strategies for public safety
(e.g., the deployment and redeployment problem for ground
mobile BSs). We designed the problem space to help in the
design of DWN to establish communications for public safety
in Fig. 10. The problem space indicates that research efforts

70414 VOLUME 6, 2018



W. Yu et al.: Survey of Public Safety Communications

towards the DWN for public safety must consider differ-
ent deployment components, communication requirements,
and public safety scenes in the three outlined dimensions.
A number of existing research efforts on DWN deployment
([18], [31], [102], [103], [106], [107], [124], [157], etc.) can
be categorized into the target problem space. For example,
the work in [31] can be allocated in the cube of <Mobile
BS, QoS, Public Safety Events>. In addition, the unaddressed
areas in Fig. 10 shall be explored to fill research gaps between
the existing research efforts and the applicability of DWN for
public safety.

3) CHALLENGE OF SECURITY AND RESILIENCE
IN PUBLIC SAFETY NETWORKS
As security is of prime importance in a dynamic wireless
network, the challenges for DWN and D2D security and
resilience must be fully understood and addressed. There are
a number of security and resilience challenges in dynamic
wireless networks because of the open nature of the wireless
communication medium, DWN topology, lack of common
security policies used by network operators, resource con-
straints of mobile devices, and others [26], [29], [30], [47],
[89], [101], [113], [143]. The dynamic wireless networks
could operate in hostile environments and components that
lack tamper-resistant hardware could increase the chance of
the system being compromised. After a node in the network is
compromised, the adversary can further access the restricted
information on the node. Recall that, in the case of the deploy-
ment challenge, we consider the solution to be the develop-
ment of techniques that could address optimal deployment
and efficient data transmission in dynamic wireless networks.
Nonetheless, the effectiveness of the optimal deployment
schemes developed largely depend on real-time network state
information (traffic change, user distribution, etc.). With
compromised nodes, the adversary could inject false mea-
surements to make the deployment schemes ineffective.

To address the security issues and enable a resilient
dynamic wireless network, a theoretical framework is highly
needed, enabling an exploration of the space of attacks, and
a detailed investigation of these attacks, to understand their
impacts and develop effective mitigation schemes (i.e., coun-
termeasures) against them. The attack space is illustrated
in Fig. 11, composed of three dimensions (i.e., attack plane,
attack target and attack objective). To be specific, the attack
target consists of ground device, aerial device, or end-user
device. The attack plane separates into the control plane
and data plane. The control plane represents the manage-
ment to ensure coordination among components of DWN
through related information. The data plane is responsible
for efficiently delivering user data over the network. The
attack objectives are denoted as availability, integrity and
confidentiality.

a: UNDERSTANDING ATTACKS
Fig. 11 outlines the attack space in three dimensions. Based
on this model, we systematically investigate the attack targets

FIGURE 11. Attack space on public safety communication.

and provide some common examples. Recall in Fig. 10,
the components of the dynamic wireless network primar-
ily include end-user devices (e.g., UE devices, femtocells),
ground devices (e.g., ground base stations, eNodeBs), and
aerial devices (e.g., UAVs). All these components can be
targets to the adversary. For instance, as smart mobile
devices become popular and use rich applications, these
compromised UE devices launch attacks against dynamic
wireless networks. Femtocells can be a security loophole
because these devices are not fully controlled by the network
operator [15], [65], [160]. For instance, when data encryp-
tion is terminated at a femtocell, the confidential infor-
mation associated with legitimate users can be exposed to
the adversary via hardware tampering [29], [32], [41], [51].
Also, concerning ground base stations, eNodeBs may be
compromised and send misleading information to neighbor-
ing nodes, ultimately disrupting dynamic wireless network
operations. Malicious nodes could cause collisions with the
channel access of others, leading the victim nodes to conduct
exponential back-off on packet loss, giving the free channel to
the malicious nodes. A malicious node could also join a route
during the route discovery process, and intentionally fail to
forward packets correctly.

In the control plane, attacks tend to disrupt the coordination
of devices and degrade the performance of DWN. Within the
data plane, the adversary could manipulate data packets and
further sends them through the network to further disrupt the
efficiency of data transmission (e.g., disrupting the efficiency
of network coding [173]). For example, the adversary used
some nodes to inject manipulated packets into the network
traffic flow, posing the effectiveness of data transmission and
affecting network performance with respect to throughput,
packet loss, latency, etc.

In addition to attack targets and attack planes, the attack
objectives includes confidentiality, integrity, and availability.
Confidentiality concerns the protection of information from
disclosure to unauthorized individuals, whereas authorized
individuals are granted access. As an example, in a pas-
sive masquerading attack in a dynamic wireless network,
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an adversary could behavior as a legitimate eNodeB (Ground
mobile BS or UAV-based BS). After authorization, a user
may select the compromised ground or UAV-based BS to use.
When this occurs, the adversary can use the malicious ground
or UAV-based BS to gain confidential information from the
connected user.

Integrity refers to the guarantee that information is accu-
rate, reliable, and tamper-proof. As such, the designed
dynamic wireless network needs to maintain the consistency,
accuracy, and trustworthiness of its data, and to ensure that
data cannot be changed during transmission. If the integrity of
data is compromised, the information is no longer reliable or
accurate. For instance, data integrity attacks against network
components to manipulate transmitted information need to
be addressed [159]. As a large amount of false data injected
by compromised nodes is transmitted through the network
via multi-hop routes, the communication can be increasingly
overloaded.

Availability refers to ensuring that information, services
and assets are accessible. For instance, jamming threats
against the DWN are <end user & ground device, control
plane & data plane, availability>. Based on the derived
theoretical framework, different attack scenarios evalu-
ate the effectiveness of various jamming attacks. Exam-
ples include non-coordinated attacks with non-optimally
deployed jamming devices, non-coordinated attacks with
optimally deployed jamming devices, coordinated attacks
with non-optimally deployed jamming devices, and coordi-
nated attacks with optimally deployed jamming devices [30].
When optimally deploying jamming devices to maximize the
attack impact on network performance, geographically and
temporally, the optimal deployment schemes developed in
Section V-A.2 should be used.

Finally, considering the worst-case attack, in which the
adversary obtains complete knowledge, the active identifi-
cation of the network deployment infrastructure (topology,
mobility pattern of nodes, etc.) is possible. Then, various
attack techniques (jamming, traffic analysis, false data injec-
tion, etc.) launch to disrupt services. With the consideration
of the complete and partial information of network infrastruc-
ture, the adversary selects optimal strategies to attack nodes
or links to achieve maximum damage (e.g., disrupting the
optimal routing decision). The optimal attack objectives (dis-
rupting network availability, causing the network to operation
in a non-optimal manner, and others) must be investigated.
With those objectives in place, the systematic modeling and
simulation of attacks with different settings assess the conse-
quences of such attacks.

b: DEVELOPING EFFECTIVE COUNTERMEASURES
To address the issue of attacks in dynamically deployed
networks, defensive countermeasures design incorporates
the following perspectives: attack prevention, detection, and
response.
Prevention: The development of effective schemes to

make dynamic wireless networks resilient is critical to

preventing attacks. Based on the optimal deployment solu-
tions, the device significance and criticality assessment
defines metrics for measuring network survivability after
devices are compromised or fail. The results would lead to the
development of a highly resilient DWN deployment strategy
that can increase the cost of attacks. Another method is to
establish trustworthy infrastructure in dynamic wireless net-
works, which enables the control plane to measure the secu-
rity risk of individual nodes and network regions, compute the
security risk of discovered routes, and meet the QoS require-
ments for users. As an example, routes in the network satisfy
QoS requirements for users. Then, select the route with the
highest confidence in trustworthiness. In addition, developing
novel and efficient low-cost filteringmechanisms can dynam-
ically and rapidly filter misleading information injected by
compromised nodes or misbehaving nodes, and achieve a
high resilience to the number of compromised nodes when
3D wireless networks operate in hostile environments [159].
Detection and Response: To accurately detect attacks, it is

necessary for threat monitoring systems for the dynamic
wireless network to be developed. Implementing and deploy-
ing monitoring and detection agents or tools can effec-
tively and proactively discover exploitable vulnerabilities
on various devices (end user devices, ground mobile BSs
and UAVs) to make the dynamic wireless network resilient
to attacks. To be specific, effective threat collection through
a detection agent collects real-time information (e.g., sys-
tem logs, security logs, application logs, and traffic logs)
and transmits them to the management center for analysis
and detection. The investigation of anomaly-based detection
schemes to defend against unknown attacks is critical and
necessary for public safety networks. For example, network
sensor-based intrusion detection frameworks to detect bots
via network traffic monitoring, and malware monitoring of
app behaviors on smart mobile device hosts through timing
correlation, are possible strategies [80], [85], [162]. Machine
learning techniques (Support Vector Machine, Naïve Bayes,
Neural Networks, etc.), statistically-based detection schemes
(hypothesis sequential testing, etc.), as well as the recent
development of deep learning schemes can establish a robust
set of features to detect anomalies [35], [56], [60], [85],
[119], [131], [138], [158], [162], [163]. Finally, there are
many examples of the application of the above mechanisms
to detect cyber threats [28], [158], [162], [163], [166], [171].

The effectiveness of detection schemes include the true
positive rate, false positive rate, detection time, and other
metrics. For instance, a light-weight scheme was developed
to identify the adversary that could launch pollution attack
against network coding scheme [173]. In a public safety com-
munication network, via fully using the broadcasting nature
of the wireless transmit media, the downstream neighbor
nodes monitor by a node that cooperates with other nearby
nodes. In this regard, we should design schemes that could
hierarchically organize the network into various levels. Then,
in each level, multiple nodes nearby in the same level can
check downstream level nodes cooperatively. By doing this,
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when a compromised node maliciously transmits a corrupted
packet that is received by its next-level nodes, the detection
scheme can be leveraged to recognize corrupted packet and
further identify the corresponding malicious node.
Summary: The security and resilience of the public safety

network are critical due to not only the open access nature
of wireless communication networks, but also the limited
resources of various nodes and devices in public safety,
as well as the unpredictable consequences and losses after
being compromised. Considering existing studies on secu-
rity and resilience from the dimensions of attack objects,
attack planes and attack targets for public safety networks
( [15], [26], [29], [30], [32], [41], [51], [65], [160], etc.),
we designed an attack space for public safety communica-
tions in Fig. 11. The various effective countermeasures to
detect, prevent and respond to various attacks that consider
attack objects, planes and targets of the public safety network
should be developed. To fulfill the research gaps, we shall
first explore attacks based on the designed attack space for
public safety networks. In addition, with the understanding
of attacks in public safety networks, we shall develop defen-
sive countermeasures to prevent, detect and respond to those
attacks.

4) CHALLENGES FOR PERFORMANCE EVALUATION
To validate the effectiveness of the proposed schemes
outlined in D2D and DWN deployment, various tools
and simulation platforms(ns-3 simulator [45], Vienna LTE
Simulator [135], etc.), the Common Open Research Emu-
lator (CORE) [9] support an emulation platform. Like-
wise a Software Defined Radio (SDR)-based LTE network
testbed should be implemented to provide a real-world
test platform [68]. Particularly, Vienna LTE simulator [135]
implemented in a MATLAB environment and can support
both link and system level simulations of LTE. CORE [9]
is an emulation framework, which provides a GUI for users
to build and emulate a network that consists of a number of
virtual nodes and a different methods configure to connecting
the virtual nodes.

In an SDR testbed, the SDR nodes play the role of UEs
and eNodeBs in the LTE network to experiment with mobile
vehicles and UAVs with eNodeBs based on real public safety
scenarios. To optimize a testbed based on real public safety
models, eNodeBs should be carried by vehicles (as ground
mobile BSs) and UAVs, and evaluation of the performance
and feasibility of the designed schemes should be carried
out. Fig. 12 illustrates a framework to integrate modeling,
simulations, emulation, and testbed for public safety. The
designed experiments consider both the public safety events
(Baltimore Riots) and natural disasters (Hurricane Harvey)
and integrate the selected and developed schemes. While
simulations enable the evaluation of modeling and techniques
in large-scale networks, emulation focuses on real-world
environments. In emulation, each emulated object runs real
code in the real environment, meaning that we can imple-
ment and test the actual implementation of target algorithms

FIGURE 12. Integration of modeling and simulation, emulation and
testbed.

and schemes. In addition, emulation is more flexible, with
less cost to adjust and correct the implementations and param-
eters than in using a real testbed.

The candidate D2D communication and DWN deployment
schemes outlined require real-world public safety scenario
models. Then, the selected schemes run in the emulation
platform, and the real-world testbed should likewise be imple-
mented based on the investigated public safety scenario
models. In the following, we outline the solutions in detail.

a: DEVELOPING SIMULATION SCENARIOS
The 3rd Generation Partnership Project (3GPP) has released
the specification for D2D communication based on ProSe
under LTE networks [3]. LENA [22], [23] is an integration
module of LTE and EPC in ns-3. The main function of LENA
is to support the performance assessment of LTE systemswith
respect to radio-level performance and end-to-end Quality
of Experience (QoE). It can also support prototypes that
includeQoS-aware packet scheduling, resourcemanagement,
inter-cell interference coordination, and others. Thus, the
ns-3 simulator with the D2D module investigates LTE-based
D2D communication. Nonetheless, the D2D communication
module in ns-3 has not yet been fully implemented, though
a number of researchers have been contributing to its devel-
opment. For instance, work in [46] released the modified
version of ns-3 for D2D simulation, providing EPC-level user
device discovery, LTE-Direct communication (UE to UE),
and others. In addition, the Wireless Networks Division at
the National Institute of Standards and Technology (NIST)
conducted research to simulate the LTE-basedD2D discovery
and communication in different topologies covering both
indoor and outdoor scenarios [127].

In addition to ns-3, Vienna LTE simulators [135], which
are implemented in MATLAB environment, are capable of
supporting both link and system level simulation of the uni-
versal Mobile Telecommunications System (UMTS) in LTE.
The simulator tests existing or new schemes and algorithms
in either link level or system level supported by the tool.
The modularity of the Vienna LTE simulator makes it more
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user-friendly, easier to include additional features (e.g., D2D
discovery and communication), and easy to integrate with a
testbed. From physical layer modeling, such as link quality
and performance models, to link-to-systemmapping, channel
and antennamodeling, all are implementedwith different sce-
narios in separate code blocks. Since Vienna is implemented
in MATLAB, the SDR toolbox in MATLAB can also be
used for HIL (Hardware in the Loop) testing and evaluation.
Combining simulation, emulation and testbed equipment,
D2D communication performance analysis for public safety
scenarios can be performed.

Several relevant topics regarding the D2D communication
module in ns-3 have been investigated. For instance, some
inherent featuresmay cause overhead problems (e.g., the TCP
three-way hand shake, and the large header of TCP being,
at minimum, 20 bytes). Looking to other protocols, there is
a comprehensive new protocol called CoAP [59]. By using
CoAP over UDP, the overhead is significantly reduce in com-
parison with HTTP over TCP. In addition, there are a number
of schemes that available for LTE networks. Nonetheless,
when the environment changes, the eNodeB may not have
enough capacity (either the eNodeB is overloaded with too
many devices, or there is partial or no coverage). For example,
Fodor et al. [54] described an out-of-coverage UE to UE
communication scenario. The solution develops algorithms
to efficiently manage D2D communications. The developed
algorithm in [92] showed a traceable optimal model to opti-
mizemulticasting for D2D by selecting optimal multicast rate
and re-transmission time. While a number of research efforts
have contributed to the D2D communication module in ns-3,
consideration of realistic public safety scenarios (Rioting &
Hurricane) using both ns-3 and Vienna LTE simulators to
investigate the effectiveness of the developed algorithms and
protocols is critical.

We now briefly describe how to design and implement
these scenarios in the ns-3 and Vienna LTE simulators to
evaluate D2D and deployment techniques for public safety
scenarios. With respect to the riot scenario in an urban area,
the simulation of an urban area identifies D2D communica-
tion and dynamicmobile BS andUAVdeployment for diverse
public safety settings. Notice that RoutesMobilityModel in
ns-3 and site locations of real-world BSs [69] can be used to
deploy maps related to public safety scenarios. For example,
based on the satellite map of Baltimore city, cellular tower
distribution map, Baltimore population density map, and Bal-
timore rioting event data logs, we can consider that (i) the
communication infrastructures in the area are partially dam-
aged, and (ii) the density of mobile devices exceeds cellular
tower capabilities. Similarly, based on hurricane Harvey’s
recorded path of travel, related data logs, and other data,
the damage of network infrastructure and communication
conditions can be modeled and considered via simulations.
For example, cellular tower availabilities in the hurricane
affected area can be evaluated. Based on the released data,
we could assume that the damage to cellular towers is 90% in
Harvey’s wind path, and 50%, in the towers that are far away

from the hurricane path. The more cellular towers damaged
or disabled, the more critical public safety communication
support will necessarily be.

b: DEVELOPING EMULATION TOOLS
CORE, initially developed by Boeing, and currently sup-
ported by the Naval Research Laboratory [9] is a python
framework. It has a graphical user interface to configure emu-
lated networks. The emulated environment workswith a num-
ber of virtual nodes, as well as methods for connecting these
virtual nodes. On individual emulated nodes, applications,
protocols, and scripts (e.g., mobility patterns) extend the
capability. Combining individual nodes enhances the evalu-
ation environment realism. In addition, CORE enables the
connection between emulated networks and live networks.
The languages awk (a programming language designed for
text processing), R (an open source programming and soft-
ware environment for statistic computing and graphics), and
MATLAB, can help with network emulation, and then per-
formance evaluations can be further developed. For example,
performance evaluations of the NetConf protocol, the CoAP
protocol, and multi path data streaming in mobile wireless
networks have been conducted with CORE [58], [59], [114].

c: DEVELOPING AN SDR-BASED TESTBED
Radio frequency bands are over-employed, and a new age
of radio networking calls for the development of software
radio technologies to provide self-adaptive radio systems.
Generally speaking, SDR-based testbeds allow researchers
to test, evaluate, and validate the effectiveness and feasibility
of new technologies, such as digital video broadcasting [24],
telecommunication networks [25], [36], [62], navigation
applications, and wireless networks [33], [36] like WLAN,
WiFi, etc. There are a number of implementations of SDR
testbeds [21], [104], [116], [117], which can be used for
wireless network research.

FIGURE 13. SDR-based testbed for public safety communication.

Fig. 13 illustrates one example setup for experimenta-
tion directed at public safety scenarios, which uses four
SDR nodes (also eNodeBs can be deployed in a moving
vehicle to represent a ground mobile BSs and UAV-BSs).
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Particularly, the four SDR nodes include: (i) one station-
ary, acting as an LTE tower, (ii) two mobile UEs acting as
first responder teams, such as police and fire crews, and
(iii) one airborne, flying on a quad copter (UAV), acting
as an alternative LTE network coverage provider. To create
an SDR node, the Ettus Research Lab SDR board (USRP
B205mini-i) can be leveraged to be an RF radio backend.
Also, an Intel NUC (NUC5I5RYH) compact computer can be
used to carry out the RF signal processing. The SDR board
can be set up by connecting it to a USB 3.0 port for both
power and data transfer. The RF front-end is Single Input
Single Output (SISO) with two Omni-directional antennas
(VERT900 1.8Ghz), a transmitter, and a receiver, used for
full-duplex transmission.

In addition, to create a basic LTE network for evaluation,
the open source srsLTE and srsUE libraries can be used,
which were written in C, and use the VOLK library for signal
processing on NUC computers. These libraries are highly
interchangeable with almost no external or inter-module
dependencies. The testbed can be adjusted based on each pub-
lic safety scenario, including UAVs with eNodeBs, ground
mobile BSs, and UEs as necessary. The D2D and network
deployment test cases implemented by the SDR-based testbed
to evaluate the results of the investigated schemes. The data
collected from the testbed can be further processed for visual-
ization and detailed analysis. The results provide a proof-of-
concept of the proposed schemes, and scheme performance
across different scenarios can be compared.
Summary: The research efforts towards D2D, DWN, and

security and resilience for public safety, including algorithms,
strategies, and schemes, shall be well examined and eval-
uated before real-world implementation can occur. Exten-
sive existing research efforts on evaluation platforms in [3],
[9], [21]–[23], [46], [54], [58], [59], [92], [104], [114],
[116], [117], [127], and [135] established some support to
evaluate the performance of various approaches for public
safety networks. Those research works focus primarily on the
performance evaluation of technical approaches for commu-
nication networks. Nonetheless, the establishment of perfor-
mance evaluation platforms that particularly address public
safety networks demands further research endeavors. Thus,
we have outlined the simulation (ns-3 simulator, Vienna LTE
Simulator, etc.), emulation (CORE) and testbed (SDR-based
LTE network testbed) components, which can be leveraged to
evaluate technical approaches for D2D and DWN for public
safety use.

B. FUTURE DIRECTIONS: INTEGRATING
STATE-OF-THE-ART COMMUNICATION AND COMPUTING
TECHNOLOGIES IN PUBLIC SAFETY NETWORKS
In the following, we discuss how to integrate state-of-the-art
communication and computing technologies to improve the
public safety, including IoT to improve the interconnectivity,
cloud/edge computing to improve computation capabilities
and 5G to improve network capacity.

1) INTERNET-OF-THINGS (IoT) FOR INTERCONNECTIVITY
IoT integrates sensors, actuators, and computing and network
technologies to connect massively deployed IoT devices, and
data collection and application systems, over cyber and phys-
ical spaces. With IoT, various devices (sensors, actuators,
etc.) and networks (HetNet, wireless sensor network (WSN),
mobile ad hoc network (MANET), wireless mesh networks,
etc.) can be interconnected. In addition, via the support of
IoT, not only will ubiquitous devices, sensors and facili-
ties be interconnected, but information about the world and
human activities will be transmitted and available, anytime
and anywhere [89], [132].

To support interconnectivity, the IoT infrastructure has
two significant features: (i) the interoperability of the var-
ious networks, and (ii) the interconnection of a variety
of objects. While existing research efforts on IoT system
development has focused on the specific applications with
intranet/extranet, there is a distinct lack of interconnection
between them [44], [152]. One critical issue of the IoT infras-
tructure is the design of a generalized network infrastructure
and relevant techniques to support various heterogeneous net-
works and objects, such that all IoT systems and applications
can efficiently utilize the network resources via the gener-
alized network infrastructure and provide a wide-variety of
services [165], [168].

The four-layer Service-oriented Architecture (SoA) in a
top-down structure (i.e., application, service, network, and
perception) is one possible solution to support IoT [10], [44].
The application layer, as the top of the IoT architecture, con-
tains the specific applications, including the smart grid [155]
and smart transportation [88], among others, and performs
the application functions and operations. The service layer
is the middleware that connects the application layer and
network layer, which mainly provides the data service, stor-
age service, and analytical service. The network layer mainly
routes the transmitted data and information to the various
devices (i.e., IoT hub, gateway, and devices) via the integrated
protocols and communication technologies, such as WiFi
and LTE. The bottom layer (i.e., perception layer), also named
the sensor layer, interacts with the physical devices and the
network layer, and primarily measures, collects and transmits
information to the upper layer.

With highly interconnected devices, sensors, and facil-
ities, as well as the highly integrated network, IoT can
contribute to public safety through situational awareness in
the disaster prevention, emergency management, and disas-
ter relief phases. To be specific, in the disaster prevention
phase, the interconnected things (i.e., devices, sensors, human
behaviors, and other objects) quickly and thoroughly collect
information concerning both situational awareness and pre-
paredness. Rapidly, based on the information collected from
the IoT devices, the responders can be better prepared for the
public safety scenarios in the emergency management phase.
For instance, the sensors, monitoring devices, transportation
equipment, and human activities can describe and report
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the dynamics of the ongoing public safety events and the
resulting damage in a rapid manner. Then, the responses from
the responders can be updated accurately with the aware-
ness of the dynamics of the ongoing public safety scenarios.
In the disaster relief phase, the interconnected IoT devices can
help in situation awareness for the responders via extensive
information collection and transmission. With the knowledge
that the interconnectivity of IoT can greatly assist the public
safety emergency response, extensive research efforts are still
necessary to realize IoT towards public safety applications.

2) EDGE/CLOUD COMPUTING FOR BIG COMPUTING
The well-known cloud computing infrastructure can pro-
vide unprecedented computing resources (i.e., storage and
compute), and enable the ubiquitous access to support both
situational awareness and crisis communication in public
safety scenarios. The powerful cloud computing platform
can be viewed as a centralized datacenter, able to pro-
cess the data, storage, and computing in a faster and more
efficient manner [16], [105]. Regarding situation awareness,
cloud computing can store and compute information from
millions of IoT devices and sensors rapidly. Then, utiliz-
ing the powerful computing system, the optimal responses
(DWN deployment, responder team allocation, etc.) evalu-
ate timeliness. For crisis communication, cloud computing
can improve the effectiveness and efficiency of time-critical
information delivery due to its high storage capability. All
relevant and necessary data will be pushed to the cloud, and
thus can be accessed broadly and rapidly. The main limi-
tations of cloud computing include transmission delay and
the communication bandwidth, due to the centralized distant
cloud servers.

With the support of other techniques such as software
defined networking, etc., edge computing leverages the com-
puting capabilities of devices at the network edge (gate-
ways, switches, etc.) and retains the computing and storage
locally, near the users [71], [144]. Thus, it can loosen the
communication bandwidth requirements and improve latency
performance, leading to efficient network resource use. One
possible three-layer hierarchical architecture, including far-
end, near-end, and front-end was studied in [71] and [136].
At the top level, the far-end layer includes the cloud datacen-
ters, which are located far from the end-users, but provide the
most powerful compute, storage, and analysis capabilities.
The near-end layer includes the gateways, switches, and other
edge devices, which still have greater computing capabilities
than mobile devices, in general, and includes data processing,
computing, storage and caching. Due to the large number
of near-end devices, the computing capacity is sufficient
for the local computing and analysis, and thus, reduces the
transmission delay. In the front-end layer, the deployed IoT
devices and actuators perform lightweight computations, and
respond in real-time. Due to their limited capacity, however,
additional resources can be requested from a higher layer
when needed. The high computing capacity and the low
latency of edge computing can potentially improve situation

awareness and crisis communication in public safety scenar-
ios effectively and efficiently. On top of the computing power
provided by cloud/edge computing infrastructure, effective
deep learning [60], [67], [119], [130], other data analysis
schemes [48], [156], as well as streaming analysis [40] can
be provisioned, further supporting the situation awareness
of public safety scenarios. Despite progressive advances in
these areas, significant work is still necessary, especially with
respect to supporting emergency response.

3) 5G FOR BIG NETWORK
The increasing demands on network capacity, throughput,
end-to-end delay, and the resource efficiency of the com-
munication network stem from the massive number of user
devices and demanding applications (i.e., smartphones and
heavy data traffic from multimedia services). To fulfill these
demands, the 5G wireless communication network, which
consists of the ultra-dense deployment of small-cell BSs,
the rich spectrum resources from high frequency band mil-
limeter Wave (mmWave) communication, and the massive
multiple-input and multiple-output (MIMO) techniques of
large-scale antenna systems, has been attracting significant
interest and research efforts [8], [14], [164].

For example, ultra-dense small cells, which consist of a
large number of small-cell BSs and access points at a level
approximately equal to the number of user devices, is the
main paradigm to improve the network capacity. The main
reason for this is the 2700-fold network capacity increase
from 1950 to 2000, which is the result of cell size reduction
and decreases in communication distance [97], [164]. Due to
spectrum scarcity, the 300MHz - 3GHZ band in the legacy
communication system cannot accommodate the demand of
the exponentially growing volume of devices and traffic.
The mmWave band, which ranges from 30 to 300GHz, has
rarely been utilized for the commercial communication net-
working, because of the strong path loss, low penetration
performance, hardware costs, and others. Nonetheless, with
cost reductions in hardware and adoption of small cell BSs for
closer communication distance to lower transmission power,
the utilization of the rich spectrum resource of mmWave
becomes appealing. In addition, MIMO, indicating the mul-
tiple receive/transmit antennas on BSs, can improve system
performance with regard to array gain and diversity gain via
beamforming and transmit diversity. Massive MIMO, known
as large scale antenna systems, can significantly enhance
resource efficiency and improve system capacity [8], [99].

With a set of 5G-related technologies, the 5G network
is expected to introduce a Big Network that enables the
interconnection of millions of IoT devices and smartphones
with high transmission speed and resource efficiency, and low
latency. In public safety scenarios, the situation awareness
based on information collection and transmission through
such a big network will no longer face the same speed limita-
tions and throughput constraints. Instead, the situation aware-
ness will be much more informative and efficient to support
public safety. For instance, in the process of large-scale
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information collection, the legacy wireless network is very
likely to be overloaded due to the limited network capacity,
whereas the 5G network can support significantly greater
network capacity and can offload the traffic spikes.

In addition, for large-scale natural disasters, a Big Network
such as 5G can handle traffic peaks from three main stages:
information collection from the victims and IoT devices,
communication traffic between the affected area and outside
regions, and response distribution to the victims and respon-
ders. The 5G communication techniques can also support cri-
sis communication. For example, temporary networks formed
between the responders and small-cell BSs results from their
lightweight nature and large network throughput. In addition,
mmWave and massive MIMO in small-cell BSs can improve
backhauling performance, due to the rich spectrum resource,
directional transmission and diversity gain. Thus, while the
research and development of 5G networks is ongoing, how
to leverage 5G network technologies to support public safety
use remains a critical research area.

VI. FINAL REMARKS
In this paper, we addressed the issues of public safety
communication. Particularly, we first designed a layered
structure, which consists of public safety service layer,
time-critical information delivery layer, and physical object
layer, to subdivide public safety system into its key com-
ponents. We then extensively reviewed existing research
efforts toward communication techniques (user-side solu-
tions, i.e., D2D, and network-side solutions, i.e., DWN
deployment), which enable and support time-critical infor-
mation delivery in public safety scenarios. We specifically
reviewed the approaches and existing progress in D2D and
DWN for public safety.

While existing research efforts on both D2D and DWN
deployment are extensive in legacy/commercial communica-
tion networks for the purposes of traffic offloading, cover-
age extension, and effective network establishment, there are
significant gaps in the research efforts on D2D and DWN
as applied to support public emergency response scenarios.
We thus outlined the challenges and possible solutions for
D2D, DWN, security and resilience, and performance eval-
uation for the public safety network. We also discussed
the future directions toward integrating state-of-the-art tech-
nologies, including IoT, cloud/edge computing, and 5G into
public safety networks. We hope that this survey is help-
ful for readers and researchers to comprehensively under-
stand the components public safety communication, user-side
and network-side communication techniques, and their chal-
lenges in application. We believe that, with the outlined solu-
tions and prospective future needs, research and development
supporting more effective and efficient public safety response
will be thoroughly conducted to overcome critical challenges
in the future.
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