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ABSTRACT In-band relay nodes can be utilized to enhance the coverage of heterogeneous networks in a
cost-effective way. However, the wireless backhaul links of in-band relay nodes also consume the limited
spectrum resources. Appropriate spectrum resource management/cooperation is necessary to ensure the
balanced resource usages between the macro base stations and the relay nodes. In this paper, we derive
an optimal spectrum reuse strategy in a heterogeneous network with in-band relay nodes to maximize the
overall proportional fairness metric. We first provide one distributed resource allocation algorithm based
on the alternating direction method of multipliers for the heterogeneous network with in-band relay nodes.
Even though the number of feasible spectrum reuse patterns increases exponentially with the total number
of base stations and relay nodes, we further prove that we can achieve the optimal network performance by
only activating a limited number of spectrum reuse patterns, which is just in the order of the total number of
mobile stations and relay nodes. According to this finding, we put forth an algorithm to refine the set of active
reuse patterns in a soft manner by employing the re-weighted £1-norm algorithm. Numerical simulations
demonstrate the superiority and effectiveness of our proposed algorithms.

INDEX TERMS Heterogeneous network, relay node, frequency reuse, distributed algorithm, sparse

optimization.

I. INTRODUCTION
Heterogeneous networks (HetNets) have been regarded as
one key enabling solution in the next-generation wireless
communication systems. Different from the traditional homo-
geneous network, a HetNet contains various low-power
nodes, e.g. pico-base stations (BSs), femto-BSs, and relay
nodes (RNs) [1], [2]. By deploying these low-power nodes
densely, the network performance can be enhanced signif-
icantly. However, the inter-cell interference created by the
nodes transmitting at different power levels has to be taken
care of carefully to unleash all the potentials of HetNets.
Compared with the pico-BSs and the femto-BSs, RNs are
more preferred and have attracted a lot of attentions since RNs
are cost-effective and can be deployed fast and timely [3].
The optimal resource allocation in a HetNet with in-band
RNs is challenging since various links including the direct
links (the link between a BS and a mobile station (MS)),
the access links (the link between a BS and an RN), and
the backhaul links (the link between an RN and an MS) all

share the same but limited spectrum resources [4]. It is very
important to have an efficient resource allocation scheme to
ensure satisfactory serving data rate to each MS in the HetNet
with RNs.

A. RELATED WORKS

1) RESOURCE ALLOCATION IN HetNets WITHOUT RNs

A lot of works have been done to optimize the resource
allocations in a HetNet without RNs [5]-[17]. Particularly,
Zhang et al. [5] and Xue et al. [6] allocated orthogonal
spectra among neighboring BSs to mitigate the strong inter-
cell interference. In [7], spectrum reuse by allocating the
same spectra to different BSs was exploited to improve the
system performance. Fractional frequency reuse (FFR) has
been studied by many researches. In [8], three particular FFR
schemes were proposed. To exploit all feasible reuse modes,
Zhuang et al. [9], [10] and Kuang et al. [11] developed the
optimal resource allocation strategies. However, the central-
ized solutions proposed in [9]-[11] put too much computation
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burden on the central controller. To offload the computation
tasks from the central controller, the resource allocation and
user association schemes were determined in a distributed
manner in [12] and self-enforcing spectrum sharing rules
were studied in [13] by formulating the problem as games.
Furthermore, dynamic spectrum access (DSA) based on the
principle of cognitive radio has also attracted a lot of attention
[14], [15]. Comprehensive surveys on the recent advances in
the resource allocations in HetNets and more references can
be found in [16] and [17].

2) RESOURCE ALLOCATION IN HetNets WITH IN-BAND RNs
It is not straightforward to extend those resource allocation
schemes developed for HetNets without RNs to the case with
in-band RNs. This is due to the fact that the in-band RNs
play two roles at the same time, i.e. role of BS and role of
MS, which complicates the designs. In this paper, we focus
HetNets with in-band RNs. Detailed surveys on resource
allocations in HetNets with in-band RNs can be found in
[18] and [19] and interested readers can refer to the references
therein. Specifically, Shim et al. [20] proposed orthogonal
subcarrier allocation among the RNs and the served MSs of
one BS to avoid the strong intra-cell interference. To make
full use of the limited spectrum resources and exploit the spa-
tial reuse gains, Lee et al. [21] and Oyman [22] proposed to
allow the RN to reuse the same subcarriers when the result-
ing mutual interference is negligible. However, the schemes
in [21] and [22] depended on the particular deployments of
the RNs. Non-orthogonal allocations of subcarriers with an
arbitrary deployment of RNs were further studied in [23].
However, the resource allocation scheme proposed in [23]
assumed high-capacity wireless backhaul links and had a high
implementation complexity as pointed out in [18].

Considering that in-band RNs are playing an increasingly
important role in the next-generation wireless network, it is
important to develop an optimal resource allocation scheme
in a HetNet with in-band RNs to fully benefit from the
potential performance. When studying the optimal spectrum
reuse scheme in a HetNet with an arbitrary deployment of
RNs, we need to consider the spectrum reuse patterns as
studied in [9]-[11]. Moreover, it is preferred to establish the
resource allocation scheme in a cooperative and distributed
way, which exploits the computing capacities of all the nodes
in the network.

B. OUR CONTRIBUTIONS

In this paper, we seek for the optimal spectrum reuse scheme
for a HetNet with in-band RNs. Even though the spectrum
reuse patterns for a general HetNet have been studied in
[9]-[11], it is not straightforward to extend their results to a
HetNet with in-band RNs. In fact, each RN in the HetNet can
perform two roles simultaneously, i.e. a virtual “BS” serving
others and a virtual “MS” served by others. By decoupling
these two roles of each RN, we propose a novel system model
and identify the optimal spectrum reuse strategy to maximize
the proportional fairness (PF) metric among the data rates of
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all the served MSs. Further, the resource allocation to each
link is determined in a distributed fashion instead of solving
the whole problem in a central controller as in [9]-[11]. Our
main technical contributions in this paper are summarized as
follows.

1) Distributed Resource Allocation: To offload the heavy
computation burden in the central controller, we make
use of the computation capacities of all the nodes, i.e.
RNs and MSs, and put forth a distributed resource
allocation algorithm. With the alternating direction
method of multiplier (ADMM) [24], the problem is
solved iteratively. In particular, we obtain closed-form
solutions to update the bandwidth allocated to each
spectrum reuse and association link. Furthermore, our
proposed distributed algorithm can be implemented by
only exchanging the local information with respect to
each node, which lowers both the computation and the
communication costs;

2) Sparse Spectrum Reuse Scheme: To achieve the opti-
mal PF metric in the HetNet with RNs, each feasi-
ble spectrum reuse pattern should be exploited. How-
ever, the number of feasible spectrum reuse patterns
increases exponentially with the total number of BSs
and RNs. Without limiting the number of active reuse
patterns, the optimal solution may activate too many
reuse patterns to realize in practice. To obtain a prac-
tical solution and reduce the implementation cost,
we prove that we only need to activate a small number
of spectrum reuse patterns while still being able to
achieve the optimal network performance. In this way,
we are allowed to optimize the network with sparse
spectrum reuse schemes;

3) Soft Active Pattern Identification: After enforcing the
sparsity constraint on the number of active reuse
patterns, we come across a non-convex problem.
We employ the re-weighted £;-norm algorithm [25]
to identify the active reuse patterns in a soft manner
rather than choose the active reuse patterns one by one
based on the Frank-Wolfe method. This soft identifica-
tion approach can accelerate the procedure of pattern
selection and provide better performance than [9]-[11].

Our recent work in [26] studied the optimal time reuse
in a D2D-enabled HetNet. The main technical differences
between the current paper and the work in [26] are as
follows.

o The distributed algorithm proposed in [26] was based
on a fixed pattern set, which was decided by the central
controller. In this paper, we combine the pattern selec-
tion procedure and the distributed resource allocation;

o The hard pattern identification algorithm was discussed
in [26] and no sparsity constraints were enforced in
the optimization. However, this paper focuses on the
sparse spectrum reuse by enforcing the sparsity con-
straint and puts forward the soft active pattern identifi-
cation scheme.
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C. OUTLINE OF THE PAPER

Section II describes the system model and provides the
problem formulation considering all feasible spectrum reuse
patterns. In Section III, we propose one distributed resource
allocation algorithm to offload the computation burden of the
central controller. In Section IV, we show that a sparse spec-
trum reuse scheme can also achieve the optimal PF metric
among the data rates of the served MSs and propose the soft
active pattern identification. Section V contains numerical
simulation results and Section VI concludes the paper.

D. NOTATIONS

Notations (x)Z, llxllp, AT, A~ conv(A), and | A| stand for
min(b, max(x, a)), the £,-norm of vector x, the transpose of
matrix A, the inverse of matrix A, the convex hull of the set
A, and the cardinality of the set A respectively. The indicator
function 1{-} stands for the indicator function and takes the
value of 1 (0) when the specified condition is met (otherwise).
Notations 1 and I denote the column vector with all elements
being 1 and the identity matrix.

Il. SYSTEM MODEL

We consider the downlink of a cooperative HetNet, where
a number of MSs, RNs and conventional BSs, e.g. macro-
BSs or pico-BSs, coexist as shown in Fig. 1. In this network,
an MS can be served by one BS directly or fetch data from
BSs through the help of one RN. The communication link
between an MS and its serving BS is termed as “direct link™.
In the presence of RN, there are two more links. One is the
“access link™, through which an MS fetches data from an
RN. The other link is the ““backhaul link”’, which refers to the
communication link between a BS and an RN. Assume B BSs,
K RNs, and M MSs exist in the HetNet and define the set of
BSs, the set of RNs, and the set of MSs by B := {1, --- , B},
K = {l,---,K}, and M = {1,---, M}, respectively.
To proceed with the system model, we make the following
two assumptions:

o AS-1: Only the ‘“‘half-duplexing” in-band RNs are con-
sidered in this paper. On the one hand, the RNs cannot
transmit and receive concurrently at the same frequency
[27]. On the other hand, simultaneous transmission and
reception is allowed when non-overlapping spectrum
resources are allocated;

o AS-2: the RNs do not receive data from other RNs,
which means only one-hop RNs are considered.

FIGURE 1. One HetNet with one BS, two RNs, and six MSs.

67084

The RNs can be decoupled into “BSs’’ and “MSs” since
each RN can be regarded either as one “BS” or as one
“MS” depending on the function it performs. Accordingly,
we define the set including both BSs and RN as the set of
servers NV and the set including both MSs and RN as the set
of users U, i.e.

N::{l,"',B,B+1,"',B+K}, (1)
—_——
BSs RNs
U=, M,M+1,---,M+K). )
\_\/—-/
MSs RNs

LetN := |N| =B+K, U := |U| = M + K. To characterize
the spectrum occupation status of all servers, we employ the
definition of spectrum reuse pattern proposed in [9]-[11]
and denote the status of servers under spectrum reuse pattern-
i by a vector v; = [vi1,--- ,vi,N]T, where v;, = 1
indicates the n-th server occupies the spectrum, and v; , = 0
means the n-th server does not occupy the spectrum. With
the decoupling to RN, the total number of all possible reuse
patterns is (2¥ — 1) excluding the all 0 pattern. The set of
all reuse patterns is denoted by Z = {1,---,2V — 1}.
Furthermore, the set of active servers under pattern-i is
defined as A; = {n|vi, = 1,Vn € N}. Let x; denote
the fraction of the total available bandwidth W allocated
to the spectrum reuse pattern-i. The overall spectrum reuse
profile (also called reuse strategy) is thus given by the vector

X :i=[x1, -, XN_ 17. Note the optimal spectrum allocation
strategy should occupy the whole available bandwidth, i.e.
Y iczXi = 1. Moreover, each active server under pattern-i

needs to allocate the available spectrum resources to its
served users. In this paper, we assume each server allocates
orthogonal resources to its served users to avoid the strong
intra-cell interference. Let y, ,; > 0 denote the fraction of
the whole bandwidth W that is allocated to the u-th user by
the n-th server under pattern-i, the overall resource allocation
profile is given by the vector y := [y, n.i, Yu, n, i1, Since
the available spectrum resources of each server under one
pattern are bounded by the reuse pattern bandwidth and each
server must make full use of its available spectrum resources,
the following constraints need to be satisfied:

ZYM,n,i:]l{ne.Ai}'xi, Vne N, iel. 3)
ueld

It should be noted that the constraints in (3) couple two
variables, i.e. the reuse profile x and the resource allocation
profile y. Given the allocated resources y, the aggregated
data rate of the u-th user is thus given by R, = W -
D ieT DoneN Yuni * Cun,i» Where ¢, ;i denotes the spectral
efficiency of the link between the n-th server and the u-
th user under pattern-i. From AS-1 and AS-2, the spectral
efficiencies {c, n.i, Yu, n, i} should be set appropriately as
follows.

e Case 1: u < M. In this case, the server could be
either a BS or an RN and the spectral efficiency can be
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determined as
Cun,i = 1{ne -Al} . lng(l + yu,n,i) bitS/S/HZ» “)

where y, ,,; stands for the signal-to-interference-plus-
noise ratio (SINR) of the link between the u-th user
and the n-th server under pattern-i. Each server in A;
transmits data to the users over the assigned spectrum.
The SINR yy i is thus

Py - |gn,u|2
No + ZmeAi,m;én P - |gm,u|2 ’

where N is the power spectral density (PSD) of the ther-
mal noise at each user, P, denotes the PSD of the n-th
server, and g, , denotes the average gain of the channel
from the n-th server to the u-th user. All the effects
including the path-loss, the shadowing, and the fading
are assumed to be absorbed into this single effective
parameter;

e Case 2: u > M. Note the user is an RN actually, i.e.
the (v — M)-th RN. If the RN is active under pattern-i,
it cannot receive data from the other servers according to
the AS-1. Therefore, the spectral efficiency is set to be
zero when the RN plays as an active server under pattern-
i,ie. cyni = 0, if @ — M + B) € A;. Furthermore,
only the one-hop RNs are considered as mentioned in
AS-2. Thus the RN does not receive any data from the
other RNs and the link between two RNss is invalid, i.e.
cuni = 0, if n > B. The spectral efficiency ¢, ; in
other cases can be calculated according to (4) and (5).

Yu,n,i = 5)

Note that our system model can be extended easily to full-
duplex and multi-hop enabled scenarios by changing the cal-
culation of spectral efficiencies {c, .., Yu, n, i}. Denote the
total throughput toward the served users from the n-th server
by R,. Wehave R, =W -7 >ty Yuni * Cun,is Y1 € N.
Since one RN cannot generate new data to MSs, the rate of
the backhaul link should be no less than the access link rate,
i.e. Riktp > I~i’k+3, Vk € K.Furthermore, note that the overall
network performance is only determined by the effective rates
of the MSs. It is wasteful to allocate redundant resources to
the backhaul links. The optimal resource allocation scheme
must balance the resource allocated to backhaul links and
access links, i.e. the optimal scheme has Ry = I~?k+3,
Vk € K.

In summary, we can formulate the optimization problem
in (6) to identify the optimal spectrum reuse strategy and the
corresponding resource allocation scheme that can maximize
the network PF metric. Note the fractional user associa-
tion [12] is assumed in (6), namely, each user is allowed to
be served by multiple servers.

Although the reuse pattern has been proposed in [9]-[11],
the constraints in (6d) are not introduced, which complicates
the solution to the problem. Different from solving the prob-
lem by the central controller [9]-[11], we next propose one
distributed algorithm to relieve the computation burden of
the central controller. Note that the noise level: Ny and the
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channel power gains from each server to the user: {|gn, w)?)
need to be fed back to the central controller. Accordingly, all
the spectral efficiencies of the feasible links can be derived
and the problem in (6) can be solved by the central controller.

n)}g’x Z log(Ry) (6a)
ue M
SLRy =W > YuniCuni» Yuel (6b)
i€ neN
Rn =W Z Z)’u,n,i “Cuni, VnE N (6¢)
ieZ ueld
Ritm = Reyp, VkeK (6d)
doxi=1, x>0 Viel (6e)
i€l
Lne A} xi=) yuni» VneN,ieI (6f)
ueld
Yuni>0. YuelU,neN,iel (62)

Ill. DISTRIBUTED RESOURCE ALLOCATION

Since the objective function (6a) is concave and all the con-
straints are affine, we have a convex optimization problem
in (6) and the optimal solution can be obtained by using a
standard package such as CVX [28]. However, the number of
all feasible spectrum reuse patterns increases exponentially
with the number of servers. It becomes very hard to solve
the problem at the central controller even for a HetNet of a
medium size [9], [11]. In order to relieve the computation bur-
den of the central controller and fully exploit the computation
capacity of the cooperative HetNet, we develop a distributed
resource allocation algorithm to distribute computation tasks
to all the nodes including RNs and MSs.

As shown in (6f), the balance between the reuse pattern
bandwidth x; and the total resource allocated to the served
users of the n-th server under pattern-i, i.e. Y,y Yunis
is important. To address this balance, we employ the method
of multipliers and solve the problem in (6) iteratively. Let
X denote the feasible region of x determined by (6e) and )
denote the feasible region of y determined by (6d) and (6g),
ie X i={x|) ,crxi=1Lx>0,VieZ},Y :={y|Riym =
Riip. Yk € Kiyuni = OYu € Un € N,i € T).
Then the augmented Lagrangian for the problem in (6) can
be formulated as

Lpl(x’y’ L) = Z IOg(W Z Zyu,n,icu,n,i)

ueM neN i€l
+ Z Z)“n,i(]l{n € Ai}xi - Zyu,n,i)
neN ieT ueld
L1
—5 2 2 (M e A=) v
neN ieT ueld

(N

wherex € X,y € YV, A = [An;, Vn, i17 is the Lagrange
multiplier (a.k.a dual variable), and p; is the penalty coef-
ficient. Note the feasible region ) has nothing to do with
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the constraint in (6f), which is taken into account in the
above augmented Lagrangian. During the ¢-th iteration of the
method of multipliers, the variables, i.e. x, y, and A, can be
updated as

XD = argmax £, (x, y©, A0); (8a)
xeX

Yy = argmax £, (x"D |y, A1)y, (8b)
yey

+1 +1 +1
MY =20 pi(fn e AR 237,00y (80

n,i
ueld

Note the primal updates in (8a) and (8b) are solved to update
the reuse pattern bandwidth {x;, Vi} and link bandwidth
{Vu.n.i» Yu, n, i}, respectively. The primal updates, i.e. the
Reuse Pattern Bandwidth Update in (8a) and the Link Band-
width Update in (8b) can be solved easily in closed-form.
Next, we give the closed-form of the primal-dual updates
in (8). Detailed derivations can be found in Appendix 1.

A. REUSE PATTERN BANDWIDTH UPDATE
In the z-th iteration, the bandwidths of reuse patterns are
updated as

Y 1{neAi}(A§,i)i+p1 > yf,’,)n,,-) +0

p1 Y, {n e Aj} 07

xi(t+1):

€))

where 6 is chosen such that ) ;1 xftH) = 1. The central con-

troller is employed to execute this task since the update needs
information including the link bandwidths {y;t’)n, o Yu, n, i}
and dual variables {)‘5:)1 Vn, i}. Note the update has the
closed-form solution and the computation complexity is low.

B. LINK BANDWIDTH UPDATE

When updating the link bandwidths, due to the large number
of variables, i.e. {yyn,i, Vu, n, i}, it is necessary to develop
a distributed algorithm. One popular solution is to employ
the ADMM algorithm [24]. To this end, we can introduce an
auxiliary variable z and let z = y. Then the problem in (8b)
becomes

;E?)Xz Z log(W Z Z Yu,n,i * Cu,n,i)

=" ueM i€ neN
1
+ 33 0@ e A =3 )
neN i€l ueld
P1 1
=5 20 D (M e AT = T
neN ieZ ueld
(10a)
SER =W > yuni-Cuni» Yuel, (10b)
icZ neN
Ri=W>> > zumi-cuni- ¥YneN  (10c)
i€l ueld
Riym =Riyp. VkeK, (10d)
Yuni=Zuni» YuelU,neN,iel. (10e)
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Note that the variable y can be regarded as the link bandwidth
requests from users and the variable z can be regarded as
the link bandwidths decisions made by the servers in the
above problem. Based on the ADMM principle, we can
develop a distributed algorithm to solve the optimization
problem in (10). In the rest of this subsection, we just present
the update rules for the primal variables: y, z and the dual
variables: «, &€ in the j-th iteration of the ADMM. Details
about the augmented Lagrangian, the definition of the dual
variables &, &, and the corresponding derivations are outlined
in Appendix 1-B.

1) LINK BANDWIDTH REQUEST UPDATE

At the u-th user, the link bandwidth requests transmitted to
all servers under all patterns, i.e. variables {y, n i, Vn, i}, are
updated as

o o
G+ _ |:Z(/) + W cun.i- Fu,n,i - éu,n,i:| ’ (11)
0

y L= .
u,n,i u,n,i 03
where E(/) - and p3 are the Lagrange multiplier and penalty

u,n,i
coefficient associated with the constraint z, , ; = yy,pn.; in the

Jj-th iteration. Note F,(j; )n’i is defined as
; T{u<M
¥ ::%+1{M>M}

u
: (Ol;/)_M — P2 (Ru - R(MI)_M+B)) > (12)

where {ot,(!), Vk} and p, are the Lagrange multipliers and
penalty coefficient associated with the constraints in (6d) in
the j-th iteration.

u,n,i

2) LINK BANDWIDTH DECISION UPDATE

At the n-th server, the link bandwidth decisions sent to
all users under all patterns, i.e. variables {z, i, Yu, i}, are
updated as

D —p. (bg,)i —1{n>B}) - W- A(j)), (13)

n,i n,i

: — T -1 G+ . _
where the matrix P := (011" + p3I)™", the vectorz,, ; " :=
[Z(ll,n,i)’ T Z(l]],n,)i]T’ the vector bgzl,)l = [b(ll,)n,i’ T b(l]]),n,i]r

where each element of br({?i is defined in (36), and the

s

vector A,(qj?i is defined as
. . - _
AG = (= oo (RS Py~ Ra)) censs (14)
ceunill.

where ¢, ; = [c1,0,4, - -

3) DUAL VARIABLE UPDATE
At the n-th server, the dual variables are updated as

. . (i

A= - (R -RED). v a9
+1 - +1 +1 .

gl ) =D~ (zﬁ,’,,,,i) —yff,n,,-)), Vu,i.  (16)

The above iterations including the “link bandwidth request
update” in (11), the “link bandwidth decision update”
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TABLE 1. Information exchanges in Algorithm 1.

Node Available Information Received Information Transmitted Information
u-th User Cu,n,is V10,0 Yu,n,is VI, & e, VE; Eunyis Y, 8 Zun,is VN, 8 Yu,n,ir V1, L
c i, Vu,1; 1{n > B}a,_B; . . 1{n > B}a,_B; iV, 1;
n-th Server s Y {n> } n—B, Yuom.is Y, i 24, Vi {n > B}la, B’ Eu,n.iy VU,
gu,n,ivvu: 15 Zu,m,is Vu, i; An,iv Vi Ru,n,iy Yu, i; /\n,ia Vi
Central . . .
Controller Null Yu,n,is VU, Ty 85 Ay i, VN, 0 x;, Vi

in (13), and the “dual variable updates” in (15) and (16)
should be carried out in a distributed fashion until conver-
gence. With one spectrum reuse profile x*1 as the input to
the update in (8b), the solution to the problem in (10), i.e.
the converging variables y and z, serves as the link bandwidth
update y*1 in (8b). The constraints in (10) will ensure y+1
is feasible, i.e. y'+D e V.

C. DUAL UPDATE
During the ¢-th iteration, the Lagrange multipliers {A, ;, Vi}
are updated at the n-th server as

WD =00 - prn e AD =YY Ay

u,n,i
ueld
The Lagrange multipliers can be regarded as the prices in
the network. Specifically, when the available resources of
the n-th server under pattern-i are abundant, i.e. xi(tﬂ)
D oueld yff:’li), the n-th server reduces its price to encourage
its users to utilize more resources under pattern-i.

>

D. ALGORITHM SUMMARY

Compared to solving the problem in (6) by some standard
solvers, e.g. CVX [28], the distributed solution offloads the
computation tasks to neighboring nodes. Algorithm 1 sum-
marizes the steps of our proposed distributed resource allo-
cation and the corresponding information exchanges in the
HetNet are shown in Table 1. Although a distributed algo-
rithm has been developed, global information of the HetNet
is needed at each node to update the variables. However,
each server only has a limited coverage due to the finite
transmit power. This indicates that some variables in the
link bandwidths do not need to be exchanged between the
servers and the users. In fact, only the local information is
needed for Link Bandwidth Update at each node. Specifically,
we let NV, ; denote the set of servers under pattern-i whose
spectral efficiency to the u-th user is above the threshold ¢y,
ie. Nyi == {nleyni > co,¥n € N,i € I}. For the up-
th user, it only needs to update the link bandwidth requests
{Vug,n,i- Vn € NMO,,', i € 7} and send to the corresponding
servers. Accordingly, for the np-th server, it only needs to
make the link bandwidth decisions {z,, ,,i, Yit € Uy,.i, 1 € 1},
where Uy, ; := {u|Ing € Ny i,Yu € U,i € I}. Then the
updates in Algorithm 1 can be modified to updating with only
local information exchanges, which results in lower compu-
tation and communication costs. This cost reduction is espe-
cially evident when the number of RN is large. In Section V,
we will verify the performance degradation due to local infor-
mation exchanges is negligible with numerical results.
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Algorithm 1 Central Update of Reuse Bandwidths &
Distributed Update of Link Bandwidths
1: INPUT: The active reuse pattern set: Z and the cor-
responding feasible set of the reuse profiles: X :=
x| Y jerxi=1;x>0,VieI}
2: Initialization: Initialize variables: p1, p2, p3, x1, y(U,
k(l), oc(l), 8(1);

3: Initialize t = 1;

4. Repeat

5 Central Controller-Side:

6: Update the reuse pattern bandwidths x as (9);
7. Initialize j = 1;

8 Repeat

9: User-Side:

10: Update link bandwidth request y as (11);
11: Server-Side:
12: Update link bandwidth decision z as (13);
13: Update « and & as (15) and (16);

14: j=j+1

15:  Until termination criterion is satisfied;

16:  Server-Side:

17: Update Lagrange multiplier A as (17);

18: t=t+1;

19: Until termination criterion is satisfied;

20: OUTPUT: the optimal spectrum resource allocation
scheme (x®, y®).

IV. SPARSE SPECTRUM REUSE SCHEME

In Section III, we have developed one distributed resource
allocation solution to the problem in (6). However, the reuse
profile update in (9) could end up with a reuse profile with
all non-zero entries. In other words, all possible reuse patters
are activated. Recall that the total number of reuse patterns
increases exponentially with N. It is impractical to implement
the reuse profile. To circumvent this dilemma, we next dis-
cuss how to activate as few reuse patterns as possible while
still being able to achieve a satisfactory network performance.

A. UPPER BOUND ON THE NUMBER OF ACTIVE
SPECTRUM REUSE PATTERNS
Before we put forth algorithms to pursue sparse spectrum
reuse profiles, we first establish the following result to show
that the optimal network PF metric indeed can be achieved
with a sparse spectrum reuse scheme. The proof is given in
Appendix 2.

Proposition 1: There exists one optimal solution x* to the
problem in (6) where at most (M + K) out 0f(2N — 1) reuse
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patterns are active. Specifically, we can have one optimal
reuse profile satisfying the condition: ||x*||p < M + K.

When the total number of servers is large, we have
M + K « 2N — 1. Therefore, Proposition 1 indicates that
the optimal performance can be realized by a sparse spectrum
reuse. Intuitively, when a large number of servers coexist in
the HetNet, neighboring servers observe strong interference
under some particular reuse patterns. Allocating spectrum
resources to these reuse patterns will degrade the network
performance.

B. SOFT ACTIVE PATTERN IDENTIFICATION (SAPI)

In the above subsection, we have proved that the optimal PF
metric can be achieved with a sparse reuse profile. Relying on
this fact, the nonlinear column generation [29] can be invoked
to select suitable reuse patterns one by one. The column gen-
eration method is also interpreted as the Frank-Wolfe method
in [30]. Comparing with this widely used method, we are
more interested in seeking a structure as sparse as possible.
Therefore, different from the schemes in [9]-[11] and [26]
where the candidate pattern set was expanded iteratively,
we incorporate the sparsity constraint into the reuse pattern
bandwidth update in (8a). Then the optimization problem
in (6) becomes the following non-convex one:

maxf(y) = Y  log(Ry) (18a)
i ueM
s.t. (Bb) — (6g). Ixllo < D, (18b)

where D represents an upper bound on the number of active
spectrum reuse patterns. Due to Proposition 1, it can be seen
that the solution to the problem in (18) indeed achieves the
optimal network performance in (6) when D > M + K.

The Lagrangian for the problem in (18) can be expressed
as in (19), as shown at the bottom of this page, where x €
X,y € Y, and k > 0 is the Lagrange multiplier associated
with the sparsity constraint in (18b). During the #-th iteration,
similar to the updates in (8), we have the following iterative
ADMM updates:

x(t+l) = arg ma‘i‘( ‘C_,Ol (x’y(t), ),(t), K(t)), (20a)
xXe

SO+ = arg max Ly (D y 3OOy, (200)
ye

K(H‘i) =« — 8 - (D = |Ixllo); 1 ! 00

)LST ) — )»i,t), —p1(1{n € Ai}xz'(t+ = Zyi‘t’:’i))’ (200

ueld

where §, denotes the step size in updating «.

Due to the £p-norm in (19), the maximization with respect
to x in (20a) is non-convex. A common alternative is to
utilize the £1-norm as a proxy for the £( sparsity count and
solve the resulting convex problem with the LASSO [31].
However, LASSO does not work here due to the fact that
[lx]l1 = 1 according to the constraint in (6¢). To circumvent
this dilemma, we employ the re-weighted ¢;-norm algo-
rithm [25]. This algorithm gives each element a positive
weight first and then relaxes the fp-norm to the weighted
£1-norm to make the problem convex again. The re-weighted
£1-norm algorithm relax the £p-norm in (20a) and updates the
weights iteratively till convergence. Specifically, in the ¢-th
iteration, the £p-norm of the reuse profile is approximated by
Ziez wl@ - x; and the Lagrangian in (19) becomes the one
in (21), as shown at the bottom of this page, where wgt) is the
weight associated with the pattern-i in the ¢-th iteration. It is
determined by

W ="+l vieT, (22)

where € is a small constant to prevent the weights from going
to infinity. The introduction of sparsity constraint in (18b)
does not affect the updates in (20b) and (20d). The modified
primal-dual updates in (20a) and (20c) are given as follows.
Appendix 3 has the derivation outlines.

1) PRIMAL UPDATE IN (20a)

The reuse pattern bandwidths in the ¢-th iteration are updated
as follows.

xi(z+l)
Y 1€ AN+ o1 0 ) =k Owi + 6
p1Y., 1n e A} 0’

(23)
(+D _ g

where 6 is chosen to ensure ) ;.7 x;

2) DUAL UPDATE IN (20¢)
The Lagrange multiplier « in the #-th iteration is updated as

+1) _ (+1)  @+1)
kD = [K@ — 8- (D =Y Wi )]O. (24)
i€
Note it is important to choose an appropriate §, in updating
k as explained in Appendix 3.

Epl (x,y, A k)= Z IOg(W Z ZYLt,n,iCu,n,i) + Z Z)\n,i(]l{n € Ai}xi - ZYM,n,i)

ue M neN i€l ne/lgf ieZ ueld
1
=5 2 D (e A} xi= ) yuni 6 (D= lixllo) (19)
neN ieZ ueld

Loy ko)=Y logW > > yunicund + Y > dni(lin € Adxi = yuni)

ue M neN ieT neN i€l

ueld

01
—5 2 2 W A xi= Y v’ H i@ =3 ow ) @D
neN ieZ ueld ieZ
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Compared to the hard pattern selection rules in [9]-[11]
and [26], our sparse reuse scheme tends to select patterns in
a soft manner. The Soft Active Pattern Identification (SAPI)
is summarized in Algorithm 2. In particular, we substitute the
update rule of x in (23) for the update in Step 6 of Algorithm 1.
Next, given the updated reuse profile x*+1, the sparse spec-
trum reuse scheme in Algorithm 2 borrows Steps 7-17 from
Algorithm 1 to update the remaining variables y and z. The
main complexity of both Algorithm 1 and Algorithm 2 lies in
updating variables y and z as in (11) and (13). Specifically,
in the j-th iteration, updating y leads to the complexity of
ON2N log(S)) and updating z leads to the complexity of
owN log(S)), where log(S) denotes the complexity of the
bisection method which is utilized to find RE,’H) and INQ,({H).
Unlike the hard pattern selection methods, SAPI is able
to find a sparse spectrum reuse scheme with controllable
sparsity.

Algorithm 2 Soft Active Pattern Identification (SAPI)

1: Initialization: Initialize variables: p1, 02, 03, x), y(l),
x(l), a(l), :;-(1)’ K(l)’ 8., and €;
Initialize t = 1;
Repeat
Central Controller-Side:
Update the reuse pattern bandwidths x as (23);
Update the weights w as (22);
Update the Lagrange multiplier « as (24);
Run Step 7-17 in Algorithm 1 with input Z and the
updated reuse profile x*1;
9. t=t+1;
10: Until termination criterion is satisfied;
11: OUTPUT: the sparse reuse profile and the corresponding
link bandwidths (x®, y®).

A i

V. NUMERICAL RESULTS

In this section, our proposed algorithms are tested by
simulating HetNets with the following configured system
parameters:

o Transmission power of each BS (RN) is 46dBm
(30dBm) [32];

« One BS is placed at the center of a square specified by
[0, 1000lm %[0, 1000]m. A number of RNs and MSs are
uniformly dropped in this square. All nodes are equipped
with a single antenna for transmission and reception;

o System bandwidth is 20MHz and the noise PSD is
—174dBm/Hz;

« Distance-dependent path-losses of the channels from
BSs to RNs (—201og;( Ign.ul, n < B, u > M) and from
BS/RNs to MSs (—201log;q |8nul, # < M) are mod-
eled as: 23.5logy( d + 34.5(dB) and 35.7log o dyn +
33.4(dB) respectively, where d,, represents the distance
in meters [32];

o Three simulated HetNet scenarios:

— Case 1: 1 BS, 3 RNs, and 30 MSs;

VOLUME 6, 2018

— Case 2: 1 BS, 5 RNs, and 30 MSs;
— Case 3: 2 BSs, 3 RNs, and 30 MSs;
o The network performance is measured by the geometric
mean (GM) rate of the served MSs. Specifically, the GM
rate is defined as (] [,.c R)VM,

A. CONVERGENCE OF ALGORITHM 1

The convergence behavior of Algorithm 1 is plotted in Fig. 2
for three different simulation scenarios. Due to the fact that
the equality constraints in (6f) are not satisfied at the begin-
ning, the initial GM rates are actually not feasible. We also
plot the convergence behavior of Algorithm 1 with local
information exchanges as well. The standard solver CVX is
employed to obtain the optimal performance considering all
possible reuse patterns. From Fig. 2, we see Algorithm 1 with
either global or local information exchanges converges fast
within dozens of iterations. As mentioned in Section III-D,
the amount of variables that need to be exchanged among
neighboring nodes can be reduced with local information
exchanges as illustrated in Table 2. In Fig. 2(b), we com-
pare the number of variables that need to be exchanged
between the global information exchange scheme and the
local information exchange one. It is clear that Algorithm 1

- = Optimal Performance: Case 1
- = Optimal Performance: Case 2
- = Optimal Performance: Case 3
——Alg. 1 (Global Information): Case 1| -
——Alg. 1 (Global Information): Case 2
——Alg. 1 (Global Information): Case 3
% Alg. 1 (Local Information): Case 1

% Alg. 1 (Local Information): Case 2

% Alg. 1 (Local Information): Case 3 |

Geometric Mean Rate (Mbps)

10 20 30 40 50 60 70 80 90 100
Iteration Index: t

(a)

T T
[TJAlg. 1 (Global Information)
—— |IEMAIg. 1 (Local Information)

03,

# Variables Exchanged in HetNet

102 . . .
Case 1 Case 2 Case 3

(b)

FIGURE 2. Optimal Performance: Solution to the problem in (6) with the
CVX solver; Alg. 1 (Global Information): Solution to the problem in (6)
obtained from Algorithm 1 with global information exchange scheme;
Alg. 1 (Local Information): Solution to the problem in (6) obtained from
Algorithm 1 with local information exchange scheme (¢, is set to
0.5bits/s/Hz as described in Section 11I-D). (a) Convergence behavior of
Algorithm 1. (b) Global vs. Local information exchanges.
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TABLE 2. Comparisons between two information exchange schemes.

Node Global Information Exchanges Local Information Exchanges
u-th User yu,n,ivvn:i yu,n,iyvn e-/\/u,iai
1{n > B}an_B; &un,is YU & Zu,n,i, V4, i 1{n > B}an_B;&un,i Vu € Un i, i;
n-th Server n > Su,myis VL fuyn, s 5 4y n > Su,n,is (AR
n,i,VZ Zu,n,ivvu eu’n,iyl; /\n,i7VZ
Central . .
Controller 3, Vi @3, Vi

The Spectra Allocated to Each Server

The Spectra Allocated to Each Server

The Spectra Allocated to Each Server

RNS
RN4
RN3
RN2
RN1
BS1

0 2 4 6 8 10 12 14 16 18 20 0 2 4 6 8
Spectrum Reuse Scheme

1000

Spectrum Reuse Scheme

RNS
RN4
RN3
RN2
RN1
BS1
12 14 18 18 20 0 2 4 6 8 10 12 14 16 18 20
Spectrum Reuse Scheme

500

0

1000

500

User Association

(a)

— 0 0
0 100 200 300 400 500 600 700 800 900 1000 o 100 200 300 400 500 600 700 800 900 1000 o 100 200 300 400 500 600 700 800 900 1000
User Association

User Association

(©)

FIGURE 3. Solid color indicates that the particular spectrum is occupied by the corresponding server. The line connecting two nodes
indicates a served communication link. Solid line (Dashed Line) represents the direct or backhaul link (Access Link). All the results are
simulated with the HetNet in Case 2. (a) Solution-1: GM = 6.2706Mbps. (b) Solution-2: GM = 6.2294Mbps. (c) Solution-3: GM = 6.1401Mbps.

with local information exchanges reduces the communication
overheads, which is especially evident for a large network.

B. SPARSE SPECTRUM REUSE STRATEGY

To show the effects of the sparsity condition in (18b), we
test Algorithm 1 and Algorithm 2 by simulating the HetNet
in Case 2. In Fig. 3(a), without enforcing the sparsity con-
straint, we see that the number of active reuse patterns in the
optimal reuse strategy (Solution-1) is 15. In Fig. 3(b) and
Fig. 3(c), after introducing the sparsity constraint in (18b),
we simulate the HetNet with D = 10 and D = 7, respectively.
From these figures, we see the performance degradation is
negligible even though only a small number of reuse patterns
are activated. Fig. 3 also indicates that the number of active
reuse patterns, i.e. the sparsity in the reuse profile, can be well
controlled with our proposed SAPI.

Fig. 4 shows that the numbers of active reuse patterns in
Solution-2 and Solution-3 through SAPI are much smaller
than that in Solution-1. This verifies that Algorithm 2 can
obtain a sparser reuse profile than Algorithm 1 and the

- = Alg. 1 1
60 —SAPI (D=10)
........ SAPI (D=7)

w IN o
S =) S

# Active Reuse Patterns

N
S

! ! ;
10 20 30 40 50 60 70 80 20
Iteration Index: t

FIGURE 4. Alg. 1: Solution obtained from Algorithm 1; SAPI (D = 10):
Solution obtained from Algorithm 2 with D = 10; SAPI (D = 7): Solution
obtained from Algorithm 2 with D = 7. All the results are simulated with
the HetNet in Case 2.
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pattern selection is accelerated with the re-weighted £1-norm
algorithm. This is due to that, as the number of active spec-
trum reuse patterns does not satisfy the sparsity constraint,
the Lagrange multiplier « in (24) grows up. A large nonnega-
tive « will amplify the difference between the weights of any
two reuse patterns as in (23). Due to the feasible region X,
the amplified difference among all feasible reuse patterns will
drive some small elements in x to zero and the number of
active reuse patterns gets further reduced. This also testifies
the re-weighting technique can accelerate the selection of the
active reuse patterns [33].

C. COMPARISONS OF ACTIVE PATTERN

IDENTIFICATION SCHEMES

In Fig. 5, we simulate the HetNet in Case 3. In particular,
we solve the problem in (18) with two different active pattern
identification schemes, i.e. the hard pattern selection method
proposed by Kuang et al. [11] and the SAPI with different
values of D. Note the hard pattern selection method has

7.8
n
876}
s
L
£ T74F
c
5]
o
=72
2
g
5 T
@
(O]

—@—Kuang Method
6.8 ~¥-SAPI
- - 0D
$ =-==Optimal Performance|
6.6 . . . . T
2 4 6 8 10 12

Upper bound of # Active Reuse Patterns: D

FIGURE 5. Kuang Method: Solution with the hard active pattern
identification scheme proposed in [11]; SAPI: Solution with Algorithm 2;
OD: Solution with the reuse strategy proposed in [34]; Optimal
Performance: Solution to the problem in (6) with the CVX solver. All the
results are simulated with the HetNet in Case 3.
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been briefed at the beginning of Section IV-B. A similar
method was also adopted in our prior work in [26], which
can be regarded as the state of the art. In Fig. 5, we plot
the corresponding GM rates of the MSs and we can see the
achieved GM rates with either active pattern identification
scheme converge to the optimal performance when D = 13.
However, the SAPI performs better than the method proposed
in [11] when D is less than 13. Note that Proposition 1 tells
that the number of needed active reuse patterns is bounded
by M + K = 33. From Fig. 5 we see 9 active patterns
are sufficient to approach the optimal network performance.
Furthermore, we also plot the GM rate obtained by the
method in [34], where the set Z only contains four reuse
patterns, i.e. [1,0,0,0,0]7, [0,1,0,0,0]”, [1,1,0,0,0]”,
and [0, 0, 1, 1, 177, and serves as the input in Algorithm 1.
Clearly, the simple reuse strategy in [34] cannot benefit from
the full potentials of RNs.

VI. CONCLUSIONS

In this paper, we have studied the optimal spectrum reuse
strategy in a HetNet with in-band RNs. We have proposed a
distributed resource allocation algorithm to fully exploit the
computing capacities of different nodes in the cooperative
HetNet. To reduce the communication and computation cost
further, we have also refined the resource allocation algorithm
by only exchanging the local information among neighboring
nodes. Although the number of all feasible reuse patterns
increases exponentially with the total number of BSs and
RNs, we have proved that the optimal network performance
can be achieved by a sparse spectrum reuse strategy. Basing
on this observation, we have also put forth one active pattern
identification schemes, i.e the SAPI. In particular, the SAPI
is based on the re-weighted ¢;-norm algorithm and is able
to identify the active reuse patterns in a soft manner with
fewer iterations. Numerical results corroborate our designs
and demonstrate our proposed spectrum reuse strategies can
achieve better performances than the other existing reuse
schemes for HetNets with RNs.

APPENDIX 1

REUSE PATTERN BANDWIDTH UPDATE & DISTRIBUTED
LINK BANDWIDTH UPDATE

A. REUSE PATTERN BANDWIDTH UPDATE

In order to obtain the updated reuse pattern bandwidths in
the z-th iteration, we need to solve the optimization problem

in (8a). The Lagrangian for the problem is formulated as

E,Ol (xa y(t), A'(t)v IL’ 9)

= Z log(W Z Zy(,f)n iCu,n, i)

ueM neN ieZ
+00 =D+ DY A e A = y0 )
ieZ neN ieT ueld
+ Zﬂi C X — Z Z(]l{n € Aitxi — Zy,(f),, ,)
ieZ neN ieT ueld
where 0 and u := [u;, Vi]" are the Lagrange multipliers.

Since the gradient of Lagrangian should vanish at the optimal
primal and dual points, we have

0
A
0+ pi— mzﬂ{neA}<xz oW - :l‘>=0. (25)

neN ueld
Then, the optimal reuse profile is derived as

(t+1) Zn]l{ne ‘Al}()‘(l) +'OIZ yun l)+9+l‘L’
X; =
P1 Z 1{ne Al}

Due to the complementary slackness, i.e. ;- x; =0,Vi € Z,
the reuse profile can be updated as:

Lo+ _ | L Line A+ Xy vin ) +0 (26)

! p1 Y, 1{n e A;} 0,

B. LINK BANDWIDTH UPDATE

According to the ADMM principle, the augmented
Lagrangian for the optimization problem in (10) is given
in (27), as shown at the bottom of this page, where a :=
[oex, VKT and & = 1[&ni Yu,n, i]T are the Lagrange multi-
pliers, p := [p1, p2, p3]7 isthe penalty parameter vector. The

ADMM solves the problem in (10) by iteratively performing
the following four steps in each iteration j:

yUtD = arg max Lp(y, 27, xFD A0
y=

where 6 is chosen to ensure ) ;7 x(Hl) L.

a(i), E(j))» (28)

I = argmax £,0970, 2. xHD A0, o0, £0), (29)

i+1 1 1

o™ = ol — pp®RIT) -RUT)), vkeK,  (30)

+1 +1 +1 +1) .
Ebslnl):aynz)_p(gnl)_y(ulnt) Yu, n, i. 3D

The Lagrangian for the optimization in (28) is
given in (32), as shown at the top of the next page,

Lo,z x D A 0 8) = 3" 1ogW Y Y yumi und) + ) @k - (Reym — Rirn)

ue M ieT neN

ne/\/' i€Z

kelC ueld neN ieT

kel
+ Z Z)‘(t) (I{n € A} - X(H_l) Z Zun,i) — pl Z Z (]l{n e A} - X(H_l) Zzun l)
ueld nEN ieZ ueld
(Ri+m — Rk+B) + Eu n, t(Zu n,i — Yu,n, i) — p3 (Zu n,i — Yu,n, l)
£ IO
ueu neN ieZ

(27)
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‘C(yv z(j)a A'(t)’ “(i)v g(])) = Z lOg (W Z Z yu,n,icu,n,i) - % Z Z Z(Zl(j,)n,i - yu,n,i)2

ue M i€Z neN

ueld neN ieT

P2 =
+ 3 (wRerms = SR = REp?) = 3 3 Y i = Bunilnss 32)

kelC

ueld neN ieT

where B := [Bu.n.i, Yu, 1, iT > 0is the Lagrange multiplier.
By setting the gradient of the above Lagrangian with respect
to y to zero, the update rule to y can be obtained as:

) )

. . W-cyni-T)° . — F

W0 _ [ Wi D, } e
P3 0

where B has been dropped due to the complementary
slackness and F,(A{ )n’ ; 1s defined as

r®

u,n,i

:]l{ufM}~Ri+]l{u>M}

u
(@ = 2R =R ). (34)
The optimization problem in (29) does not have any con-

straints. By setting the gradient with respect to z to zero,
we can have

I = (o 11" 4 )" (bi('ll)t —{n>B}-W- A’({)’)

n,i

where
G+ ._ 1 G+D G+DqT
Zni T [Zl,n,i""’ U,n,i] ]
(/) X)) o 7T
bn,i T [bl,n,i’ ""bU,n,i] ’

and A,({,)i is defined as

. . o
AV =i (@ y— 2RI —RD), (39

where ¢, ; := [c1.n.i» -+ » cu.nil! . Note each element of b,(f?i
is defined as
i +1 +1 i
bz(Al,)n,i = _)‘;(f,)i +pilin € A + p3y18,n,i) + 5;/,31,1*
(36)
APPENDIX 2

PROOF FOR PROPOSITION 1

Assume one particular optimal solution: x and y. Define
auxiliary variables 1, ,; and decompose each element of y
as Yuni = X+ Tuni- The user data rates in (6b) can be
rewritten as R, = W D, % D, Tuni - Cun,i» Yu. Let RL =
w Zn Tu.ni-Cun.i be the data rate of the u-th user under reuse
pattern-i. The data rates of the M MSs can be expressed as
follows:

R=I[R', -, R" I, (37)

where R’ := R, ... Rf‘l]T and R := [Ry, ..., Ry/]. Addition-
ally, according to the constraints in (6d), the optimal reuse
profile x needs to satisfy the following constraints:

> xi (Z et Mo iCht Mo — Y Tu,k+B,iCu,k+B,i> =0.
i

n u

67092

Define ®} and W} as @ := W ", timni- Ckpmonis V) =
w Zu Tuk+B.i * Cuk+B.i» kK € K. The above constraints can be
rewritten as the following form:

[cbl R A —\IﬂN*l]xzo, (38)

where @ = [®), ., ®L]" and W' = [Wi . Wil
Combining (37) and (38), the following equation is obtained,

[sl,... ,SZN’I]x - [ﬂ =, (39)

where ' = [(R)HT, (®)T — (¥)T]T. Denote the set of
{S}icr asP. According to (6e), the vector S lies in the convex
hull of P, i.e. conv(P). Since the dimension of the vector S is
(M +K), from the Carathéodory’s Theorem [30], the vector S
must lie in the convex hull of a set of (M + K + 1) affinely
independent points. Let P’ denote the set of these points and
the convex hull of P/, i.e. conv(P’), is an (M + K)-simplex.

Note the objective function in (6) is concave with respect
to S. One optimal solution can be found on the face of the
(M + K)-simplex due to the Pareto optimality. Therefore,
the optimal solution $* can be represented by a convex com-
bination of at most (M + K) points in P. In other words,
there exists another reuse profile x* satisfying the following
conditions:

S — [Sl’m ’SZN—l]x* _ [IB*}

Ie*lo <M +K, Y xf=1, x>0, Vi
i€l

APPENDIX 3

SOFT ACTIVE PATTERN IDENTIFICATION

After employing the re-weighted £;-norm algorithm,
the primal-dual updates in (20a) and (20c) in the ¢-th iteration
are modified as:

xTD = argmax £, (x, y©, A, 0y, (40a)
xeX

=k =5 (D=Y WiV 1{*D) (40
ieT

where §, is the step size in updating «. Similar to the

derivations in (25) - (26) in Appendix 1-A, we can have the

following closed-form update for (40a):

xi(z+1)

_ [Zn L € AJGL + o1 50 ) = KO + 9}

K(t+l)

)

0
(41)

P12, {n e Aj}

(+) _ 4

where 6 is chosen such that ) ;7 x;
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The update for the Lagrange multiplier ¥ does not have
a closed-form solution. It is thus updated with the gradient
descent method. As discussed in [30], the size of the step
size &, affects the converge behavior towards the optimum.
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