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ABSTRACT Blockchain technology rapidly gained popularity based on its open and decentralized operation.
Consensus protocol is the core mechanism of a blockchain network that securely maintains the distributed
ledger from possible attacks from adversaries. Proof-of-work (PoW) is a commonly used consensus protocol
that requires a significant amount of computation to find a new valid block. As the application-specific
integrated circuits (ASICs) that are specially designed for PoW computation begin to dominate blockchain
consensus operation, the decentralized nature of blockchain networks is being threatened. Many PoW
mechanisms are being proposed to disincentivize the use of ASICs in the consensus operation. Employing
multiple hash functions in the PoW computation (i.e., multi-hash PoW) is one of the commonly adopted
approaches to achieve such ASIC-resistance. In this paper, we experimentally evaluate the level of ASIC-
resistance of the multi-hash PoW mechanisms. We assess the level of ASIC-resistance based on the
performance gap between ASICs and general-purpose computing platforms. Contrary to the expectation
of the multi-hash PoW mechanisms, our results reveal that ASIC-resistance of these PoW mechanisms is
not strong enough to prevent ASIC-based mining. Most of them show similar levels of ASIC-resistance as
those of PoW mechanisms that are already defeated by ASIC-based systems.

INDEX TERMS ASIC, blockchain, consensus, FPGA, hash, proof-of-work.

I. INTRODUCTION
Blockchain provides a mechanism to maintain an immutable
public record of transactions (ledger) without central authori-
ties [1]–[3]. Blockchain consists of a series of records, called
blocks, that are connected using cryptography. Each block
contains transactions that are based on digital currency cir-
culated in the blockchain network, called cryptocurrency.
The first incarnation of a blockchain network is Bitcoin [4],
which was proposed in 2008 and made public in 2009.
Since then, many blockchain networks have been created and
draw tremendous attention. As of September 2018, about
2,000 cryptocurrencies are being traded in the market, and
the total market size is more than 200 billion US dollars.1

Beyond the basic blockchain protocol of Bitcoin, new gener-
ations of protocols brought new features and improved the
performance and practicality of blockchain networks. For
example, Ethereum [5] supports the execution of a program
recorded in the blockchain. This feature enables an automated
execution of transactions, called smart contracts. Blockchain

1https://coinmarketcap.com/

technology is expected to bring revolutionary changes in
business operations, and many companies began to prepare
for the blockchain era [6]–[8].

The key to the decentralized operation between indepen-
dent nodes in a peer-to-peer network is blockchain’s consen-
sus mechanism. Only a new block that is accepted by the
consensus protocol can be appended to the blockchain. A con-
sensusmechanism should be able to draw amutual agreement
between nodes, even in the presence of selfish or malicious
nodes.

Proof-of-Work (PoW) is one of the most widely-adopted
consensus mechanisms. PoW requires a significant amount
of computation effort to find a block that meets the consensus
protocol. Due to its resemblance to digging for gold in amine,
this process is calledmining. When a new valid block is found
and appended to the blockchain, the miner who found the
block can collect the predefined rewards or transaction fees.

Any participant can join the mining process using its
own computing resource. If an adversary wants to disrupt
the consensus operation by breaking the PoW protocol, he
needs to possess computing power larger than the aggregated
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computing power of other mining participants (commonly
known as the 51% attack). The rationale behind the PoW
consensus protocol is that there is no economic incen-
tive to perform such an attack on the blockchain network.
However, such a belief is challenged by the introduction
of mining systems based on application-specific integrated
circuits (ASICs).

ASICs that are designed for the PoW computations deliver
much higher performance than general-purpose computing
systems, such as CPUs (central processing units) or GPUs
(graphics processing units) [9]. The biased computing power
threats the decentralized nature of blockchain networks [10].
The aggregated hashrate of the Bitcoin network has dramat-
ically inflated (Fig. 1) by ASIC-based mining, and partici-
pating in Bitcoin mining using a general-purpose computing
system is not profitable. ASIC-based mining created a high
barrier to entry for the general public because they have to
invest in special equipment to participate in the mining pro-
cess. The entities who are capable of investing in and main-
taining a large volume of ASIC systems could take control
of the blockchain network. Therefore, ASIC-based mining is
more vulnerable to the 51% attack. If all PoW computation
has to be done using a general-purpose computing platform,
it is more expensive to occupy the majority of the computing
platforms that can join the mining process. On the other hand,
if mining is done using specially-manufactured systems only,
an attacker only needs to occupy the majority of the special-
ized systems, which is a much smaller domain than the group
of all general-purpose computing systems. As of Septem-
ber 2018, Bitcoinmining pools BTC.com andAntpool, which
are operated by the same company that manufactures ASIC
miners, account for more than 30% of the total computing
power (hashrate) in the Bitcoin network [11]. ASIC-based
mining systems that are monopolized by a specific manufac-
turer have another vulnerability. Bitmain shipped their ASIC
mining hardware with a backdoor program installed, which
allows the company to remotely control a large portion of the
hashing power in the network [12].

FIGURE 1. Aggregated hashrate of the bitcoin network.

In order to discourage the use of ASIC-based sys-
tems for mining, many PoW consensus protocols were
introduced to achieve ASIC-resistance. In principle, there
is no fundamental difference between a general-purpose

computing platform and an ASIC. A part of the general-
purpose system might include a dedicated module to acceler-
ate a commonly-used function (e.g., Secure hash algorithms
(SHA) modules in modern CPUs), and an ASIC may also
use a programmable design (e.g., a microcontroller module
that runs firmware). Because it is impossible to completely
prevent the use of specially-designed hardware for mining,
PoW protocols target ASIC-resistance, not ASIC-proof. The
goal of an ASIC-resistant PoW algorithm is reducing the
profitability of ASIC-based mining. Therefore, it is crucial
to quantitatively study the degree of ASIC-resistance before
adopting a PoW mechanism as the consensus protocol of
a blockchain network. In fact, many PoW mechanisms that
claimed ASIC-resistance turns out to have very little resis-
tance to ASIC-based mining, and some of the blockchain
networks that rely on suchmechanisms are already dominated
by ASIC-based mining.

In this work, we evaluate ASIC-resistance of a class of
consensus protocol that use multiple hash functions in their
PoW computation (multi-hash PoW). One way to achieve
ASIC-resistance is making the initial cost for building an
ASIC higher than expected profit. However, this property
is difficult to maintain in a long-term especially if the
blockchain network expands and the obtainable profit from
mining grows. We focus on ASIC-resistance achieved by
the performance gap between ASICs and general-purpose
computing platforms. A PoW algorithm is resistant to ASICs
if it is challenging to design a specialized hardware design
that has a significant performance advantage over CPUs and
GPUs. This performance gap would determine the ASIC-
resistance over an extended period. We implement a multi-
hash PoW computing platform on Field-Programmable Gate
Array (FPGA) to estimate the expected performance of the
PoWmechanisms on ASICs. Unfortunately, the evaluation in
this work reveals that multi-hash PoW algorithms have very
little ASIC-resistance in terms of the performance gap.

The rest of this paper is organized as follows: Section II
introduces blockchain consensus protocols that are widely
used in many blockchain networks. Section III explains the
multi-hash PoW consensus mechanisms that are evaluated in
this work. Section IV describes the setup for the experiment
to evaluate ASIC-resistance. Section V shows the ASIC-
resistance evaluation results and discusses the results. Finally,
Section VI concludes of the paper.

II. BLOCKCHAIN CONSENSUS MECHANISMS
In a public blockchain network, no single entity solely holds
the authority to verify the validity of transactions. An adver-
sary may forge a chain of blocks with false transactions and
propagate the false blockchain to the network. Blockchain
networks employ consensus mechanisms that discourage the
attempts to forge a false blockchain.

A. PROOF-OF-WORK CONSENSUS
Although there are differences in PoW mechanisms adopted
by blockchain networks, we briefly explain Bitcoin’s
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FIGURE 2. Illustration of Bitcoin’s blockchain structure. (a) Block header.
(b) Longest branch selection.

blockchain structure and PoW mechanism to discuss the
basics of the PoW consensus protocol. Each block in Bit-
coin’s blockchain consists of the block header and trans-
actions (TXs) included in the block (Fig. 2). A block
header contains the hash value of the previous block header,
the Merkle root of the transactions, and a nonce field. The
previous hash value in the header makes sure the chain is not
mutable after a block is included in the blockchain, and the
Merkle root summarizes the transactions in the current block.
The nonce field contains a random value that alters the hash
value of the block header without the need for changing other
fields.

Bitcoin consensus protocol requires the hash value of the
block header to be smaller than a certain threshold, deter-
mined by the difficulty value. The difficulty value is dynam-
ically adjusted by the network depending on the network’s
aggregated hashrate. Bitcoin uses double SHA-256 (or
SHA256d) as its hash function, which applies the SHA-2 hash
function twice (i.e., SHA256d(x) = SHA256(SHA256(x)))
on the block header. The mining process is essentially finding
a nonce value that makes the hash value to meet the condi-
tion.2 Because the hash function is not invertible, the only fea-
sible solution to find a valid block is a brute-force search that
computes many instances of PoW computations (i.e., hash
function computations) with different nonce values. Since the
output of the hash function is uniformly distributed, the prob-
ability of finding a block with a nonce value that satisfies the
condition is proportional to the devoted computing power.

Each node in the blockchain network selects the longest
blockchain branch as the valid chain (Fig. 2b). Under
this rule, if an attacker wants to forge a false blockchain,
the attacker should present a blockchain to the network that is
longer than the genuine one. Forging such a false blockchain
would require a larger amount of PoW computations than

2A miner may change the hash value of the block header by producing a
block with different sequence of transactions, but it is computationally more
expensive.

the total sum of the computing power of the miners who are
currently participating in the mining process.

The security of the PoW consensus protocol lies in the
belief that there is no financial incentive to occupy the major-
ity of the computing hardware and spend electrical energy to
attack the blockchain. However, ASIC designs for blockchain
mining introduce a great threat to this belief. The PoW com-
putation requires massive computing power, but the computa-
tion is limited to specific types of calculations, usually hash
functions. When compared to a general-purpose computing
system, such as a CPU or a GPU, an ASIC-based system
can deliver unparalleled performance and energy efficiency
for the designated computation task. For example, an ASIC-
basedmining platform for Bitcoin [13] can perform 13 trillion
PoW computations per second while consuming 1310 W of
power, whereas a GPU-based mining platform with NVIDIA
GeForce GTX 1080 ti achieves only 1.5 billion PoW sompu-
tations per second with 250W of power consumption. Manu-
facturing an ASIC requires a considerable investment, but the
majority portion of the manufacturing cost is non-recurring
engineering (NRE) cost that gets amortized if the production
volume increases. As the Bitcoin network grows, more and
more ASIC-based mining systems are introduced, and the
economic benefit of participating in the mining process is
not sustainable unless the miner uses ASIC-based mining
systems.

Many ASIC-resistant PoW mechanisms are introduced to
avoid the same consequences of the Bitcoin mining process.
The common types of ASIC-resistant PoW algorithms can be
classified as follows.

1) Multi-hash PoW:Unlike the Bitcoin’s PoW algorithm
that uses only one type of hash function, PoW algo-
rithms in this class employ multiple hash functions
to compute the valid condition of the block. Those
hash functions are applied to the block’s header in a
particular sequence. The sequence of hash functions
is either fixed or dynamically determined per each
block. Many variations of multi-hash PoW algorithms
are created, such as X11 [14], X14 [15], X17 [16],
X11EVO [17], X16S [18], X16R [19], Quark [20], and
TimeTravel [21].

2) Memory-hard PoW: Although ASICs provide much
higher computation efficiency than general-purpose
computing platforms, ASICs are also limited by exter-
nal data bandwidth similar to general-purpose com-
puting platforms. Memory-hard PoW algorithms, such
as Ethereum’s Ethash [5], Scrypt [22], and Crypt-
Night [23], focus on this aspect to provide ASIC-
resistance. A memory-hard PoW computation requires
to fetch random pieces of data out of a large dataset.
The size of the entire dataset is large enough to make
it difficult to design an ASIC that stores the entire
dataset in on-chipmemory. For example, Ethash’s DAG
dataset is larger than several gigabytes and continu-
ously increase its size. The location of the data that
has to be fetched per each PoW computation with
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different nonce is determined during the computation,
which means it is not feasible to prefetch the required
data or group multiple nonces that access the same
location of the dataset. Therefore, the effective hashrate
would be limited by the available off-chip data band-
width of the platform.
Currently, memory-hard algorithms have stronger
ASIC-resistance than Bitcoin’s SHA256d as our anal-
ysis in Sec. IV-C shows. However, ASIC systems
that target such memory-hard PoW algorithms are
also eventually released to the market (e.g., Antminer
E3 for Ethash andAntminer L3+ for Scrypt).Moreover,
emerging transistor technologies, such as 3D stacking
[24] would mitigate the performance bottleneck for
memory-hard PoW systems. The ASIC-resistance of
memory-hard PoW algorithms has to be tested with
such emerging technologies as they get approachable
to low-cost ASIC systems.

3) Programmatic PoW: One of the new directions for
PoW mechanisms to be ASIC-resistant is increas-
ing the diversity of the computations. For example,
a large pool of mathematical functions [25] or a
randomly-generated program can be a part of the com-
putation [26], [27]. It would be impractical to build
specialized hardware modules that target each of the
possible computation tasks. This type of PoW mecha-
nisms are not realized in a practical blockchain network
yet, but they are actively being developed. However,
it is still possible to build specialized hardware with a
large array of small, yet efficient programmable cores
to increase the computation efficiency over existing
general-purpose computing platforms.

In this work, we focus on evaluating the ASIC-resistance
of a wide range of multi-hash PoW mechanisms. Although
multi-hash PoW algorithms claim ASIC-resistance, some of
them are already defeated by ASIC systems. For the remain-
ing multi-hash PoW algorithms, it has not been shown that
whether they are truly resistant to ASICs or ASIC systems
are not introduced yet merely because the blockchain net-
work is not large enough to invest in the ASIC development.
Unfortunately, the evaluation in this work reveals that the
ASIC-resistance of the multi-hash algorithms does not have
an apparent difference with other PoW mechanisms that are
already defeated by ASIC. Our evaluation results mean that a
stronger ASIC-resistant mechanism is required to effectively
deter ASIC-based mining.

B. PROOF-OF-STAKE CONSENSUS
It is often criticized that PoW mechanisms waste massive
electrical energy for wasteful computation. An alternative to
PoW consensus protocol is Proof-of-Stake (PoS) consensus
mechanism [28]. In PoS, a person who possesses a larger
amount of cryptocurrency gets a higher chance of obtaining
the right to create the next block. This process is called
minting compared to mining in PoW. Unlike PoW, where a

miner obtains such right through a massive amount of com-
putation, PoS consensus protocol requires little computation
effort. However, PoS introduces new possible vulnerabilities
to blockchain protocols, such as Nothing at Stake Problem
and Bribe Attack [28], [29]. Nothing at Stake Problem arises
because there is no additional cost to participate in the mint-
ing of multiple different branches. Bribe Attack might nullify
a committed transaction in the main branch by encouraging
other minters to mint on a false branch using a relatively small
amount of rewards (i.e., bribe). Several mitigation approaches
were introduced to prevent such attacks on PoS [30], [31];
however, the security of PoS-based blockchain networks has
to be tested in a longer term.

C. OTHER CONSENSUS MECHANISMS
Although not as popular as PoS or PoW, other types of
consensus protocols have been proposed for blockchain net-
works. Practical Byzantine Fault Tolerance (PBFT) is a
replication-based consensus protocol between known parties
that can tolerate the Byzantine failure of up to 1/3 of the
parties [32]. Proof-of-Human-Work requires the involvement
of human action, by requiring a solution of a puzzle as the
proof of work [33]. The puzzle is designed to be human-
efficient, but machine-inefficient similar to CAPTCHA [34].
Some consensus protocols try to connect the PoW compu-
tation with meaningful work that benefits the world (i.e.,
Proof-of-Useful-Work). For example, Primecoin’s consensus
protocol is based on a computation that finding a prime
number chain [35].

III. MULTI-HASH PoW MECHANISMS
In this section, we describe the multi-hash PoW consensus
mechanisms that are evaluated in this work.

A. HASH FUNCTIONS
To be used as a PoW mechanism, a hash function needs a
firm guarantee that it is infeasible to invert and collision-
resistant (i.e., difficult to find two inputs a and b such that
H (a) = H (b), and a 6= b) [36]. It is difficult to create
a large pool of distinct hash functions with such proper-
ties from scratch. The US National Institute of Standards
and Technology (NIST) held an open competition to create
a new hash function called SHA-3 [37]. A large number
of hash function candidates were submitted to the contest,
and the final winner was Keccak [38]. Most of the multi-
hash PoW algorithms utilize the candidates of the NIST
competition as their hash functions. Although other candi-
dates were not selected as the final winner, hash functions
proceeded to the second round of the competition satisfied
NIST’s hash function criteria and received a fair amount of
cryptanalyses. Other than Keccak, hash functions accepted to
the second round (or even to the final round) are as follows:
Blake [39], Blue Midnight With (BMW) [40], Grøstl [41],
JH [42], Skein [43], Luffa [44],CubeHash [45], SHAVite [46],
SIMD [47], Echo [48], Hamsi [49], Fugue [50], Shabal [51].
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B. FIXED SEQUENCE HASH CHAINS
In X11, eleven different hash functions form a fixed hash
chain. That is, the output of the nth hash function is fed into the
(n+ 1)th hash function (Fig. 3). A valid block is a block with
a nonce value that makes the final hash value (i.e., the output
of the eleventh hash function) smaller than the threshold. This
fixed hash chain approach was expected to be ASIC-resistant
because a mining system must implement a large collection
of distinct hash functions. On CPUs and GPUs, it is only
a matter of using different hash function codes for each of
the hash functions, while an ASIC-based system requires a
higher design cost to implement all of the hash functions
in hardware. Following X11, other similar multi-hash PoW
mechanisms were proposed with more hash functions in the
chain (e.g., X14 and X17).

FIGURE 3. Hash functions connected in a fixed chain.

Unfortunately, ASIC-resistance of X11 did not last long.
About two years after the launch of the DASH blockchain
network, which is the first blockchain network that uses
X11 as its consensus mechanism, an ASIC-based mining sys-
tem that implements the X11 algorithm was launched to the
market with superior performance than CPU or GPU perfor-
mance [52]. Most of the blockchain networks that employed
a similar fixed hash chain to provide ASIC-resistance are no
longer immune to ASIC-based mining.

There are two reasons why such fixed hash chains quickly
lost its ASIC-resistance. First, unlike the expectation of PoW
algorithms, design efforts to implement an ASIC that sup-
ports a wide variety of hash functions were not so high.
The hash functions in X11 are candidates of the NIST
competition, where one of the requirements is low hard-
ware overhead. That is, those hash functions are designed
to be ASIC-friendly. Secondly, increasing the length of the
hash chain not only increased hardware overhead but also
increased the computation time on CPU and GPU platforms.
Chaining multiple hashes in a row did not decrease the
efficiency gap between the general-purpose computing plat-
forms and ASIC-based platforms. We experimentally verify
that a fixed hash chain is not an effective way to achieve
ASIC-resistance.

C. HASH CHAINS WITH VARIABLE SEQUENCE PER BLOCK
After the introduction of ASIC-based mining systems
defeated the ASIC-resistance property of X11, a different
class of multi-hash PoW mechanisms was introduced. These
PoW mechanisms also use a chain of hash functions, but the
sequence of the hash functions gets permuted periodically.
The sequence of the hash functions can be determined either
by the block number, timestamp, or hash value of the previous
block.

The motivation behind this approach is that it is not prof-
itable to create multiple versions of hardware designs for each
of the possible hash sequences. However, this expectation
is not valid because it assumes that the hash modules in
an ASIC have to be connected in a fixed pipeline. It may
require additional overhead to provide configurable data path,
but a hardware design that supports flexible ordering of the
hash functions is entirely possible. Although no commercial
ASIC-based mining system is currently available to directly
target this class of PoW mechanisms, it is crucial to assess
the levels of hardware overhead to support variable-sequence
hash chain in advance before the attempts to build such ASIC
platforms.

We also implement an FPGA-based multi-hash mecha-
nism that supports the flexible sequencing of hash functions.
In Sec. V, we show the implementation and experiment
results that show the additional resource and performance
impact to support such variable sequence is not high enough
to preclude ASIC-based mining.

These variable-sequence hash chains can be further clas-
sified into two different types depending on whether they
allow repeated use of a hash function in the chain. When
the permutation is done without repeats, all hash functions
appear only once in the chain, and the computation load per
each hash function is identical. However, if the permutation
allows repeats, certain hash functions could be utilized more
frequently than others. In ASICs, each hash module can only
compute a specific type of hash function, and unbalanced use
of hash modules would result in performance degradation.

The X16R PoW algorithm composes a new hash chain per
each block based on the previous block’s hash value (Fig. 4).
Each 4-bit in the previous block’s hash determines the hash
function out of sixteen hash candidates, and total sixteen hash

FIGURE 4. Hash function use in the X16R hash mechanism.
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functions are chosen to form a hash chain for the following
block. As the example in Fig. 4 shows, a hash function can
be selected multiple times. Unlike CPU or GPU platforms
where repeated use of a hash function can be handled by
simply executing the corresponding hash function multiple
times, these can result in a load imbalance between the hash
modules in an ASIC implementation.

However, the hash value of the previous block would be
uniformly distributed, which is an expected property of a
cryptographically secure hash function. When the hash func-
tions are selected with uniform probability, the cases with
extreme load imbalance are rare. For example, the probability
of having more than r repeats of a specific hash function in
a chain that selects n hash functions out of n candidates with
uniform probability is as the following:

Pr(repeats ≥ r) =
n∑

k=r

(
n
k

)(
1
n

)k (n− 1
n

)n−k
(1)

The probability quickly diminishes as r grows.When n = 16,
the probability of having equal or more than three repeats are
less than 8%.

D. HASH CHAINS WITH VARIABLE SEQUENCE
PER NONCE
We also evaluate a new type of multi-hash PoW mechanism
that applies a distinct sequence of hash functions for each
nonce value. This PoWmechanism is not realized by an active
blockchain network, but the basic idea is an extension of
the Quark PoW algorithm. Each PoW computation in Quark
goes through nine hash functions. The hash sequence is fixed
except for the third, sixth, and ninth hash functions, which are
selected out of two candidates based on the second, fifth, and
eighth hash result, respectively. We evaluate a PoW mecha-
nism that selects every hash function in the chain dynamically
based on the previous hash function’s result. We describe the
algorithm in detail in Sec. V-C.

IV. PERFORMANCE EVALUATION SETUP FOR
MULTI-HASH PoW MECHANISMS
In this section, we describe our evaluation approach to assess
the level of ASIC-resistance of multi-hash PoWmechanisms.
Several factors would affect the profitability of adopting an
ASIC-based system, such as the amount of initial invest-
ment for ASIC fabrication and the cost of operation (e.g.,
electricity and maintenance cost). It is difficult to boil down
such factors into a single metric because they have high
fluctuations depending on the market condition. To avoid the
involvement of unpredictable factors, we investigate ASIC-
resistance solely based on the performance aspect. That
is, we evaluate how the ASIC-resistance PoW algorithms
impose performance disadvantage onASICswhile they retain
performance levels on CPUs and GPUs.

We estimate the expected performance of ASIC-based
mining by implementing a multi-hash PoW platform on an
FPGA. Although the results from FPGA implementations

are not actual measurements on an ASIC, FPGA results can
be used to assess the performance and the area overhead
of ASIC implementations, especially for logic-dominated
designs [53]. Hash functions heavily use logic operations,
such as XOR, shift, majority, and mux. FPGA implemen-
tation results in Sec. V-A also show that the most promi-
nent resource usage is the logic components in look-up
tables (LUTs).

A. PERFORMANCE METRIC
The performance of a PoW systems is commonly represented
using the hashrate. It represents the number of PoW com-
putations per unit of time. A PoW platform with a high
hashrate has a higher chance of finding a valid block during
a given amount of time. Technically, the hashrate is not the
actual number of hash function computations because PoW
algorithms may involve multiple hash functions per each
instance of PoW operation. A PoW algorithm may result
in a lower hashrate if it has more hash functions per each
instance of PoW computation. We denote the hashrate of
PoW algorithm x on computing platform y as Py(x). (y is
either CPU, GPU, or FPGA in this work).

B. EXPERIMENT PLATFORMS
1) CPU-BASED PLATFORM
We use the cpuminer open-source mining software [54]
to measure the performance of a CPU-based PoW plat-
form. CPU hashrates are measured on a system with an
Intel i7-8700K CPU, which has eight hardware threads.

2) GPU-BASED PLATFORM
To measure the GPU hashrates, we use the ccminer open-
source mining software [55]. ccminer uses the CUDA pro-
gramming interface to program NVIDIA GPU devices. Our
experiment platform uses an NVIDIA GeForce GTX 1080 ti
GPU, which has 3,584 computing cores. The host machine
that runs the GPU is the same platform as the CPU-based
platform.

3) FPGA-BASED PLATFORM
Our multi-hash PoW platform uses the Xilinx Zynq
UltraScale+ ZU9EG FPGA. The hash functions are imple-
mented using the open-source hash modules created by
the Cryptographic Engineering Research Group (CERG) at
George Mason University [56]. Each hash module is con-
nected to input and output FIFOs, which together forms a
hash unit (Fig. 5). These FIFOs provide a temporary storage
space while the hash modules are computing the results.
Also, these FIFOs support clock domain crossing to enable
different clock frequency (Clkhash) in each hash module.
Table 1 lists the hash modules used in our evaluation and their
FPGA resource utilization. As wementioned, FPGA resource
utilization shown in Table 1 is dominated by the LUT use.
More than 77% of the available LUTs are used when the
FPGA platform contains all fifteen hash modules, while the
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FIGURE 5. Structure of a hashunit.

utilization level of registers and on-chip memory modules are
less than 18% and 5%, respectively.

Unlike CPU or GPU platforms where the number of com-
puting cores is fixed, the number of hash modules in an
FPGA or ASIC platform can be increased if the resource (i.e.,
silicon area) is available. Unfortunately, the FPGA module
used in this evolution is not large enough to flexibly include
multiple instances of multi-hash PoW units. For example,
in Table 1, Fixed-12 and Fixed-15 use 72.7% and 77.1% of
LUT resources on our FPGA platform, respectively. Only one
instance of either case can be instantiated on FPGA even
though Fixed-15 requires a higher hardware overhead. Such
discrepancy is less prominent on an ASIC platform with a
higher logic capacity per chip.

To represent the expected performance without the dis-
proportionate performance evaluation, we scale the measured
hashrate (P̂FPGA(x)) based on the ratio of the available LUTs
(274,080 on ZU9EG) and the platform’s LUT utilization.

PFPGA(x)= P̂FPGA(x)×
# of available LUTs on FPGA

# of LUTs used
(2)

For example, a single instance of SHA256d PoW module
on FPGA uses 3,496 LUTs, and it achieves the hashrate
of 3.2Ö105 PoW operations per second. On the Xilinx
ZU9EG FPGA, we scale the hashrate to match that from
274,080
3,496 = 78.4 instances of SHA256d PoW modules on
FPGA, which is 251 MH/s.

C. EVALUATION METRIC FOR ASIC-RESISTANCE
The goal of the comparison in this work is to investigate
whether the multi-hash PoW algorithms make ASIC designs
less effective when compared to the general-purpose comput-
ing platforms for computing the PoW algorithms. Directly
comparing the measured hashrates from the experiment plat-
forms does not give a good representation ofASIC-resistance.
Even if a platform has a lower hashrate, the throughput of a
whole system can be increased by employing many instances
of the same platform. For instance, most of the ASIC-based
mining systems include a large number of independent ASIC
chips to increase the throughput per system [9].

Instead of comparing the raw measurements from entirely
different systems, we define a metric to evaluate ASIC-
resistance of PoW algorithms based on the relative per-
formance difference on each platform. We use Bitcoin’s

SHA256d as the common performance baseline. Due to its
relatively simple PoW computation structure, many ASIC-
based PoW platforms have been created for Bitcoin, and
ASIC-based platforms dominate Bitcoin’s PoW consensus
operation. Therefore, SHA256d PoWmechanism can be con-
sidered not resistant to ASIC. We evaluate the relative per-
formance of multi-hash PoW algorithms compared to that of
SHA256d on each of the three computing platforms. On our
CPU, GPU, and FPGA platforms, the hashrate of SHA256d
is 31.6 megahashes per second (MH/s), 1500 MH/s, and
251 MH/s, receptively.

We measure the level of ASIC-resistance of a PoW mech-
anism x by calculating the relative performance disadvan-
tage of ASIC over the (general-purpose) computing platform
y (y = CPU or GPU):

ADy(x) =
PFPGA(SHA256d)

PFPGA(x)
/
Py(SHA256d)

Py(x)
(3)

This ASIC disadvantage (AD) metric is the ratio between the
two values, PFPGA(SHA256d)

PFPGA(x)
and Py(SHA256d)

Py(x)
. The first value

(PFPGA) represents the performance impact of using algo-
rithm x compared the baseline SHA256d algorithm on ASIC.
Most of ASIC-resistant algorithms seek to increase this value,
by making computation harder on ASICs. Being ASIC-
resistant also requires algorithm x does not have such degree
of performance impact on CPU or GPU platforms; otherwise,
ASICs still possess performance advantage. The second value
(Py) of the AD metric addresses the performance impact on
CPUs and GPUs. A PoW algorithm x can be considered to
have a stronger ASIC-resistance than SHA256d only if its
performance degrades in a larger scale on ASICs than it does
on CPUs or GPUs (i.e., PFPGA(SHA256d)PFPGA(x)

>>
Py(SHA256d)

Py(x)
).

For example, consider a case where PFPGA(SHA256d) =
100 MH/s and PCPU(SHA256d) = 1 MH/s. Suppose a new
PoW algorithm x1 is proposed with a more complex hash
operation and resulted in PFPGA(x1) = 10 MH/s. However,
due to its complex hash operation, PCPU(x1) is also reduced to
0.1MH/s. In this case,ADCPU(x1) = 100MH/s

10 MH/s /
1 MH/s
0.1 MH/s = 1×,

which means x1 does not impose any more performance dis-
advantage on ASICs compared to SHA256d. Since SHA256d
is not resistant to ASIC, this level of difference would be
considered far from a strong ASIC-resistance.

Unfortunately, multi-hash PoW mechanisms discussed in
this paper do not show anymeaningful ASIC-resistance when
evaluated based on the ADmetric. Most of them did not show
a sufficiently high ADCPU or ADGPU value; even some of
them show an AD value lower than 1Ö.
In contrast, memory-hard PoW mechanisms have higher

AD levels. Although we did not evaluate any memory-hard
PoW mechanism on FPGA in this work, the hashrate of
a memory-hard PoW mechanism can be estimated based
on the platform’s external memory bandwidth. For exam-
ple, the Ethash PoW algorithm requires 8 KB of external
data access per each instance of PoW computation. On the
NVIDIA 1080 ti GPU, which has 320 gigabytes per sec-
ond (GB/s) of external memory bandwidth, the theoretical
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TABLE 1. FPGA resource utilization of fixed hash chain implementations on the Xilinx Zynq UltraScale+ ZU9EG FPGA.

peak hashrate is 40 MH/s, and the actual hashrate mea-
sured on the GPU is about 32.4 MH/s. The Xilinx ZU9EG
FPGA has a single DDR4 interface that provides the peak
bandwidth of 19.2 GB/s, which translates into 2.34 MH/s
of maximum hashrate. The lower bound of ADGPU(Ethash)
is PFPGA(SHA256d)

PFPGA(Ethash)
/
PGPU(SHA256d)
PGPU(Ethash)

=
251MH/s
2.34MH/s/

1500MH/s
32.4MH/s ≈

2.32×, which is much higher than 1Ö.
This ASIC-disadvantage level of Ethash is a conserva-

tive estimation. Unlike the evaluation of multi-hash PoW
algorithms, where most of the hardware overhead comes
from logic elements, an overhead comparison that involves
external I/O on FPGA is not analogous to that of an ASIC.
On FPGA, logic elements involve high overhead (more
than an order of magnitude) due to their programmabil-
ity, while many external I/O use dedicated hard blocks
without such overheads. The performance of Ethash and
SHA256d depends on external I/O bandwidth and logic
capacity, respectively. The performance gap between those
two onASICswill be smaller than the conservative estimation
discussed here (i.e., a higher AD level than 2.32Ö).

Althoughmemory-hard PoWmechanisms prevented many
blockchain protocols from being dominated by ASIC-based
mining, ASIC mining systems for memory-hard PoW mech-
anisms are eventually introduced to the market as the
blockchain networks grow, which means even the AD level
of 2.32Ö is not strong enough to permanently prevent ASIC-
based mining.

V. ASIC RESISTANCE EVALUATION RESULTS
A. FIXED HASH CHAINS
ASIC-based mining systems already defeated Multi-hash
PoW mechanisms that use fixed hash chains. We experimen-
tally show that these fixed hash chains indeed have almost
no ASIC-resistance based on the AD metric in (3). Starting
from X11, which has eleven hash functions, many algorithms
continued to increase their hash chain lengths while expect-
ing a longer chain would have a stronger ASIC-resistance.

To evaluate the level of ASIC-resistance of this approach,
we tested five different hash chain lengths, up to fifteen
hashes in line. We set the sequence of those fifteen hash
functions the same as the hash sequence of the X15 algo-
rithm,3except the last hash function. In X15, the last hash
function isWhirlpool [57], which is not included in the NIST
SHA-3 standard competition. Instead, we use SHA2-512 [58]
as the last (fifteenth) hash function of the chain. SHA2-512 is
also used as a part of X16R and X17.

We create fixed hash chains on FPGA by directly con-
necting the hash units in a pipelined architecture. We name
those fixed pipeline implementations as Fixed-n, where n is
the number of hash functions in the chain. Table 1 shows the
FPGA resource utilization of fixed hash chain implementa-
tions with five different hash chain lengths.

The pipeline is fed with the block header with a unique
nonce value on each PoW operation. The hashmodules inside
the hash units are also designed using a pipelined architecture,
and they start processing of the next computation task as
soon as the previous one flows down to the pipeline; that is,
multiple nonce trials are computed simultaneously through
the pipeline. After the final hash unit completes the hash
operation, a verifier module checks if the hash result satisfies
the valid condition.

Figs. 6a-6c show the measured hashrates of fixed hash
chains on CPU, GPU, and FPGA platforms, respectively.
Longer hash chains decrease hashrates on all platforms,
not just on FPGA. On CPU and GPU platforms, a longer
hash chain results in a lower hashrate because of the elon-
gated computation time per each PoW operation. On FPGA,
the throughput of a single pipeline is not directly affected
by the length of the hash chain, but the effective hashrate
per available hardware resource (i.e., the scaled hashrate)
decreases as the number of hash functions in the chain

3X12, X13, X14, X15, and X17 follow the same hash sequence as their
predecessors. That is, the first eleven hash functions in X12 have the same
sequence as X11, and so forth.
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FIGURE 6. Performance results of fixed hash chains on our experiment platforms. (a) CPU platform hashrates. (b) GPU platform hashrates. (c) FPGA
platform scaled hashrates. (d) AD levels.

increases. Fig. 6d shows the ASIC-resistance levels repre-
sented in the AD values over CPU and GPU. Because the
hashrates of all three platforms decrease as the hash chain
length increases, the AD levels of fixed hash chains are all
close to 1Ö and do not show any meaningful increase over
the baseline. These low levels of ASIC-resistance are well
reflected in the fact that multiple ASIC-based mining systems
are introduced for the fixed hash chain mechanisms. Merely
using a larger number of hash functions in a fixed pipeline
does not effectively deter ASIC-based PoW operations.

B. VARIABLE-SEQUENCE HASH CHAINS
If the hash modules in an ASIC are connected in a fixed
pipeline as the Fixed-n implementations, such an ASIC
design cannot be used for PoW mechanism that dynami-
cally changes the sequence of hash functions in the chain.
Manymulti-hash PoWmechanisms, such as X11EVO,X16S,
and TimeTravel, are based on such assumption and claimed
ASIC-resistance by periodically shuffling the sequence of the
hash functions in the chain. However, there is no need to
create a large number (n!) of distinct ASIC implementations
to support all possible permutations out of n hash functions.
Instead, an on-chip interconnect that provides a configurable
data path between the hash modules can accommodate any
hash function sequencing. ASIC-resistance through variable-
sequence hash chains can be achieved if the additional over-
head to provide such a flexible interconnect is big enough to
reduce ASIC’s performance advantage by a large degree.

We create another multi-hash PoW system that supports
variable-sequence hash chains, called VarChain, to evalu-
ate the additional overhead for supporting variable-sequence
hash chains (Fig. 7). The input and output ports of the fifteen
hash units are connected to a 16Ö16 crossbar interconnect.
The initial input (i.e., block header with a nonce value) and
the final hash result of the chain are also assigned to separate
input and output ports of the interconnect. When a hash unit
completes the hash computation, the resulting output is deliv-
ered to the next hash unit through the crossbar interconnect,

FIGURE 7. Hash modules connected to a crossbar interconnect (VarChain).

and each hash unit informs the crossbar interconnect of the
next port number. We choose the crossbar interconnect for
VarChain because it provides a dedicated data path between
each input and output port pair. Other types of interconnection
networks, such as a shared bus or a mesh architecture, can
be used for the variable hash sequence with lower overhead
but higher latency [59]. Even with a crossbar interconnect,
however, the added hardware resource overhead compared to
the fixed hash pipeline is not prohibitively large to discourage
the use of such a flexible interconnect.
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Table 2 compares the hardware overhead of Fixed-15 ver-
sus VarChain. In terms of the utilized number of LUTs and
registers, VarChain has only 5.8% and 6.2% higher overhead
than Fixed-15, respectively. Fig. 8 is the layout of VarChain
that displays the placement of the fifteen hash units and the
crossbar interconnect module (blue color) on FPGA.

TABLE 2. FPGA resource utilization comparison between Fixed-15 and
VarChain.

FIGURE 8. Layout of VarChain placed and routed on the Xilinx Zynq
UltraScale+ ZU9EG FPGA device.

Using the VarChain platform, we evaluate three different
types of the variable-sequence hash chains. The first two of
them represent the hash chains that vary the hash sequence
per block. Variable-15P sets the hash chain sequence by
rearranging the order of the hash functions (i.e., permutation
without repeats). This scheme is similar to that of TimeTravel,
X11EVO, andX16S PoWmechanisms. These have 8, 11, and
16 hash functions, respectively. The hash sequence may get

changed after a certain period (e.g., daily) or on every block.
We change the hash sequence on every block when evaluating
the performance of Variable-15P.
Variable-15R allows repeated use of a hash unit in the

chain, similar to X16R (i.e., permutation with repeats). The
only difference between Variable-15R and X16R is that
Variable-15R lacks theWhirlpool hash in the hash candidates.
This approach provides another aspect of ASIC-resistance
because even if an ASIC platform can adapt to the variable
hash sequences, it cannot dynamically adapt itself to the
variable load distribution between the hash functions. In the
extreme, it is possible that the previous block’s hash happens
to select the same hash fifteen times for the following block’s
hash chain. In that case, the throughput may degrade by 1

15 ×

while the rest unselected hash modules are left idle. However,
as we discussed in Sec. III-C, such extreme cases are rare.
In most cases, the level of load imbalance is tolerable.

Figs. 9a-9c compares the hashrate of fixed and variable-
sequence hash chains on CPU, GPU, and FPGA plat-
forms, respectively. Although the sequence of hash functions
changes on each block, Variable-15P has almost no perfor-
mance variation because all hash functions are used exactly
once in the hash chain. On the other hand, the resulting
hashrates of Variable-15R have high variations depending
on the previous block’s hash value because different com-
binations of hash functions are included in the chain. The
hashrates of Variable-15R in Figs. 9a-9c are shown in box
plots that displays five values: 1 percentile, the first quar-
tile, mean (red bar), the third quartile, and 99 percentile.
Fig. 9d shows the corresponding AD levels. The AD values
for Variable-15R are derived using its mean hashrate.

The hashrate of Variable-15P does not have a significant
difference from the hashrate of Fixed-15 on CPU and GPU
platforms. On FPGA, the scaled hashrate gets reduced by
6% from PFPGA(Fixed-15), which reflects the small added
overhead from the crossbar interconnect. The AD levels of
Variable-15P have no significant improvement from those of
Fixed-15.

Although the hashrates of Variable-15R have a high vari-
ance per block, the mean hashrate converges very closely
to the hashrate of Fixed-15 and Variable-15P on CPU and
GPU platforms. If a miner participates in the PoW operation
over multiple blocks, the expected hashrate would not have
a noticeable difference even if the hashrate fluctuates on
each block. On FPGA, on the other hand, the mean hashrate
of Variable-15R is worse than the hashrates of other multi-
hash PoW mechanisms due to the load imbalance. The mean
hashrate of Variable-15R on FPGA is 32.6% lower than
PFPGA(Variable-15P). The performance degradation due to
the load imbalance is reflected inADGPU(Variable-15R) value
of 1.33Ö, which tells that Variable-15R has a better ASIC-
resistance than other multi-hash PoW mechanisms.

C. VARIABLE-SEQUENCE HASH CHAINS PER NONCE
Using the VarChain FPGA platform, we evaluate another case
of possible multi-hash PoW algorithm that changes the hash
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FIGURE 9. Performance results of variable-sequence hash chains on our experiment platforms. (a) CPU platform hashrates. (b) GPU platform hashrates.
(c) FPGA platform scaled hashrates. (d) AD levels.

sequence on every nonce value (Variable-15N). Variable-15N
selects the ith hash function in the chain based on the (i−1)th

hash result during the PoWcomputation. That is, the output of
a hash function is not only sent to the next hash function, but
a part of the computed hash value determines the next hash
function. Because the hash value would be different if the
nonce value changes, the sequence of hash functions applied
to each PoW computation instance is not identical even in the
same block. Algorithm 1 describes the computation flow of
Variable-15N.

Algorithm 1 Pseudocode for Varaible-15N
Input: B := Block header

n := Nonce
th := Hash value threshold for a valid block

Output: v := Validity of the block header

Hashes[]← {0:Blake, 1:BMW, ..., 14:SHA2-512}
num_hash = size(Pool)

x ← B|n
H ← Hashes[x mod num_hash]
for i← 1 to 15 do

x ← H (x)
H ← Hashes[x mod num_hash]

v← x < th
return v

Similar to the per-block performance variation in Variable-
15R, the computation time to perform a single instance
Variable-15N computation would be different for each nonce
value. However, the performance of a PoW platform should
be determined by the throughput (i.e., the number of tried
nonce values per given amount of time). We measure
Py(Variable-15N) over the period of 1 hour using ran-
dom nonce values. Figs. 9a-9c also show the hashrates
of Variable-15N. PCPU(Variable-15N) has almost no differ-
ence with other hashrates on the CPU because per-nonce

performance variation would even out over a large number of
PoW computations with different nonce values. On FPGA,
Variable-15N also suffers from the load imbalance similar to
Variable-15R. However, PFPGA(Variable-15N) is better than
the mean value of PFPGA(Variable-15R), only 15.7% lower
than PFPGA(Variable-15P). On VarChain, multiple instances
of Variable-15N computations are computed simultaneously,
each of which has a different combination of hash functions in
its chain. Thismixture of different hash chains wouldmitigate
the load imbalance in the individual chains per nonce.

Interestingly, PGPU(Variable-15N) is considerably low
(2.68% of PGPU(Variable-15P)). This is due to the control
flow divergence on GPU platforms [60]. GPUs achieve the
high computation efficiency by executing multiple threads in
parallel if the threads go through the same control path.When
computing PoW algorithms, GPU threads are assigned with
PoW computation tasks that have different nonce values. The
control paths of the threads do not have significant divergence
from each other if all of them use the same hash sequence.
On Variable-15N, however, the computation task for each
nonce value would use a different hash chain sequence. This
divergence results in a severe performance degradation on
GPU. Therefore, Variable-15N is not an effective way to
achieve ASIC-resistance, but it can be used to exclude GPU-
based platforms from mining.

D. DISCUSSION
Table 3 summarizes the evaluated PoWmechanisms and their
ASIC-disadvantage levels. Regardless of their hash chain
types or the current availability of the ASIC-based mining
systems, multi-hash PoW mechanisms have low degrees of
ASIC-resistance. Variable-15R has a better ASIC-resistance
than other multi-hash PoWmechanisms, but its AD levels are
much lower than those of thememory-hard Ethash PoW algo-
rithm. Given that there exist ASIC-based mining systems for
Ethash as well, it is difficult to consider the ASIC-resistance
level of Variable-15R is strong enough to preclude ASIC-
based mining.
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TABLE 3. ASIC-resistance of the PoW mechanisms discussed in this paper.

A new PoW mechanism can be designed to amplify the
degree of load imbalance in Variable-15R or X16R to impose
a higher performance disadvantage on ASIC. For example,
a PoW mechanism simply selects only a few hash functions
out of the candidates on each block, which greatly reduces
the ASIC utilization. However, in such a case, the unused
hash modules can be power-cycled to reduce the energy
consumption of the platform. In terms of the energy effi-
ciency, an ASIC still has an advantage. Evaluating the ASIC-
resistance in terms of the energy efficiency is not the focus of
this work. Most of the computing cores or hash modules are
almost fully occupied while computing the multi-hash PoW
algorithms discussed in this work.

We observed low levels of ASIC-resistance in many vari-
ants of Multi-hash PoW mechanisms. It means that someone
can easily create ASICs for such PoW mechanisms that pro-
vide superior computing efficiency than CPUs or GPUs.

VI. CONCLUSION
In this work, we evaluated ASIC-resistance levels of multi-
hash PoW mechanisms. Even after the most basic form of
multi-hash PoW mechanisms that use a fixed hash chain is
defeated by ASICs, many variants of multi-hash PoW mech-
anisms are continuously being developed. We implemented
several multi-hash PoWmechanisms on FPGA to assess their
performance on ASICs. Our evaluation includes PoW mech-
anisms that are already shown to be not resistant to ASICs
as well as mechanisms that still claim ASIC-resistance. The
results from this work revealed that PoW mechanisms based
on multiple hash functions have little ASIC-resistance in
terms of the performance gap against the general-purpose
computing platforms.

ASIC-resistance is challenging to achieve because the
profitability of ASIC-based mining is determined by many
factors, not only by the performance. Even the memory-
hard PoWmechanisms that favor general-purpose computing
systems in terms of the achievable performance are not safe
from ASIC-based mining. Blockchain networks that require
ASIC-resistance in their consensus protocol should develop
a PoW mechanism with a stronger ASIC-resistance or con-
sider different types of consensus mechanisms, such
as PoS.
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