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ABSTRACT This paper proposes a fractional order predictive functional control method for temperature
control of an industrial electric heating furnace. Since the electric heating furnace is affected by complex
factors such as measurement noise, uncertainty, model/plant mismatches, and so on, it is more important
to derive accurate modeling and controller design for improved control performance. Under the uncertain
facts, conventional control methods based on integer order models may not offer the desirable control
performance. The fractional order model of the heating furnace based on the input-output data of the step
response test is introduced to describe the dynamics of the process and the Oustaloup approximation is used
to transform the fractional order process into an integer formulation. Then a predictive functional controller is
designed throughminimizing the future predicted output error based on the state spacemodel transformation.
Application has been implemented on the industrial heating furnace and the experimental tests reveal the
validity of the proposed controller in comparison with conventional integer model-based PFC.

INDEX TERMS Industrial electric heating furnace, fractional order systems, predictive functional control,
step-response modeling.

I. INTRODUCTION
In industrial processes, there is a common usage of the
industrial heating furnaces in the industrial productions, such
as drying, polymerizing, metal melting, and other physical-
chemical processes [1]. Since the temperature process of the
electric heating furnaces is characterized with large inertia,
time delay, and uncertainty, it is difficult for traditional con-
trol methods to meet the increasing requirements on control
performance improvement that directly influence the prod-
uct quality [2]. The classical control, such as proportional-
integral-derivative (PID), is widely used for its simplicity and
convenience [3]. The internal model PID control is one of
the well-known effective methods and is still a hot control
topic for industrial process applications and research in recent
years [4], [5]. However, for the large inertia and time-delay
processes, it may take a long time for the PID control system
to achieve the steady state and cannot meet the increasing
requirements on control performance properly.

Model predictive control (MPC), which is one of the
advanced control strategies for industrial processes, is a
practical one in the industrial process control filed since

it was proposed in the last century [6]–[8]. For example,
MPC based on the extended state space model was suc-
cessful applied for the temperature control [9] and batch
processes [10]. MPC for the benzene hydrogenation via
reactive distillation to overcome the performance of slug-
gish responses and reject disturbance was illustrated in [11].
Also, in [12], MPC strategy in which the measurements of
the input disturbances and the output observer have been
taken into consideration for the solar boreal thermal system
was presented. These achievements in industrial processes
illuminate the improved performance using MPC methods.
Among these methods, predictive functional control (PFC)
is one of the major branches of MPC and was proposed by
Richalet, et al. for industrial dynamic systems and successful
applications in industry also illustrate the practicality of this
algorithm [13]–[15]. Subsequently, several studies on PFC
have been proposed prosperously due to its favorable perfor-
mance and the simplified calculation by solving the differ-
ence between the desired trajectory and the predicted output.
The representative research issues are briefly summarized
as follows. In [16], an efficient application on the parallel
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mechanisms using PFC scheme was implemented with the
enlightened disturbance rejection and tracking performance.
In [17], the two dimensional PFC for batch processes was
implemented. Self-adaptive PFC for exothermic batch reac-
tor [18] and the other practical applications [19], [20] were
properly and efficiently employed for industrial process con-
trol systems. Also, in the recent two years, robust PFC algo-
rithms based on dead-time variations has been presented to
deal with non-integrative stable processes [21]. Based on
Hammerstein identified model and genetic algorithm, PFC
strategy was developed and applied for the turntable servo
system in [22]. In [23], pole-placement PFC was proposed
to improve the tuning for systems with significant under-
damped modes.

Nevertheless, most of these model-based predictive control
strategies are on the general integer order models of the
processes. As indicated in [24], the fractional order models,
which may better govern the properties of lossy transmission,
heat conduction process, neutron flux dynamics in a nuclear
reaction and etc., are much more effective to characterize
the processes because of involving the extra fractional order
operator compared with integer order models. As the general
predictive control based on mathematical integer-order mod-
els may fail to guarantee favorable performance for complex
heating processes, the motivation of research on fractional
order systems and control design is to exploit new methods
to obtain better performance in practical applications. In the
field of industrial automation, the fractional order modeling
and fractional order control are the hot research directions
of the fractional order calculus [25]–[27]. Studies on frac-
tional order calculus focus on the accurate description of the
processes and the expected improvement of the controllers
by using additional fractional-order parameters. The afore-
mentioned issues regarding fractional order modeling or frac-
tional order control can be the successful factual arguments
to support this view. Also, some efficient implementations
of fractional order controllers in industrial applications were
presented in [28]. The optimization performance of the frac-
tional order robust PID controllers based on generalized
isodamping approach as well as gain-scheduling algorithm
also been displayed in the experiments in [29]. In [30],
according to the fractional order modeling and control for the
dynamic processes, the authors came to a conclusion about
the inevitable huge space of the fractional order calculus to
explore new and interesting contents.

Not only for classical control, research on fractional order
calculus has also enjoyed the glow of the development of
MPC strategies. In [31], the PFC based on the extended non-
minimal state space model was successfully used for frac-
tional order system and the excellent performance revealed
the effectiveness of the fractional order predictive control.
In [32], the state space PFC, where two basic functions
were introduced into the control variable, was presented for
fractional order control systems. In [33] and [34], the new
fractional-order generalized predictive controllers (GPC)
with the fractional order integral operators involved in the

cost functions has been proved to enhance the performance
of the control systems. In [35], the practical application on
fractional-order thermal systems using MPC algorithm illus-
trated the efficiency of the method. Combined with the merits
of both the fractional order PID algorithm and predictive con-
trol algorithms, the controllers based on the time domainwere
designed to improve the performance [36], [37]. Also in [38],
to guarantee the satisfaction of state and input constraints,
the authors presented a tube-based MPC algorithm for the
fractional order systems. Even though most of these achieve-
ments address the theoretical research well, however, there
are still needs for efforts to be focused on actual industrial
applications [39]–[41].

As it is known for us that the model-based predictive
control algorithms depend on the precise and suitable mod-
els to characterize the process. From the previous research,
the fractional order calculus can provide a new possibility to
adequately describe the characteristics of the practical pro-
cesses, and the fractional order model has become a growing
demand for accurate models to describe the real processes.
In this paper, the study is to propose a new fractional order
PFC for the practical temperature process and validate the
improvement of this proposed scheme by experimental tests.
For the practical application, the implementation of the tem-
perature control using fractional order PFC algorithm has
been performed on the electric heating furnace. In view of
the complexity of modeling by dynamic mechanism, the step-
response input-output data have been sampled to derive the
fractional order model and integer order model of the tem-
perature process. For the fractional process, the Oustaloup
approximation is introduced to obtain the discrete model, and
then the state space model, which is further derived from
the discrete model. Finally, the chosen state variable is used
to evaluate the difference between the future predicted out-
puts and the expected outputs. By minimizing the difference,
the manipulated variable is obtained for the practical process.
Compared with traditional PID and PFC based on integer
order models, the experimental results show the improvement
and effectiveness of the proposed FPFC.

II. PROCESS DESCRIPTION
The dynamic characteristics of the temperature process are
always affected by a great diversity of factors, for instance,
pressure variations of the furnace as well as physical proper-
ties change of the heating wire. For the overall consideration
of these factors, the precise model can be more complicated
and difficult for the design of the controller. Thus, the simple
step-response models based on the measured output and input
data are derived.

In this section, modeling for the electric heating furnace
will be formulated briefly as follows. The first order plus dead
time model [8] is considered for the conventional predictive
functional controller

G1(s) =
K1e−τ1s

T1s+ 1
(1)
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where, K1,T1, τ1 are the process gain, time constant and time
delay, respectively.

The corresponding fractional order model is chosen as the
following form

G2(s) =
K2e−τ2s

T2sα + 1
(2)

where, α is the order of the fractional modelG2(s), K2,T2, τ2
are the corresponding parameters.

In this study, the steady state gain, K1, is derived through
the change of the steady value of the output and the change
of the input value. T1, τ1 are derived from the ‘‘Two-point
Method’’ [42], which is described as follows.

Here, we denote y0 as the initial temperature and y(∞) as
the steady state value of the output temperature y(t), and1U0
the step input change. Then the process gain is obtained as
K1 = (y(∞)− y0)/1U0.
For the first order plus dead time in (1), we can derive the

output y(t) in the time domain as

y(t) =

{
0, t < τ1

K1 − K1e
−
t−τ1
T1 , t ≥ τ1

(3)

By choosing two points of y(t1) = 0.39(y(∞) − y0) +
y0, y(t2) = 0.63(y(∞) − y0) + y0 and here τ1 < t1 < t2,
T1, τ1 can be calculated as

T1 = 2(t2 − t1)

τ1 = 2t1 − t2 (4)

For the fractional order model in (2), the same value of the
time delay is selected as τ1 = τ2, and the other parameters
will be adjusted by choosing the less variance of the error
between the step-response output of the process model and
practical output temperature.

III. FRACTIONAL ORDER CONTROLLER DESIGN
A. FRACTIONAL ORDER MODEL
Consider the aforementioned model shown in (2), the
Oustaloup approximation [35], [40], [41] is applied to deal
with the fractional order model. The Oustaloup approxima-
tion is given as

sα ≈ K ′
N∏
k=1

s+ w′k
s+ wk

(0 < α < 1) (5)

where,

K ′ = wαh , w′k = wbw(2k−1−α)/N
u ,

wk = wbw(2k−1+α)/N
u , wu =

√
wh/wb

and N is the approximation limit that relies on the orders
of high order integer transfer function approximated by the
fractional order derivative operator, wb, wh are the lower and
higher frequency approximation interval. In the approxima-
tion method, the computation will be heavier by increasing
the value of N , and in return, the approximation ripple may
be eliminated.

The zero-order holder is added to discretize the derived
high order model with the sampling time TS , then the discrete
form is

y(k)+ F1y(k − 1)+ F2y(k − 2)+ · · · + Fny(k − n)

= H0u(k − d)+ H1u(k − d − 1)+ H2u(k − d − 2)

+ · · · + Hmu(k − d − m) (6)

where, d = τ/TS , Fi(i = 1, 2, · · · , n),Hj(j = 0, 1, · · · ,m)
are the coefficients of the discrete model, y(k) is the output
variable of the current instant, y(k−1), y(k−2), · · · , y(k−n)
and u(k−d), u(k−d−1), · · · , u(k−d−m) are the outputs and
inputs at the past corresponding time instants respectively.

The difference operator 1 = 1− z−1 is added to (6), then
we obtain

1y(k)+ F11y(k − 1)+ F21y(k − 2)+ · · · + Fn1y(k − n)

= H01u(k − d)+ H11u(k − d − 1)+ H21u(k − d − 2)

+ · · · + Hm1u(k − d − m) (7)

A state space is chosen as

1x(k) = [1y(k),1y(k − 1), · · · ,1y(k − n),

1u(k − 1), · · · ,1u(k − d − m+ 1)]T (8)

Then the state space model is derived

1x(k + 1) = A1x(k)+ Bu(k)− Bu(k − 1)

1y(k + 1) = C1x(k + 1) (9)

where,

A =



−F1 · · · −Fn−1 −Fn 0 · · · 0 H0 · · · Hm−1 Hm
1 0 · · · · · · 0 · · · 0 · · · 0

0
. . .

. . .
... · · · · · ·

...
...

. . . 1 0
... · · · · · · · · ·

...

0
. . . 0 0 0 · · · · · · 0

0
. . . 0 1 0 · · · · · · 0

...
. . .

. . . 0 1 0
...

. . .
. . .

. . .
. . .

. . .
. . .

. . .

...
. . .

. . .
. . .

...

. . .
. . .

. . .
. . .

. . .
. . .

. . .
. . .

0 · · · · · · 0 · · · · · · 0 1 0


B =

[
0 · · · 0 1 0 · · · 0

]T
,

C =
[
1 0 0 · · · · · · 0

]
B. FPFC CONTROLLER DESIGN
We denote

e(k) = y(k)− r(k) (10)

where, r(k) is the desired output at k time instant, y(k) is the
process output, e(k) is the error between the process output
and the desired output.
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Remark 1: It is seen in (9) that unlike the method shown
in [35] that adopts an Controlled Auto Regressive Integrated
Moving Average (CARIMA) model, a systematic state space
model is derived for further controller design, which will
facilitate the controller design to use the state information.

The manipulated variable is performed through linear
combination of the chosen basis functions. The form of the
manipulated variable can be formulated as follows.

u(k + i) =
M∑
j=1

µjfj(i) (11)

where, µj is the weight coefficient, fj(i) is the value of the
basis function at the time instant k + i, M is the number of
the basis function.

Combine (9), (10) and (11), the future error at time instant
k + i(i = 1, 2, · · · ,P) can be derived

e(k + 1) = e(k)+1y(k + 1)−1r(k + 1)

= e(k)+ CA1x(k)+ CB
M∑
j=1

µjfj(0)− CBu(k−1)

−1r(k + 1)
e(k + 2) = e(k + 1)+1e(k + 2)

= e(k)+ CA1x(k)+ CB
M∑
j=1

µjfj(0)− CBu(k−1)

−1r(k + 1)+1y(k + 2)−1r(k + 2)

= e(k)+ (CA2 + CA)1x(k)+ CAB
M∑
j=1

µjfj(0)

+CB
M∑
j=1

µjfj(1)− (CAB+ CB)u(k − 1))

−1r(k + 1)−1r(k + 2)
...

e(k + P) = e(k + P− 1)+1e(k + P)
= e(k)+ (CAP + CAP−1 + · · · + CA)1x(k)

+ [CAP−1B
M∑
j=1

µjfj(0)+ CAP−2B
M∑
j=1

µjfj(1)

+ · · · + CB
M∑
j=1

µjfj(P− 1)]

− (CAP−1B+ CAP−2B+ · · · + CB)u(k − 1)
−1r(k + 1)−1r(k + 2)− · · · −1r(k + P)

(12)

where, P is prediction horizon.
For the general PFC algorithm, the optimal cost function

will be degraded as

J = min
P2∑
i=P1

[r(k + i)− y(k + i)]2

= min
P2∑
i=P1

[e(k + i)]2 (13)

r(k + i) = β iy(k)+ (1− β i)c(k) (14)

where, [P1,P2] contains the coincidence points to be opti-
mized, c(k) is the set-point, y(k + i) is the predicted output at
time instant k + i, β is the smoothing factor of the reference
trajectory, and r(k + i) is the reference trajectory at the
corresponding time instant.

For the fractional order calculus, it can be introduced into
the fractional order cost function to replace (13) as

J = γ IP2TSP1TS
[e(t)]2

=

∫ P2TS

P1TS

γ−1IP2TSP1TS
[e(t)]2dt

=

∫ P2TS

P1TS
D1−γ [e(t)]2dt (15)

where, γ is the order of the fractional integral and e(t) is the
continuous error between the output and reference trajectory
in the time domain. For simplicity, we denote γ I ≡ D−γ ,
where γ I is the fractional order integral notation and D−γ is
the negative derivative notation.

Then the fractional order integral operator can be
discretized using GL definition (seen in [27] and [33]):

J ≈ T γS [ω
(−γ )
0 e(k + P2)2 + ω

(−γ )
1 e(k + P2 − 1)2

+ · · · + (ω(−γ )
P2−P1

− ω
(−γ )
0 )e(k + P1)2

+ (ω(−γ )
P2−P1+1

− ω
(−γ )
1 )e(k + P1 − 1)2

+ · · · + (ω(−γ )
P2−1
− ω

(−γ )
P1−1

)e(k + 1)2

+ (ω(−γ )
P2
− ω

(−γ )
P1

)e(k)2 + · · · ] (16)

At current time instant k , e(k) and the past error e(k − 1),
etc., are all known values, then the cost function in the pre-
diction interval [P1,P2] can be simplified as follows

J ≈ T γS [ω
(−γ )
0 e(k + P2)2 + ω

(−γ )
1 e(k + P2 − 1)2

+ · · · + ω
(−γ )
P2−P1−1

e(k + P1 + 1)

+ (ω(−γ )
P2−P1

− ω
(−γ )
0 )e(k + P1)2]

= ETWE (17)

where,

E = [e(k + P1), e(k + P1 + 1), · · · , e(k + P2)]T

W = T γS diag(ω
(−γ )
P2−P1

− ω
(−γ )
0 ,

ω
(−γ )
P2−P1−1

, · · · , ω
(−γ )
1 , ω

(−γ )
0 )

ω
(−γ )
0 = 1, ω

(−γ )
j = (1−

1− γ
j

)ω(−γ )
j−1 for ∀j > 0, and

ω
(−γ )
j = 0 for j < 0.

Remark 2: It shows that the general fractional cost function
is adopted in (15), which is different from the integer form of
the cost function in [35] and more tuning of degrees can be
offered compared with [35].

By minimizing the cost function in (17), the optimal con-
trol vector can be obtained as

U = −(ψTWψ)−1ψTW [L(y(k)− r(k))+ G1x(k)

− Su(k − 1)− Q1R] (18)
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S =


CAP1−1B+ CAP1−2B+ · · · + CB
CAP1B+ CAP1−1B+ · · · + CB

...

CAP2−1B+ CAP2−2B+ · · · + CB

 (19a)

G =


CAP1 + CAP1−1 + · · · + CA
CAP1+1 + CAP1 + · · · + CA

...

CAP2 + CAP2−1 + · · · + CA

 (19b)

L = [ 1 1 · · · 1 ]T (19c)

ψ

=



CBf1(P1−1)+
P1−1∑
l=1

CAjBf1(P1−1−l) CBf2(P2−1)+
P1−1∑
l=1

CAjBf2(P1−1−l) · · · CBfM (P1−1)+
P1−1∑
l=1

CAjBfM (P1−1−l)

CBf1(P1)+
P1∑
l=1

CAjBf1(P1−l) CBf2(P1)+
P1∑
l=1

CAjBf2(P1−l) · · · CBfM (P1)+
P1∑
l=1

CAjBfM (P1−l)

...
... · · ·

...

CBf1(P2−1)+
P2−1∑
l=1

CAjBf1(P2−1−l) CBf2(P2−1)+
P2−1∑
l=1

CAjBf2(P2−1−l) · · · CBfM (P2−1)+
P2−1∑
l=1

CAjBfM (P2−1−l)


(19d)

Q =


1 1 · · · 1 0 · · · 0

1 1
. . .

. . .
. . .

. . .
...

...
...

. . .
. . .

. . .
. . . 0

1 1 · · · 1 · · · · · · 1

 (19e)

U = [µ1, µ2, · · · , µM ]T (19f)

1R = [1r(k + 1) 1r(k + 2) · · · 1r(k + P)]T (19g)

where (19a)–(19g), as shown at the top this page, where, Q is
the matrix of (P2 − P1 + 1)× P2 dimension.
If we denote

µ1 = −(1, 0, · · · , 0)(ψTWψ)−1ψTW [L(y(k)
− r(k))+ G1x(k)− Su(k − 1)− Q1R]

= −h1[y(k)− r(k)]− g11x(k)+ v1u(k − 1)− q11R
µ2 = −(0, 1, · · · , 0)(ψTWψ)−1ψTW [L(y(k)

− r(k))+ G1x(k)− Su(k − 1)− Q1R]
= −h2[y(k)− r(k)]− g21x(k)+ v2u(k − 1)− q21R
...

µM = −(0, 0, · · · , 1)(ψTWψ)−1ψTW [L(y(k)
− r(k))+ G1x(k)− Su(k − 1)− Q1R]

= −hM [y(k)− r(k)]− gM1x(k)+ vMu(k − 1)
− qM1R (20)

Then the manipulated variable at the current time instant
can be derived as

u(k) = −Hy[y(k)−r(k)]−Gx1x(k)+ Vuu(k−1)− Qu1R

(21)

where,

Hy =
M∑
j=1

hjfj(0)

Gx =
M∑
j=1

gjfj(0)

Vu =
M∑
j=1

vjfj(0)

Qu =
M∑
j=1

qjfj(0) (22)

Remark 3: It is noted that the merits of both the fractional
order PID algorithm and predictive control algorithms can
be integrated for improved control performance, which is a
smart way of combining both the PID performance and the
prediction function. The future work of the proposed method
can borrow such ideas and such that the resultant controller
will both bear the performance of the proposed fractional
order PFC and the PID controller.
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IV. APPLICATION ON INDUSTRIAL HEATING FURNACE
In this section, the performance of the proposed fractional
order controller will be verified on the practical electric heat-
ing furnace.

A. PROCESS DESCRIPTION
The overall diagram of the experimental device for the tem-
perature process control system is shown in Fig.1. It mainly
consists of an electric heating furnace SXF-4-10, an indus-
trial personal computer (IPC) 610L, and several connected
devices, such as the signal amplifier, the solid state relay,
the terminal strip, etc. The active functions of these compo-
nents will be formulated in the following details. The flow
chart of the temperature control system is displayed in Fig.2,
where the brief description is as follows.

FIGURE 1. The diagram of wiring connection and industrial personal
computer 610L.

FIGURE 2. Process flow chart of the electric heating furnace (SXF-4-10).

The overall temperature process mainly consists of the
measurement module and the heating module. The two
modules have been connected by a computer that contains
the process control algorithm and the transformation rule

between real-time temperature and the corresponding volt-
age. In the measurement module, the thermocouple is used
to implement the temperature measurement function while
the PCI-1802LU CR signal acquisition card is employed to
collect the voltage corresponding to the real-time tempera-
ture data. Since the voltage is too small to be recognized,
the SG-3011CR signal amplifier has been added to amplify
the voltage signal to avoid tremendous measurement error.
In the heating module, the temperature is controlled by on-off
control of the SSR-380D40 solid state relay. The PIO-D24U
signal output card is used to transmit the corresponding
voltage signal to the solid-state relay. When the input digital
signal of the PIO-D24U card is set to 0x01 by the computer,
the +5V output voltage will be obtained by solid state relay.
Then the SSR-380D40 relay is on-state and the SFX 4-10
electric heating furnace is on heating state. On the contrary,
if the input digital signal is 0x00, the output voltage of signal
output card is 0V and the SSR-380D40 is at off-state. Then
the circuit of the heating module is switch-off and the heating
wire of furnace does not work. In addition, the DN-37 CR
terminal strip is used to transmit the voltage and the resistor
is added to divide the AC voltage.

B. MANIPULATED VARIABLE
In the IPC, the error between the practical measurement
temperature and the temperature set-point is seen as the input
of the control algorithm and the output of the computer is
the percentage, namely duty ratio (dr) of the heating state
for the heating furnace during the selected heating time nTS ,
where TS = 10s is the sampling time and n is the number of
heating time. Within the current heating cycles nTS , the duty
ratio dr will be performed on the output temperature. In other
words, SSR-380D40 relay is on-state if the input digital signal
is 0x01 during the time dr · nTS , while the relay is at off-
state when the input signal is 0x00 during the remaining time
(1− dr) · nTS .

The duty ratio dr calculated by comparing the set-point
with the practical measurement temperature is seen as the
manipulated variable for the temperature control process and
the time for heating or the on-state of the solid-state relay
depends on the duty ratio of the heating cycles. In the next nTS
heating cycles, the loop will start again.

C. CONTROL PROBLEM
From the perspective of practical consideration, the PID
method is applied to stabilize the temperature of the heating
furnace. In view of the overall process, the output of PID
is regarded as the manipulated variable, i.e., the duty ratio,
which will be transformed into the corresponding voltage by
IPC. Then the value of the voltage will be used to determine
the on-off state of the solid-state relay. Thus, the appropriate
heating time when the solid-state relay is on-state will be
obtained for heating furnace.

The proposed FPFC algorithm is based on the general-
ized process involving the PID close-loop feedback system.
The structure of the proposed method is shown in Fig.3,
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FIGURE 3. Control block of FPFC-PID for heating furnace.

where the input of PID will be the output of the fractional
order controller and the input of the FPFC is seen as the
difference between the process output temperature and the
temperature set-point.

For the realization of this control process, the programmed
control algorithm is the main bridge that connects the input-
output data to the whole process. The automated implemen-
tation for the temperature control system is shown in Fig. 4.
In this application, the proposed FPFC method is realized
over the original internal-model PID in the computer pro-
gram, where the real-time temperature is transmitted to the
function of the proposed FPFC and PID function is commu-
nicated by calling the function module of FPFC. Then the
program of FPFC-PID module is successful connected. For
simplicity, the process model is obtained off-line, where the
control parameters of S,G,L,Fi,Hj,Q,W can be derived
before the real-time experiments based on the aforemen-
tioned parameters, such as β,P, etc. In Fig.4, the whole
control program consists of the conversion program between
the duty ratio and the heating time, the off-line calculated
program, the real-time temperature access program and the
main output control program of the control variable. The data
access program is to acquire the real-time temperature from
the heating furnace using the thermocouple and transmit the
corresponding temperature to the control program, while the
control programwill calculate the duty ratio by combining the
offline calculation and real-time temperature. Then the duty

FIGURE 4. Automated implementation for the temperature control
system.

ratio will be transformed into the corresponding voltage and
the heating time dr · nTS determined by the voltage will be
performed on the electric heating furnace.

D. PROCESS MODEL
The two process models, that is, integer first order model and
fractional order model, can be modeled through the practi-
cal input-output temperature of the electric heating furnace,
where the input data is the set-point of the internal-model
PID, and the output data is the practical measured temper-
ature. As can be seen in [39], internal model control (IMC)
was introduced into the design of PID control and the tuning
parameters of PID control are chosen as

Kp =
(T + 0.5τ )
K (λ+ 0.5τ )

, Ti = T + 0.5τ, Td =
T τ

2T + τ
(23)

where, K ,T , τ are the parameters of the heating furnace.
λ is an extra parameter with λ > 0.8τ . To satisfy the
requirement of the performance of the heating furnace, i.e.,
the settling time, overshoots and fluctuation of the response,
the parameters of the PID for the heating furnace are derived
as Kp = 2.74,Ki = 0.0036,Kd = 0. The response is done
with the set-point of PID changing from indoor temperature
to 300◦ for process modeling.
The integer first order plus dead time model based on the

step response of the process output is

G1(s) =
1

600s+ 1
e−100s (24)

The corresponding fractional order model is

G2(s) =
1

500s0.95 + 1
e−100s (25)

According to the Oustaloup approximated method in
Eq.(5) and the experimental chosen parameters as N = 4,
wb = 10−6,wh = 106, the Oustaloup approximation model
can be derived with

G3(s) =
s4 + a1s3 + a2s2 + a3s+ a4
b1s4 + b2s3 + b3s2 + b4s+ b5

e−100s (26)

FIGURE 5. Step responses of the models and practical temperature of the
furnace.
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where,

a1 = 8.422× 105, a2 = 7.087× 108,
a3 = 5.963× 108, a4 = 5.012× 105

b1 = 2.506× 108, b2 = 2.981× 1011,
b3 = 3.55× 1011, b4 = 1.017× 109, b5 = 5.017× 105

The responses of the three models and the real-time tem-
perature output response are shown in Fig. 5. The statistical
results of the step-response models are listed in Table 1. It is
found that the fractional order model and its approximated
Oustaloup model are more precise to match the practical
output temperature than the integer first order model.

TABLE 1. Statistical Measures of the Step-Response Models

FIGURE 6. Close-loop responses of the proposed FPFC for variation in β.

FIGURE 7. Closed-loop responses of the proposed FPFC for variation in P .

Here we use the absolute value of difference 1SEi =
|yp(i) − ym(i)| between the practical measured data and the
step-response model output at each sampling time to evaluate
the models in Table 1, where yp(i), ym(i) are the practical
measured temperature and the step-response model output at
sampling time instant i, (i = 1, 2, · · · ,Ls), respectively. The
results of standard variance of the step-response models have
been carried out via (27a) and the root mean squared error is
carried out via (27b), where Ls = TF/Ts is the total sampling
numbers with TF = 8000, and 1S̄Ē is the average value
of 1SEi.

SD =

√√√√ Ls∑
i=1

(1SEi −1S̄Ē)2/n (27a)

RMSE =

√√√√ Ls∑
i=1

[yp(i)− ym(i)]2/n (27b)

E. EXPERIMENTAL RESULTS
The PFC and proposed FPFC have been applied to the tem-
perature of the electric heating furnace, where (24) and (26)
are discretized for PFC and FPFC respectively and the sam-
pling time is still selected as TS = 10s. Then the two discrete
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FIGURE 8. Performance of the set-point tracking of practical temperature
control systems.

models can be derived respectively as follows

G1(z) =
0.01653
z− 0.9835

z−10 (28)

G3(z) =
az0z4 + az1z3 + az2z2 + az3z+ az4
z4 + bz1z3 + bz2z2 + bz3z+ bz4

z−10

az0 = 3.991× 10−9, az1 = 0.01722, az2 = −0.01765,
az3 = 0.0005697, az4 = 5.482× 10−12,
bz1 = −1.972, bz2 = 0.9717,
bz3 = −6.651× 10−6, bz4 = −6.333× 10−24 (29)

To verified the merit of the proposed FPFC method,
the more accurate approximated model in (29) which is
derived from the fractional model is used for the design of the
proposed controller. Using the fractional order cost function,
the controller can be more flexible with more degrees of
freedom. The following experiments have been implemented
on the heating furnace.

For the set-point tracking, if a constant set-point is to be
achieved, a step function can be selected. Otherwise, higher-
order basis functions may be required if a ramp, parabolic,
etc., set-point is required. Since the temperature is to track a
constant profile, one step base function is selected. It means
that u(k + i) = µ1. In the following experiments, the set-
point is 300◦ from the time instant k = 0, and the prediction
horizon is chosen as P1 = P2 = P.

In fact, the parameter γ is an arbitrary order. For simplicity,
the fractional integral order is set as γ = 0 Then the design
of FPFC will follow the general design strategy of PFC,
i.e., multi-step prediction, feedback correction and receding
horizon optimization.

Fig.6 depicts the performance of the control system for
the variation in β when the prediction horizon is fixed as
P = 15, and the experiment results shown in Fig.7 are for
variation in P when β is fixed as β = 0.95. It is shown
in Fig. 6 that the overshoots of the controller can be decreased
by increasing β. In Fig.7, by increasing the parameter P
from 12 to 40, the overshoots of closed-loop response for the
proposed control system will be weakened. Even though the
initial temperature of the heating furnace may be different
in Figs.6 and 7, it can be negligible due to the fact that the
initial values have no effect on the dynamic trends of the
control response. Considering the overall effect of the two
parameters, the relatively satisfactory values are chosen as
β = 0.975,P = 15 to evaluate the performance of the
proposed FPFC. The comparisons of the experiment results
with the proposed fractional order controller and the other
controllers are shown in Figs.8-10.

The performance of the set-point tracking of the control
systems from indoor temperature to the preset temperature is

FIGURE 9. Performance of the disturbance rejection of practical
temperature control systems.
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FIGURE 10. Experimental tests of steady state performance for practical
temperature control systems.

shown in Fig.8, which shows the output temperature of the
close-loop systems and the corresponding input duty ratio.
The faster responses are obtained for both the PFC and the
proposed FPFC as compared with classical PID. It is seen
that the proposed FPFC yields no overshoot and act better
than the integer PFC with overshoots of the maximum value
of (307− 300)/300.
To verify the performance of the disturbance rejection,

a small mouth of the door of the electric heating furnace is
opened to connect with the outer space. Fig.9 shows that the
proposed FPFC gives the best disturbance rejection although
these methods can reject this disturbance and force the tem-
perature to track the required set-point again. The PID close-
loop control system recovers to the set-point at the expense
of the longest time of nearly five hours. Faster recoverability
of disturbance rejection is obtained for both PFC and the pro-
posed FPFC. Even more, the PFC shows greater overshoots
as compared with the proposed FPFC.

In Fig.10, the experimental tests regarding the steady state
performance of the practical control systems are discussed.
It can be seen that the residual error will exist by PID
controller, and the temperature of the proposed fractional
order control system will be preferably maintained within
the desired output. In addition, Table 2 shows more clearly
the corresponding computed results regarding average,

maximum, minimum, standard deviation and extreme devia-
tion of the output temperature. The experimental results show
improved performance of the proposed FPFC strategy. More-
over, the computation time of the control action calculation
of the three methods are also calculated, and they are 0.684s,
0.53s and 0.42s for FPFC, PFC and PID respectively. It shows
that it is acceptable for real-time application although the
computational burden of FPFC is the heaviest.

TABLE 2. Statistical Results of Output Temperature

V. CONCLUSION
In this paper, an approach of fractional order PFC is proposed
and the application has been implemented on an electric heat-
ing furnace. The proposed method is based on the fractional
order model and the state space model is used to derive the
predictive functional control law. The experimental results on
the temperature process reveal the improvement of the pro-
posed FPFC method. As there is no quantitative analysis for
tuning parameters of predictive control, the tuning parameters
of the controller were chosen depending on experience in
practice. In a way, the more effective prediction model can be
derived from the more precise fractional order model which
is a baseline for FPFC controller. With the additional freedom
degree, the performance of the controller can be improved by
adjusting the suitable fractional-order value.
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