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ABSTRACT In the era of big data, recommender system (RS) has become an effective information
filtering tool that alleviates information overload for Web users. Collaborative filtering (CF), as one of
the most successful recommendation techniques, has been widely studied by various research institutions
and industries and has been applied in practice. CF makes recommendations for the current active user
using lots of users’ historical rating information without analyzing the content of the information resource.
However, in recent years, data sparsity and high dimensionality brought by big data have negatively affected
the efficiency of the traditional CF-based recommendation approaches. In CF, the context information, such
as time information and trust relationships among the friends, is introduced into RS to construct a training
model to further improve the recommendation accuracy and user’s satisfaction, and therefore, a variety of
hybrid CF-based recommendation algorithms have emerged. In this paper, we mainly review and summarize
the traditional CF-based approaches and techniques used in RS and study some recent hybrid CF-based
recommendation approaches and techniques, including the latest hybrid memory-based and model-based CF
recommendation algorithms. Finally, we discuss the potential impact that may improve the RS and future
direction. In this paper, we aim at introducing the recent hybrid CF-based recommendation techniques fusing
social networks to solve data sparsity and high dimensionality and provide a novel point of view to improve
the performance of RS, thereby presenting a useful resource in the state-of-the-art research result for future
researchers.

INDEX TERMS Recommender systems, collaborative filtering, matrix factorization, singular value decom-
position, trust-aware collaborative filtering, social networks.

I. INTRODUCTION However, the geometric growth of data makes it difficult
With the rapid expansion of Internet technology and ubiqui- for users to find information that meets their own needs in
tous computing, a variety of channels and methods to access time, so “‘big data” leads to ‘““information overload” problem,
to information have brought great convenience for users. and makes a lot of irrelevant redundant information interfere
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with users’ choice [1], [2]. In the era of big data, RS
does not require users to provide clear needs, and establish
users’ interest models by analyzing their historical behavior
to recommend items which better match the active users’
interests [7], [8].

Collaborative Filtering (CF) is one of the most widely
used and successful technologies in RS. CF-based recom-
mendation techniques have achieved great success, and have
a wide range of application prospects in many fields such
as e-commerce and social networks. However, as big data
arise, the CF-based approach often suffers from several short-
comings [51], such as data sparsity, cold start, and scalabil-
ity issues, which seriously affect the recommended quality
of RS. To tackle the aforementioned problems, many data
mining and machine learning techniques such as cluster-
ing [27], [29], singular value decomposition (SVD) [11], [39],
probability matrix factorization (PMF) [64], [87], [88], and
non-negative matrix factorization (NMF) [47], [75], [76]
are proposed to improve the performance of RS. To solve
the problems of data sparsity and cold start in the era
of big data, social factors are recently considered to fur-
ther improve the performance of RS [50], [57], [74], [75],
[78], [82], [86], [88], [89], such as reliability-based trust-
aware collaborative filtering(RTCF) [32], recommendation
with social trust ensemble (RSTE) [70], a matrix factoriza-
tion based model for recommendation in social rating net-
works (SocialMF) [81], a state-of-art social network-based
recommender system (SNRS) [89], an enhanced personalized
recommendation model based on user attributes clustering
and rating filling (EPRM) [88], and a neighborhood-aware
unified probabilistic matrix factorization (NAUPMF) [87].

A. PRIOR RELATED SURVEYS

In the past few years, some survey or review articles
have been presented in RS. A number of studies review
system frameworks, overview, and methods of RS from
a methodological point of view [1], [9], [12], [15]. For
instance, Wang et al. [1] outline system frameworks, main
models, key frameworks, assessments and typical applica-
tions of context-aware RS with a process-oriented view.
Adomavicius and Tuzhilin [12] present an overview of
the field of RS and describe the current recommenda-
tion methods: content-based, CF-based, hybrid recommen-
dation approaches. Yang et al. [17] propose a framework of
CF-based RS according to a variety of users’ data including
ratings from users and user historical behavior, and com-
pares several typical CF algorithms. Most of the existing
review articles discuss traditional methods and techniques of
RS, a few of which involve social recommendation methods
[31, [7], [36], [63], [73]. For instance, Lii ef al. [3] review
recent progress of RS and discusses the major challenges,
such as dimensionality reduction techniques, similarity-based
approaches, and social filtering. Tang et al. [73] present a
review of existing RS, give the definitions of social recom-
mendation, and discuss the feature of social recommenda-
tion and its implications. Yang et al. [36] provide a brief
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overview over the task of RS and traditional approaches, and
present how social network information can be adopted by
RS. Although some review studies have referred to social
recommendation methods [3], [10], [36], [42], [73], they
don’t systematically introduce social networks-based recom-
mendation methods for dealing with data sparsity and cold
start problems, and some of the social factors have not been
fully considered [61], [70], [74], [79], [81]-[83], [89].

B. CONTRIBUTIONS OF THIS SURVEY

This paper is a systematical survey that provides a compre-
hensive review of existing work on conventional CF-based
and hybrid CF-based recommendation methods. Our major
contributions can be summarized as follows:

o We mainly summarize the traditional and hybrid model-
based CF recommendation methods, techniques and new
research progress on RS for providing some references
and research inspiration for the future research.

« We survey the social networks-based recommendation
methods in recent years, and present recent studies on
CF-based recommendation algorithms to solve the prob-
lems of data sparsity and cold start.

« We study numerous influences of social factors on the
recommendation quality of RS.

« We discuss several potential issues of CF and highlight
future research directions for solving the problems of
data sparsity and cold start.

The remainder of this review is organized as follows.
In Section 2 we present an overview of RS and review
the frequently used CF approaches, techniques, evaluation
metrics, and technical challenges on existing methods. Next,
in Section 3 we introduce the techniques and modeling
approaches used in the hybrid CF-based recommender sys-
tems, such as enhanced similarity measures, memory-based
trust-aware CF, model-based social matrix factorization-
based CF, and reduce dimensionality. Then we discuss the
advantages of CF in Section 4. Finally, we outline con-
clusions, prospect of further study and development trends
in Section 5.

Il. RECOMMENDER SYSTEMS

A. OVERVIEW

A complete RS consists of the following three parts: user,
item resource and recommendation algorithm, which is as
shown in Fig. 1. The user model is established by analyz-
ing the users’ interests and preferences, likewise, the model
for item resource is established according to items’ feature.
Then, the characteristics of the user are compared with the
characteristics of all items to predict which items the user
might like by using the recommendation algorithm, and the
predicted results are recommended to the user. Among them,
the recommendation algorithm is the most important part of
RS [18], [41]. The performance of the proposed algorithm
directly affects the overall performance of the RS. Therefore,
the research work of RS is mainly focused on the design and
implementation of the proposed algorithm.
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In general, RS has been divided into several different cate-
gories, namely CF, content-based, social filtering, association
rule mining, and social filtering [14].

B. APPLICATIONS
The task of RS is to convert users’ historical behavioral
information on items into predictions of users’ possible future
interests and preferences, and help users find items (movies,
music, books, Web information, etc) that may be interested
in from a large amount of data by mining the binary relation
between users and items [3]. After its first appearanceACRS
attracts more and more attention and has been widely applied
in industrial communities such as digital information content
services, e-commerce, information retrieval, mobile news,
e-tourism, education, digital libraries and so on. The rec-
ommendation for many e-commerce sites is based on CF
algorithm. For instance, Amazon’s 20% -40% of sales is due
to RS, and 60% of DVDs rented by Netflix are selected based
on RS [3], [8]-[10].

Table 1 shows main recommendation systems that are
being used in various fields.

TABLE 1. The applications of RS in various fields.

Category Recommender systems
Video Netflix, Hulu, Youtube, Youku, iQiyi, Tudou, Ku6
News Google news, ifeng, Toutiao, NetEase news, Digg
. Yahoo! Music, Pandora, Douban music, QQ music, Google
Music
play, Last.fm

Socia networking services
E-business

Facebook, Twitter, sina weibo, QQ, Linkedin
Amazon, eBay, taobao, JD, Suning

C. TRADITIONAL CF RECOMMENDATION METHODS

In this section, we will introduce the most commonly used
CF-based recommendation methods, including latent factor
model (LFM), and its existing variations such as matrix fac-
torization, NMF, and SVD. Traditional CF can be divided into
the two methods: memory-based and model-based methods.
The framework of CF-based RS is shown in Fig. 2.

1) MEMORY-BASED CF TECHNOLOGY

Memory-based CF recommendation algorithm obtains the
similar relationships between users or items according to the
user-item rating matrix, and then recommends the items that
are highly rated by similar users for the active user [17].
In memory-based CF, the ratings on items from users are
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directly used to predict unknown ratings for new items. The
memory-based recommendation method can be subdivided
into two ways: user-based CF and item-based CF [2]. The
rationale of user-based CF and item-based CF is shown
in Fig. 3.
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FIGURE 3. The rationale of user-based CF and item-based CF.

a: USER-BASED CF RECOMMENDATION ALGORITHM

The idea of user-based CF is that users with similar historical
ratings should have similar interests, so we can predict the
active user’s missing ratings on the specific items according
to similar users’ ratings on given items. Firstly, the similari-
ties between the active user and other users are calculated, and
then the neighbors of the active user are selected according to
the similarities. Finally, the ratings from the active user are
predicted according to the historical preference information
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of the similar neighbor users, and the recommendation results
are generated [12], [18].

(1) Calculate the Similarity between Users. The ratings
of the user u are usually expressed as the rating vector
ry = {rful,Tu2,...,un}. The similarity between the two
users is obtained by comparing the rating vectors of the
two users. The classical measures to calculate the similarity
between users are cosine similarity and Pearson correlation
coefficient (PCC).

Cosine similarity: the user’s ratings can be indicated as
an n-dimensional vector, and the similarity between users is
obtained through the user’s rating vector angle. In general,
the smaller the angle is, the higher the similarity is. Cosine
vector similarity is calculated as follows [2] (see Eq. 1):

Ty Ty
[Eullz x [IEyll
2 iel,, Tui * Ivi

) \/Zielu rlzli\/Zielv o v

where simy, represents the similarity between users u and v,
Ty and Ty represent the rating vectors of u and v, respectively,
IIfull,and |7y |, represent 2-norm of u and v, respectively,
and r,; and ry; represent the ratings of u and v on the item
i, respectively. I and I, represent the sets of items rated by
users u and v, respectively, and I,y represents the set of items
commonly rated by both u and v.

Pearson correlation coefficient is calculated as follows [51]
(see Eq. 2):

simyy = cos (Ty, Iy) =

Zieluv (ryi — Tw) (ryi — Ty)
\/ZiEIuv (I'ui - fU)\/ZiGIuV (rVi - fV)

where ryand 1, represent the average ratings from u and v,
respectively.

(2) Find the Nearest Neighbors. There are usually two
methods for finding nearest neighbors: k-nearest neighbors
and setting threshold. k-nearest neighbors method is to select
the first k users with the closest similarity to the active user u
as his or her nearest neighbors. The threshold method means
that a threshold ¢ is set initially, when the similarity between
user v and the active user u is greater than 4, the user v is
selected as one of the nearest neighbors.

(3) Predict Ratings. There are two main ways to make
recommendations for an active user: predicting the ratings
and providing a top-N recommendation list. The both need
to predict ratings of the active user u on a new item i using
the ratings on i from users most similar to u. The predicted
rating is calculated as follows [32] (see Eq. 3):

@

simyy =

ZVGN“ SiInuv(rvi —Ty)
ZveNu [simyy|
where N, denotes the similar neighbor set of the user u.
Top-N recommendation is mainly used in the following

scenarios: shopping websites or websites that generally do
not have explicit rating information. In this case, through

3

fui =Ty +
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the user’s implicit feedback information, a list of items that
may be of interest is recommended to the user, and some
useful data is extracted to form a user-item matrix where each
element is O or 1 [17]. In general, the user’s preferences are
modeled in point-wise way, each user’s rating for each item
(or a probability value between 0 and 1) is predicted, and
then the rated items are sorted in descending order, finally
top-N items are recommended to users. Memory-based CF
for binary data can actually be considered as a special case
of memory-based CF for ratings. The rating r,; = 1 if the
user-item pair (u,i) is observed, and ry; = 0 otherwise in the
feedback matrix R. Therefore, the cosine vector similarity for
binary ratings is calculated as follows [107] (see Eq. 4):

2iet,, Tui - Ivi

2/ 2
\/ Zielu Tai Zielv i

T NI

VILIVILI
where I, and I, denote the sets of items observed by users u
and v, respectively, and I,y denotes the set of items commonly
observed by both u and v.

Rating predictions for binary data can be calculated using
Eq.(3) as well. Unlike the recommendation method for rating
prediction, the value of the predicted rating t,; in implicit
feedback scenarios will be a rating of between 0 and 1. For
top-N recommendation, RS recommends the first n items by
ranking all the items according to their predicted ratings in
descending order [17], [107].

simyy = cos (Ty, Ty)

“

b: ITEM-BASED CF RECOMMENDATION ALGORITHM
Similar to the user-based CF recommendation algorithm, the
item-based CF recommendation algorithm is also executed in
the following three steps: (1) Calculate the similarity between
items according to the user-item rating matrix; (2) Select the
similar neighbor items according to the similarity; (3) Predict
unknown ratings on the active item according to the neighbor
items, and generate a recommended list.

(1) Calculate the Similarity between Items. The classi-
cal measures between items are adjusted cosine vector and
Pearson correlation coefficient.

(a) Adjusted cosine vector. The adjusted cosine vector
method is calculated as follows [2] (see Eq. 5):

ZueUij (ryi — Tu) (ruj — fu)
\/ZUEUi (ruj — f11)2\/2:uer (ryj — fu)?

where sim;; denotes the similarity between items i and j.
U; and Uj represent the sets of users who rated items i and
J» respectively, and Uj; denotes the set of users who rated both
items i and j.

(b) Pearson correlation coefficient method is calculated as
follows [14] (see Eq. 6):

Yueuy (ui — 1) (1 — Tj)
e, @i = F Ty, (i — 5
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where 1; and 1; represent the average ratings on i and j in Uj;,
respectively.

(2) Find the Nearest Neighbors. Similar to the user-based
CF, there are usually two methods for finding the nearest
neighbors in the item-based CF recommendation methods:
k-nearest neighbors and setting threshold.

(3) Predict Ratings [69] (see Eq. 7):

ZjeNi simyj X (ryj — 1j)
ZjeNi |Simij|

where Nj is the similar neighbor set of the item i.

(N

Ly =T +

2) MODEL-BASED CF TECHNOLOGY

The memory-based RS is simple to implement and the algo-
rithms is easy to understand. However, the memory-based RS
is not suitable for practical applications when dealing with
large amounts of users and items. In this case, the model-
based RS emerge subsequently, which can avoid the impor-
tant drawback [76]. The model-based RS requires a learning
phase in advance for finding out the optimal model param-
eters before making a recommendation. Once the learning
phase is finished, the model-based RS can predict the rat-
ings of users very quickly. Among them, latent factor model
(LFM) is very competitive and widely adopted to implement
RS, which factorizes the user-item rating matrix into two
low-rank matrices: the user feature and item feature matrices.
It can alleviate data sparsity using dimensionality reduction
techniques and usually produce more accurate recommenda-
tions than the memory-based CF approach, while drastically
decreases the memory requirement and computation com-
plexity [3], [44]. SVD [11], [20], matrix factorization (MF)
[21], [80], and NMF [47], [49] are usually used recommen-
dation methods, which all take advantage of LFM.

a: MATRIX FACTORIZATION MODEL
The recommendation procedures of RS based on MF model
is shown in Fig. 4.

(1) Construct Latent Feature Model. The matrix factor-
ization model is described as follows [3] (see Eq. 8):

R~ PQ" ®)
For the user-item rating matrix R of m x n, the MF model
represents approximately R as a product form of users’ fea-
ture matrix P of m x k and items’ feature matrix Q of n x k
according to MF technique. Here, m and n are the numbers
of users and items, respectively, and k is the number of latent
features. An example of MF on movie recommendation is
shown in Fig. 5.

(2) Obtain the Objective Function. The MF model usu-
ally aim at minimizing deviation between the decomposition
of the approximate matrix and the original user-item rating
matrix. Therefore, we train the model by using the gradient
descent method to achieve the optimal solution [2], [3]. The
objective function is described as follows [3], [18] (see Eq. 9):

L = min ||R — ﬁ” = min( Z (ryi — puqui)2
+ p Ipukll® + Aq lqiill> (9)
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where r,; denotes the rating of user u on item i in the original
matrix, and py and qi; denote the kth feature from user u and
kth feature from item i in P and Q7, respectively. Ap and Aq
are the regularized term parameter to avoid overfitting.

(3) Update the Values of the Feature Matrices P and Q.
In RS, stochastic gradient descent (SGD) [21] and alternating
least squares (ALS) are often used to solve the parameters of
the above objective function. SGD continuously updates the
unknown parameters pyk and qx; until convergence accord-
ing to the gradient descent direction of the objective func-
tion [27]. In order to solve Eq. (9), py and q; are initialized
randomly at first, and then the prediction error between the
true rating and the predicted rating is calculated as follows
[2], [34] (see Eq.10):

€ui = Tui — PukQki (10)

The values of p, and q; are updated to obtain the approx-

imate values using SGD method, which can be described as
follows (see Eq. 11-12):

Puk < Puk + 7(qki * €ui — ApPuk) (11)

qki < ki + 7(Puk  €ui — AqQki) (12)

where 7 indicates the learning rate. The derivation process is
as follows (see Eq. 13-14).

oL .
Puk < Puk—7 = Puk — (ryi — Tyi) (13)
0puk 0puk
aL 9 o
ki < qki—N7—— =qki — — @i — Tui) (14)
dqki 9qxi

(4) Predict the Unknown Ratings according to the
Matrices P and Q. The unknown ratings can be predicted
as follows [3] (see Eq. 15):

K
tyi = Zk=1 Pukdki (15)
For binary data, it is possible to make a prediction using
the above method by assuming that R=1 for all observed
user-item pairs in implicit feedback scenarios. Therefore,
the objective function for binary data is described as fol-
lows [107] (see Eq. 16):

L = mingjep |1 —R|
=miny_ (0 = puka)” + Ap Ipukl + Aq il
(16)

Here, the predicted rating Ty; can be calculated as Eq.(15)
as well, which represents a user’s preference level for an item.
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FIGURE 6. A matrix decomposition process of SVD.

b: NON-NEGATIVE MATRIX FACTORIZATION MODEL
Similarly, NMF also factorizes the original user-item rating
matrix R into two matrices P and Q with rank r, where P
is equal to |U|xf, Q is equal to fx|I| and f<min(|U], |I|).
Note that a decomposition process is performed under
the non-negative constraint, i.e., P > 0, Q > 0. Therefore,
the problem of NMF-based CF is described as follows
(see Eq.17) [75].

argmin loss = ||R — PQ||2

stPQ >0 (17)

To make sure that the P and Q are non-negative,
the learning rates are manipulated as follows [30], [47], [75]
(see Eq.18):

Puk ki
(PQQ")y’ (PTPQ)y;

The updating process is described as follows [49], [75] (see

Eq.19):

ok = agi = (18)

TR)uk

(RQ") o
bO(PTPQ)

TP pQQT

¢: SINGULAR VALUE DECOMPOSITION (SVD)

Data sparsity and high dimensionality are recurring problems
in RS. Therefore, dimensionality reduction is an urgent prob-
lem to be solved at present, and SVD namely a particular

Puk (19)
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realization of the MF algorithms, is a powerful technique
for dimensionality reduction [2]. An original rating matrix
Rmxn can be decomposed into U, S and V according to SVD
technology as follows (see Eq. 20):

(20)

Rmxn = Umxmsmxnvnxn
where UTU = I,xm, and VIV = I,.,. Each column of U
is called a left singular vector, S is a diagonal matrix, and
the diagonal values are arranged from large to small, which
are called singular values; each row of VT is called the right
singular vector. The value of the diagonal on the matrix S is
indeed the square root of RRT or RTR. For instance, a matrix
decomposition process of SVD is shown in Fig. 6.

As shown in Fig. 6, the dimension of the initial matrix R is
reduced, which is represented by using U, S, and V. Among
them, U reflects the user information, V reflects the item
information, and S reflects the importance of the feature.
We select the first 4 features, which take up more than 95%
of the original energy. Finally, R approximates to the real
matrix R.

In general, S is a kxk diagonal matrix, where k=min(m,n).
R is approximated with R given by R ~R = ULV, and £ is
the k-rank approximation of X.
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D. EVALUATION METRICS
Several metrics are used to evaluate the efficiency such as
accuracy, coverage, and diversity in RS.

The mean absolute error (MAE) is a widely used metric to
calculate the recommender’s prediction [69]. MAE is calcu-
lated using the following expression (see Eq. 21):

Z(u,i)eT |r11i - flli|
IT|
where T denotes an item set. For a given RS, the lower
the MAE is, the higher the prediction is, and the better the
performance of the algorithm is [30].
Similar to MAE, the root mean squared error (RMSE) is
also a frequently employed metric, which evaluates the abso-

lute difference between the observed and predicted ratings as
follows [30] (see Eq. 22):

MAE =

2

Z(u,i)eT (fui - fui)2
[T

In addition, the precision@N (P@N) and recall@N
(R@N) [45], [62] are used to measure the recommendation
accuracy by calculating the ratio of the predicted rating to the
actual rating in the entire test set. The higher the precision is,
the better the recommendation accuracy is. P@N and R@N
are described as follows (see Eq. 23-24).

RMSE =

(22)

P@N — |items_relevant|elt\<li| N topN_items| (23)

R@N — litems_relevanted N topN_items| 24)
- litems_relevanted|

where items_relevanted and topN_items denote the actually
visited list and the recommended list, respectively.

The accuracy of recommendation is also evaluated by the
precision/recall. The precision describes how many percent-
ages of the final recommended list is in user-item rating
records that have taken place, and the recall describes how
many percentages of user-item rating records are included
in the final recommended list. The precision and recall are
described as follows (see Eq. 25-26):

> R() N T(w)|

Precision = S R (25)
YL IRW N T(W)]
Recall = —Zu )] (26)

where R(u) denotes the number of items recommended to the
user u, and T'(u) denotes the user u likes the collection of items
on the test set.

Area under curve (AUC) is also used to evaluate the
quality of recommendation, which is described as follows
[106], [110] (see Eq. 27):

1 I .
AVC=T1g) 2eu [E(u)| 2 s PR > ) @D

where |U| represents the total number of users in the test set.
E(uw) = {(i,))|i € T(w),j ¢ T(uw)}, and T(u) denotes the set of
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items on which user u performs target action. In the test set
T(u), ¢(x) denotes the indicator function that is equal to 1 if
x is true, and equal to 0 otherwise.

The overall prediction accuracy of the algorithm can
be evaluated by mean average precision (MAP), which is
the mean of the average precision (AP) of all test users.
Given a user u; and his/her sorted recommendation list
<Jj1,]j2s - --»jm > of length M, and the selected N items, AP
can be calculated as follows [106], [112], [124] (see Eq. 28):

_ S M, precision(k) x ref(k)

AP; = N (28)

where precision(k) is the accuracy of top-k. If jg hits, then
ref(k)=1; otherwise, ref(k)=0. The higher the MAP is,
the higher the recommendation accuracy of the algorithm is.

Another indicator of recommendation accuracy is mean
reciprocal rank (MRR), namely the mean of reciprocal of
the user’s actual response in the recommended list. MRR is
defined as follows [112], [124] (see Eq. 29):

1 1
MRR = — - (29)
|U] 4~ueU minjet(w)p

where p indicates the rank in the recommended list.

In addition, the coverage rate is also used to evaluate the
performance of RS. The coverage rate reflects the ability of
the recommendation algorithm to discover the long tail. The
higher the coverage rate is, the more the recommendation
algorithm can recommend items in the long tail to users. The
coverage is described as follows [34] (see Eq. 30):

|UR@)|

30
m (30)

Coverage =

The coverage indicates what percentage of the final rec-
ommended list contains items. The RS with 100% coverage
can recommend each item to at least one user. Top rankings
have a low recommended coverage and will only recommend
popular items that account for a small percentage of the total
items. A good RS not only needs higher user satisfaction but
also higher coverage.

In order to satisfy users’ extensive interests, the recom-
mended list needs to cover different areas of interest of users,
i.e., the recommended results need to be diversified. Diversity
describes the dissimilarity between the two items in the list.
Assuming s(i, j) defines the similarity between the items i and
j» then the diversity of user u’s recommended list is defined
as follows [45] (see Eq. 31):

Zi,jeR(u) s(i, J)

Di itv (R = 1—
iversity (R (u)) LR )] (IR ()] —1)

&1V

E. EXPERIMENTAL DATASETS

The real life experimental datasets used in RS can be divided
into two categories: the datasets with trust relationships and
the datasets without trust relationships:
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1) THE DATASETS WITHOUT TRUST RELATIONSHIPS

(1) Movielens dataset is collected by the GroupLens research
project team of the University of Minnesota, USA, which
is one of the most important datasets for evaluating rec-
ommendation algorithm. Movielens dataset contains about
100,000 ratings obtained from 943 users for 1,682 movies,
and each user has rated at least 20 movies. Movies are rated on
an integer scale of 1 to 5 [29]. (2) Netflix dataset comes from
Netflix’s movie rental website. Netflix published the dataset
in 2005 and set up a netflix prize to solicit recommendation
algorithms and architectures which can increase the perfor-
mance of RS by 10%. This dataset contains about 1 billion rat-
ings of 17,770 movies from 480,189 anonymous users [30].
(3) Bookcrossing dataset is crawled by Ziegler from the book-
crossing community. It contains 1,149,780 ratings obtained
from 278,858 users for 271,379 books. The dataset contains
simple demographic information (age, location, book title,
book publishing era, publishing house, etc) of users. Ratings
are provided on a scale from 1 to 10 [76].

2) THE DATASETS WITH TRUST RELATIONSHIPS

In these datasets, these users express their opinions about
items using ratings and trust relationships with other users.
The values of the trust relationships are O or 1, where O rep-
resents lack of trust relationship and 1 represents there is a
trust relationship between users [33]. (1) Epinions dataset
contains 598,329 ratings obtained from 49,289 users for
139,738 different items, and includes 25 categories and
240 subcategories. (2) Tencent dataset is sampled from
50 days of behavioral data of about 200 million registered
users, including about 2 million active users, 6,000 items, and
300 million records of historical activity, as well as social net-
works, user tags, item categories, and item keywords. Table 2
shows the basic statistic of real life datasets. (3) Flixster
dataset is a social movie website in which the users can build
friendships and rate movies. The rating values of the items
are 10 discrete numbers in range [0.5, 5] with step 0.5. The
original dataset is very large and the dataset can be tailored
according to actual needs [32], [34].

TABLE 2. The basic statistic of real life datasets.

Datasets Users Items Ratings Sparsity(%) Trust
Movielens 943 1682 100000 93.7 No
Netflix 480189 17770 1,000,000,000 88.3 No
Bookcrossing 278858 271379 1149780 99.9 No
Epinions 49289 139738 598329 99.9 Yes
Tencent 2,000,000 6,000 300,000,000 97.5 Yes

F. TECHNICAL CHALLENGES ON EXISTING METHODS
As the data volume increases, the data types become more and
more rich, the application environment becomes more and
more complicated, and the existing algorithms mainly face
the following major problems [3], [5], [34], [45].

(1) Data sparsity. There are a lot of unknown ratings in
user-item matrix, and the sparsity is often more than 99%.
Excessive sparsity gives rise to the number of common ratings
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between objects too few or none, and there are a big deviation
in the similarity calculation, which in turn affect the quality of
recommendation. Hence, an effective recommendation algo-
rithm must take the data sparsity into account.

(2) Cold start. When a new user or a new item enters
the system, there is usually no histories information of the
user or lack of users’ ratings for the item, so the user cannot be
provided with the recommendation service or the item is dif-
ficult to be recommended by the system. The usual solutions
of this problem are based on using hybrid recommendation
techniques combining ratings and content information (such
as users’ age, users’ trust relations, item tags).

(3) Scalability. In online social networks, on the one hand,
the amount of data is growing geometrically, on the other
hand, it is necessary to recommend useful results for users
in time. Therefore, it is essential to consider the issue of
computational cost. In this case, the model-based methods
are employed to train model parameters offline to improve
the efficiency of online prediction, such as user modeling,
similarity calculating, and features extracting.

(4) Diversity. For RS, only recommending popular and
highly rated items to the active user often results in better
recommendation results. However, the user can also easily
obtain such item information from other sources, that is,
the actual value of such recommendation is not high. There-
fore, a good RS should be able to discover items that are
difficult to be found by users spontaneously, but meanwhile
which also fit the users’ interests.

(5) Interpretability. Interpretability is one of the few con-
cerns of current CF-based algorithms. The quality of the
algorithms can’t be judged based solely on evaluation such
as MAE or RMSE. Recommending items to users relying
solely on accuracy not only wastes resources but also bring
little benefit. If they can’t explain the recommended results
well, then they can’t determine whether the recommended
items meet the needs of users, resulting in reducing system
reliability. If RS can provide some explanation information
when generating recommendations, the reliability of the rec-
ommended results may greatly be improved. Meanwhile, they
will greatly arouse the users’ attention.

IlIl. HYBRID RECOMMENDER SYSTEMS

In order to improve recommendation accuracy and user’s
satisfaction, and solve the problems of scalability, cold start,
and data sparse, many traditional technologies are combined
with each other, such as the time context, and trust rela-
tionship between users are integrated into RS. For instance,
a framework of trust-based RS is shown in Fig. 7.

A. OVERVIEW OF HYBRID RECOMMENDER SYSTEMS

In recent years, with the advent of online social network,
recommendation algorithms based on the social network
have emerged and attracted more and more people to study.
These algorithms make recommendations for an active user
based on the ratings of the users that have direct or indirect
social relationships with the active user [70]. These methods
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FIGURE 7. A framework of trust-aware RS.

effectively reduce the problems of cold start users using social
relationship, and thus improve the accuracy of the recom-
mendation. Some CF-based recommendation methods that
fuse trust relationships between users are proposed, such as
reliability-based trust-aware CF (RTCF) [32], context-aware
social recommendation via individual trust (CSIT) [74], trust-
aware RS method based on confidence and Pareto dominance
(CPD) [43]. Time decay factor, neighbor relationships are
used to enhance similarity measure [25], [73]. In addition,
these MF-based methods like SVD, NMF, and PMF are inte-
grated with context relationships, and many improved algo-
rithms are proposed in recent years [47], [48], [65], [75], [78].

B. EMERGING TECHNOLOGIES

In this section, we will introduce some recent approaches and
techniques in hybrid CF-based RS.

1) ENHANCED SIMILARITY MEASURES

When the number of common rated items is too small,
the similarity is likely to be overestimated using cosine simi-
larity and PCC measures [17]. Some similarity measure based
on structural similarity [24] and time decay [25] are proposed
to alleviate the problem.

(1) The Similarity Measure Based on Structure. Exper-
imental results demonstrate that the more neighbors who
have rated an items, the more accuracy the prediction based
on the choice of those neighbors [62]. Therefore, the num-
ber of common ratings needs to be considered, that is to
say, on the basis of adjusted the cosine similarity, Salton
factor of structural similarity is introduced into the sim-
ilarity measure. The Salton factor can be described as
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follows [25] (see Eq.32-33):

Ly |

fs (u, v) = ‘ (32)
Tl + [Ty]

fs (i, j) = [Us (33)
|Ui| + |U]|

where fs(u, v) and fs(i, j) denote the Salton factors based on
users and items, respectively. The meanings of symbols I, Iy,
Luy, Ui, Uj and Uj; are shown in Section 2.3.1.

(2) The Similarity Measure Based on Time Decay. The
user’s interest changes over time. The fact that u and v
have different times rated for the same item means that their
interest changes are not synchronized. Therefore, the time
decay factor needs to be introduced to weight the similarity
between u and v, so that reduce the similarity between users
who are far apart in rating time. Likewise, for the similarity
of items, the longer the difference between the time that the
items i and j rated by u is, the smaller the similarity between
i and j is. Therefore, time decay factors for users and items
based on the similarity are described as follows [25], [26]
(see Eq. 34-35):

1

ft(u, = 34
) = A expth It — D G

1
1 +exp(p |tui - tuj|)

where A and ¢ denote the parameters of time decay for users
and items, respectively, and ty; and t; denote the time of the
items i and j rated by the user u, respectively. ty; denotes the
time of the item i rated by the user v.

ft(i, j) =

(35)

2) MEMORY-BASED TRUST-AWARE

COLLABORATIVE FILTERING

Trust relationships between users have been introduced into
RS as an effective approach to overcome the problems of data
sparsity and cold-start [31], [43]. The hybrid approach builds
an active user’s trust network using trust statements between
the users to improve the accuracy of similarities between
users. One of the core roles of the trust network is to resolve
the neighbor selection between a user’s trust statements and
its similarity values.

(1) Construct the Trust Network. A trust network for the
active user is established based on the Pearson correlation
coefficient (PCC) measure and the trust statements as final
similarity values. The trust network can be expressed as a
directed and weighed graph, in which each node represents
a user and an edge represents the trust statement between
two users. The trust relationships between two users can be
calculated as follows [31] (see Eq. 36):

Ao — dyy + 1
T,, = Smax —Gw ¥ - (36)

dmax
where Ty, denotes the trust statement between the users u
and v, dpax represents the maximum propagation distance
which can be set to any positive integer value (e.g., 4), and
dyy indicates the distance between the users u and v. Fig. 8 is
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FIGURE 8. An example of trust network

an example of trust network. As shown in Fig. 8, nodes and
edges represent users and trust statements between users,
respectively. The user u; has a trust statement in the user up
with the value 0.6, and a trust statement in the user uz with
the value 1. The user us has a trust statement in the user u;
with the value 1.

However, the explicit trust relationship between users may
not exist in some datasets, in this case, the trust statement can
be calculated according to the user-item rating matrix, and the
type of the trust statement is called as implicit trust statement,
which can be calculated as follows [18], [62] (see Eq. 37):

 Awl
Al

where A, denotes the set of items rated by the user u, and A,y
denotes the set of common rated items by u and v.

(2) Adjust Similarity Measure between Users. Usually,
the user-item rating matrix is very sparse so that it may be
useful to combine the rating matrix with the trust network to
reduce data sparsity [31]. In [32] and [33], according to comb-
ing ratings with trust relationships between users, the adjusted
weight wy, between users u and v can be described as
follows [32] (see Eq. 38):

(37)

uv

2 % simyy* T
T simyy + Ty #0, and
simyy + Tyy
simyy*Tyy # 0
Wy = simyy simyy # 0, and Tyy (3%)
TUVa Simuv - 0, and TLIV ;é 0
0, otherwise

where simyy denotes the similarity between the users u and v,
which is calculated as Eq.(2).

In [62], another similarity measure combining trust net-
work with use-based similarity by PCC is proposed as follows
(see Eq.39):

Way = a-simyy + (1 — ) Tyy (39)

(3) Predict Initial Ratings. By employing Eq.(3), the
initial ratings of unknown items for the active user u on item
iis calculated as follows (see Eq. 40):

ZveNu Wy (Iyi — Ty)
ZveNu Wuy

where N, denotes a set of neighbors for the user v who
has rated the item i, and wyy denotes the adjusted similarity
weight between the users u and v.

fui = f'u + (40)
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(4) Measure the Reliability of Ratings. A reliability mea-
sure that is suitable for use in any RS based on CF is proposed
in [55], which is defined as follows [32], [55] (see Eq.41):

1
Rui = (Fp(Pyi) £ (Nyi) P(F) T (41)

where Ry; denotes the reliability of a prediction Tyi. Py
and Ny; represent the positive and negative factors of the
reliability measures, respectively. Accordingly, fp(Py;) and
fn(Nyi) denote the reliability measure functions of the above
positive and negative factors, respectively. Their functions are
described as follows [32], [55] (see Eq.42-43):

fp (Pyi) = 1— 42
P( ul) ﬁl‘i‘Pui ( )
max — min—Ny; ¥
INNy) = (————) 43)
max — min

where Py and Ny; and y are defined as follows
(see Eq.44-46):

Py = ZN siMmyy (44)

u

. - . -2
ZveNu Simyy - (ryj — Ty — Ty + Ty)

Ny = - 45)
ul ZveNu simyy
In0.5
V= 1 max—min—y (46)
D hax—min

In general, the larger the value of fp (Py;) is, the more
reliable the prediction is. The smaller the value of fiy (Ny;)
is, the more reliable the prediction is.

(5) Reconstruct the Trust Network. According to the
above the reliability measurement of the ratings, if the reli-
ability value Ry; on the item from the active user u is less
than a given threshold value §, the trust network for the active
user u will be rebuilt according to the above trust network
re-establishment method, through removing some useless
users from the trust network [32].

(6) Predict the Final Ratings and Make a Recommen-
dation. According to Eq.(31), the final ratings for the active
user on all the items will be predicted, and the items sorted
from big to small will be recommended to the active user u.

3) SOCIAL NETWORKS-BASED MATRIX FACTORIZATION
Furthermore, trust is also adopted in model-based approaches
employing MF techniques [70], [74], [81], [82], [85]-[87],
[89], [92]-[94]. In [70] and [74], a linear combination of
basic MF and a social network-based algorithm is proposed
as follows (see Eq.47):

Ri=aUVi+(l-0)) ToUiVi (47

where « denotes used to control the effect of neighbors on the
estimated rating.

According to [70], [74], and [81], to optimize the predic-
tion solution in both user latent feature space and user-item
rating space, a social MF-based method (SocialMF) using
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user’s trust relationships among users is proposed as follows
(see Eq.48):

LR, T,U,V) =

2

Z Z] B E 1<Ru1 - CAD)

)\.U N T T
e SNRURUIEECD SRt

AT N
+ 7 Zu:l ((Uu - ZVENU TuvUv)
x Uy = TwlUy) (48)
where g(x) indicates the logistic function g (x) = IJ:?,
which bounds the range of UEVi from O to 1. Tyy represents

the extent of trust between user Uy and user Uy, whichis a
positive value Ty, €[0,1]. Ay, Av, and At are regularization
2 2

terms, respectively, and Ay = 2, Ay = 2, and AT = ”—2

U ot
The graphical model of SocialMF is as shown in Fig.9.
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FIGURE 9. The graphical model of the model presented in [81].

Optimize the objective function by conducting gradient
descent on Uyand V; as follows (see Eq.49-50).

B (0 (s DR

iU +arU = ) TuyUu)

—Ar Z{v\ueNV} TV’U(X:WEN

3 B (o) ()
+AvVi (50

TywUw)  (49)

where g/(x) indixcates the derivative of logistic function,
i g (x) = (I4e)?

According to [70], [82], and [88], the concept of social
trust circles from available rating data combined with social
network data is proposed, and some social factors: user per-
sonal interest, interpersonal interest similarity, and interper-
sonal influence are incorporated into the MF model, and
the proposed personalized recommendation model (PRM) is
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described as follows (see Eq.51):
LR,U,V,P,S,W,Q)

1 N M s
"2 Zu:] Zizl I3 iRy — g(U, V)

AU N T AV M T
+ 5 Zu:l U, U, + > Zi:l ViV,

As N T
+ 5 2 (a3 SwUy)
x (Uy — Zv SuvUy))

Aw N T

+ 7 Zu:l ((Uu - Zv WuvUv)

x (U= ) WayUy)

295N S Qu — UV D)
2 =] L=y M utl

where Sy, and Wy, are the normalized interpersonal inter-
est similarity matrix, and interpersonal influence similarity
matrix, respectively. H, indicates the normalized number of
items that user u has rated. As, Aw, and Aq are regularization
terms.

According to [85], the average-based regularization and
individual-based regularization methods are introduced into
the MF framework to improve RS (see Eq.52-53):

Li(R, U V)

2
= —Zu IZ IR — UV
)\U T V M T
AA D tept sim(u, ) x Up
+—Z, I, - =0 Il (52)
2 =l 2pep+(u S, B g
La(R, U V)

- _Zu 12 11‘11?‘(Rul

Ut AV M
+ 7 Zuzl UuU, + D 21:1 ViVi
)\[ N . )
+ 5 2t sim(u, )|[Uy — Utl|g (53)

where sim(u,f) indicates the similarity function. The smaller
the value of sim(u, f) is, the greater the distance between
U, and Uy is. Otherwise, the larger the value of sim(u, f) is,
the smaller the distance between U, and Uy is. These values of
the eigenvectors Uy and Uy are solved by using the similarity
of users uy and us.

According to [85]-[88], user social status, homophily the-
ory, and social tags are fused into MF model to improve RS.

LR,G,U,V)
=Y (G- UHUY
U,H

MM N N
—{-?max E . E f:

A2 ~—N N 2

5 iy 2 $ DIV = Urll (54)

where r; and rj denote the level of social status from
users u; and uj. The matrix U represents users’ prefer-
ence matrix, each row represents the user, and each column
represents the user’s preference. H represents the degree

g(U, V)

. o fe—munuT —umuh)
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of association between users’ preferences. Among them,
) 1 _ 1 .. ~
f(r1 rJ) = \/H—log(rj) TFlog(7)* ¢(i,j) denotes the homo

geneous coefficient between users u; and uj, and ¢ (i,j) =
o Y hL | ratej Xrateji (1 — ) IN; ﬂNJ
cates the rating on itemk from user uj, N1 and N; denote the
numbers of users trusted by user u; and u.

According to [34], [83], [87], and [89], user attributes
and item labels are integrated into MF model to reduce data
sparsity. For instance, Ji and Shen [34] propose a MF-based
model fusing user interest weight and item relevance weight
as follows (see Eq.55):

. Here, ratejx indi-

LR, P, Q,S)

2

= —Zu_ Zl iR — PuSuQ)
AU T Av M T

+ 5 PPt D Q)

AQ Z Z ~ 2
+ ) uel f=F+(u) sim(u, f)| [PySy — P¢St| |F
(55)

where Py represents interest weight on all tags from user u,
and Qy represents relevance weight on all keys. Sy; denotes
the degree of relevance between user u and item i. Both
Sy and Sy denote the similarities between user tags and item
keys.

In [65], a novel hybrid MF-based RS model (Hybrid Matrix
Factorization, HMF) is proposed, which employs hypergraph
theory to express the interior relationship of social network,
including user’s feature, item’s feature, and contextual infor-
mation are all integrated to MF model. The proposed model
is described as follows (see Eq.56):

L (RTX P™, Q™ SC™, sU™, ss™)
PR 2
- Z(u, sJ)eT ( i R?)

(R
DDA DN 1 SCPTY)
<O =D SChPl))
Y, g st
x (P - ZuveN
+ % ZTX ((PiTx _ st o SSTXPTx)

x (B =) v S, TapTi)y (56)

PTX

TepTxy L
r, SUy Pl

where Ty indicates the first x cluster in training dataset.
Rﬁ* and ﬁ;‘ denote the real and predicted ratings on item
sj from user uj, respectively. The parameter « controls the
factor of rating similarity between users, and 8 and y control
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the factor of similarities between user features and between
item features, respectively.

By introducing some social factors such as trust relation-
ships between users, and user’s social status in social net-
works into the matrix factorization model, the problems of
data sparsity and cold start can be alleviated to some extent.
For example, Fig.10 shows a decomposition and recommen-
dation process for the user-item rating matrix based on the
user trust relationship. The user’s trust relationship graph
consists of 5 nodes and 10 edges, where the node represents
the user and the edge represents the trust relationship between
two users. The extent of trust between users is represented
by the value of the range of [0, 1]. Fig. 10(a) reports the
results of predicted ratings based on PMF method, but we
can’t predict user us’s preference for any item because we
can’t obtain the user uy4’s neighbor relationship through the
user-item rating information. Fig. 10(b) reports the results of
predicted ratings based on social matrix factorization method,
and we can predict user us4’s preferences through the trust
relationships between users.

4) REDUCE DIMENSIONALITY

To solve the high dimensionality in RS, some dimension-
ality reduction techniques are used to find the most similar
items and users in each cluster of items and users which can
significantly improve the scalability of the recommendation
method [78]. Clustering and SVD are usually used techniques
in RS.

(1) Singular Value Decomposition. In RS, SVD is
used for dimensionality reduction, and it can also be used
directly for prediction tasks. The prediction process is as
follows [27], [78]:

Step 1: Covert the rating matrix to the new dense matrix
D. The user-item rating matrix Ry« is mapped to the dense
matrix D, xp, using SVD techniques as Eq.(18), i.e., for find-
ing the new coordinates of users and items in the matrix
Dmxn, We convert raw data to the k-dimensions space as
follows (see Eq.57-58):

= Rmxn X Viaxk X Ek_xlk (57
Rmxn X Unxk X Ekxk (58)

UTrans
VTrans

where UTyans and Vrans are new coordinates of users and
items in the k dimensions space.

For instance, the matrix in Fig. 9(a) is denoted as R,
which can be decomposed into U, V, and X. We can obtain
the approximation of R by taking the first 2-dimensional
data, i.e.,

0.695  0.095
8?3; _(){)72735 0.266  0.345
U= 043 0020 v/ | 0344 0.559
0.4356 —0.472 0.239 —0.369
0233 0.118 0.435 —0.646
' ' 0285  0.068

(1165 0
= —( 0 5.767)'
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User feature matrix
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-0.2646 | -0.0421 | 0.2737 | -0.1947 | 0.3815

03859 | -0.1043 | 0.2828 |-0.3030 | 0.4285

-0.4997 | -0.0556 | 0.5814 | -0.3570 | 0.7914

-0.3463 | 0.0035 | 0.5169 | -0.2288 | 0.6737

403136 | -0.0828 | 0.2353 | -0.2454 | 0.3542

Item feature matrix
(a)

FIGURE 10. An example of social matrix factorization. (a) The predicted rating matrix by the social matrix
factorization. (b) The predicted rating matrix by PMF.

U’ and V’ are projected in 2-dimensional space and plotted
in Fig. 9.

When a new user upey Who shares the rating as [5, 3, 4,
0, 1, 2] arrives, to obtain the coordinate of the new user
in the 2-dimensional space, the following calculation is
performed as:

Upew = [5,3,4,0,1,2]T x V' x 71 =1[0.572,0.561]

As can be seen in Fig. 11, it can be found the user u; close
to the new user upey for forming k-nearest neighbors.
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Abscissa of U and V ®Newuser @ Users [ Items
(a) Initial user-item . . X )

rating matrix (b) Users and items in two-dimensional space
FIGURE 11. Two-dimensional space of applying SVD for users, items and
new users. (a) Initial user-item rating matrix. (b) Users and items in

two-dimensional space.

Step 2: Normalize the rating matrix D. The matrix D is
. . U;i—U;
normalized emplf)ylng Z-score to the Zp,xn by Zi(ju) = Jﬂ—l

0] Lj—
and Zij L

, respectively. Here U and 7 denote the
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average ratings and standard deviation for users, respectively,
and I and o denote the average ratings and standard deviation
for items, respectively.

Step 3: Apply SVD method on the matrix Z. i.e.,
the matrix Z is decomposed using SVD to obtain the new U,
S and V.

Step 4: Obtain an approximation of Z. According to the
low-rank matrix U, S and V, we can obtain a new matrix,
denoted by Z.

Step 5: Predict the unknown ratings. We can predict
the unknown ratings based on fl(Ju ) U + mZi(ju) or
i = 1+ 020,

(2) Spectral Clustering. The idea of spectral clustering is
derived from the theory of spectral partitioning. Its essence is
to convert the clustering problem into the optimal partitioning
problem, so as to achieve the goal that the distance between
data points inside the subgraph is as similar as possible, and
the distance between the subgraphs is as far as possible. The
spectral clustering considers the data points as a weighted
undirected graph G (V, E), where V is the set of sample
points and E is the weighted edges set, whose values are the
similarity between the sample points. The process of spectral
clustering is to divide the undirected graphs according to the
classification criteria so that the similarity within each sub-
graph is enough large and the similarity between subgraphs
is enough small [24], [25].

CF-based recommendation algorithm based on spectral
clustering is described as follows [24], [59]:
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Step 1: Construct the weighted undirected graph A. For
the user-item rating matrix R, each user corresponds to a
vertex in the graph, and the similarity between the two users is
calculated using cosine similarity to obtain the user similarity
matrix A, VajjeA, a;j = sim(u;, uj). Where a;j is the weight of
the associated edge between the nodes v; and v;. When there
is no edge between two nodes, the associated weight is set
to 0, denoted as aj; =0.

Step 2: Obtain the degree matrix D. We add the values
of each column of the similarity matrix A, and the result
are placed on the diagonal to obtain a diagonal matrix D of
N x N, namely a degree matrix. The values of diagonal
element in D are denoted as dj; = ZJN ajj.

Step 3: Obtain the Laplacian matrix. The results of D-A are
denoted by the Laplacian matrix, i.e. L = D-A.

Step 4: Normalize the matrix L according to L=
DZLD2 = D ID—-AD: = DIDD? —
D_%AD_% =E-D_%AD_%, so the normalization of L is
transformed into the normalization of A.

Step 5: Find the first k feature values of L. Suppose that
A1, A2, ..., Ak are the first k feature values are denoted as
A1,A2, ..., Ak, where A; > A; and i<j. Correspondingly,
we can get the eigenvectors v, va, ..., Vk.

Step 6: An eigenmatrix of Nxk is composed of these
eigenvectors. The partitioning of the graph represented by
the matrix is performed using k-means algorithm. We can
get the classification of N nodes using clustering algorithms.
All users are divided into L classes by using the spectral clus-
tering, i.e. Uy, Us, ..., U denote the L classes, respectively,
among them, UiNU; = ¥, Uy UUU. ..U = U.

Step 7: Calculate the similarity between the elements in
each cluster. Obtain the similarity matrix W, which is a sym-
metric matrix, and the elements on the diagonal are all 1.

Step 8: Calculate the preference of each user u; on each
item j. The preference of uj on item j is denoted as prey; =
ZkeBﬁK(j) Wik * Rik, where K(j) represents the set of the first
k similar items of item j. Here B is the collection of items that
the user u has already purchased.

Step 9: Recommend items to users. The items in the set S
are sorted according to the interest degree of the user u, and
the first N items are the final recommendation results. Here,
S is the collection of items that have been purchased or liked
by the user u.

For instance, Fig. 12 shows the recommendation process
using the spectral clustering. There are 7 users and 10 edges
in the graph, and the 7 users are divided into two clusters, i.e.,
U; = {u3, ug, us, u6}, and Uz = {uy, uz, uy}.

5) GUASSIAN MIXTURE MODEL

In fact, each user has multiple interests, and thus the
user may belong to multiple user groups [48]. According
to [35], [48], and [77], the Gaussian mixture model proposed
by Hofmann is employed as the basis of clustering, and
suppose that the conditional probability of the rating on the
item t, which belongs to the group z, obeys the Gaussian
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FIGURE 12. The process of spectral clustering. (a) neighbor graph.
(b) similarity matrix. (c) diagonal matrix. (d) laplacian matrix.
(e) classification.

distribution (see Eq. 59).
porlun=2" _ pe@lwpalu’ =% (59

where p(r|u,t) denotes the joint probability of the user u and
the item t. Then we use the expectation maximization (EM)
algorithm and maximum likelihood estimation to solve the
model [77], [78].

(1) Imitialize means and variances of the model
(¥ 5O 0y

k k0 Tk

(2) E step: expectation. Using the estimates of #© =
{uf(t), 21((1), JT]?)} to calculate the estimate of p (zx | u, t, v) as

follows (see Eq. 60):
p(zlwp (rlpa, Ta¥)
> ez P (tlitezs Biz) plzku)

(3) M step: Maximization. Using the estimates of
p (zx | u, t, v) update the estimates of the model parameters
as follows [77] (see Eq. 61-63):

Z{u’,t,r};u’:u p(zk|u, t, 1)

(60)

p(zk|u,t,v) =

p(zx|uw) = | o)
szez Z{u/’t’r]:u,#u p(z |u,t, 1)
Z{r/,t,r}:t,:t rp(zk|u, t, r)

T (62)
t,z Z{u/’a’r}:t,zt p(zk|u, t, 1)
2
Z{U/,t’r}lt/:t (r—,ut,z) p(z|u, t, 1)
22, = .

Z{u/,t,r}:t/zt p(z[u, t, 1)

(4) Check For Convergence. Execute E and M steps
alternately, until the error of the parameters is converged, and
the model parameters are been obtained.

(5) Predict the Ratings. The ratings of the unknown items
by the user is predicted as follows [48], [77] (see Eq. 64):

WY =E@Clun =) pew, (64
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In addition to the users’ multi-interest features, a hybrid
algorithm makes up for a single recommendation based on
the user model by analyzing item similarity. The recommen-
dation method is described as follows [48] (see Eq. 65):

rai = AP (1 — ek (65)

where rf}?m) denotes that the predicted ratings is calculated
using the item-based similarity as Eq.(6).

For top-N recommendation task, some novel CF-based
recommendation approaches have been proposed to improve
the recommendation performance, especially in the presence
of sparse data and cold start [107]-[109], [112], [113], [122].
For example, according to [108], a bicluster neighborhood-
based CF algorithm is proposed, and the ranking rating of
a candidate item i from user u is calculated as follows
(see Eq. 66):

r (u,i/> = global(u,i/) X local(u,i/) (66)

where global(u,i/) and local(u,i/) denote the average global
and local distances between user u and item i based on
bicluster similarity, respectively.

According to [125] and [127], based on the idea that the
more the user acts on an item, the higher the confidence level
of the corresponding preference is, a concept of confidence
in the sample instance is proposed as follows (see Eq. 67):

cui = 1 +ary; (67)

where r,; denotes the frequency of user behavior, and « is the
control coefficient. The objective function of weighted LFM
fusing the confidence level is as follows [127] (see Eq.68):

. 2
min} " cu(Pu — Weh) + A Iwal P+ Y 11hil
(68)

where py; is a binary value, 0 means a negative sample, and
1 means a positive sample. w, and h; represent the character-
istic factors of the user and the item, respectively.

According to [106] and [128], based on the implicit feed-
back, a CF model fusing the social interactions and the influ-
ence between users is proposed as follows (see Eq.69):

w;

Fi; =UjVj + ZkeNi ﬁUij (69)
where N; denotes the set of friends of active user u;, and wik
indicates a weight parameter, which reflects the extent that
the friend uy affects the active user u;.

C. EXAMPLES

With the rapid increase in the volume of data, data spar-
sity and high dimensionality have become urgent prob-
lems to be solved in RS. Therefore, in recent years, more
and more studies focus on solving the problems of data
sparsity and high dimensionality in RS. In this section,
we present a list of references on hybrid CF-based rec-
ommendation algorithms in recent years as Table 3. For
instance, Zahra et al. [29] propose a k-means clustering-based
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recommendation approach to solve the scalability issues
related to conventional RS. Moradi and Ahmadian [32],
Azadjalal et al. [33], and Xia et al. [55] propose a reliability-
based trust-aware CF appraoch to promote the precision of
the trust-based CF. At first, the proposed method construct
a initial trust network according to similarity and trust rela-
tionship between users, and then evaluate the reliability of
predictions, finally, the trust network is reconstructed and
the final ratings of the missing ratings are predicted [32].
Huang et al. [47] and Wanget al. [79] propose a CF algorithm
based on joint NMF by mining the hidden complex rela-
tionships between items to recommend items for users more
accurately, which combines the user-based CF with the item-
based CF. To solve data sparsity and high dimensionality,
Koohi and Kiani [51] and Ramezani et al. [72] propose a
subspace clustering approach to find neighbor users, and a
new similarity method is proposed to calculate the similar-
ity value. Zheng et al. [65] propose a novel hybrid recom-
mendation model based on MF approach (Hybrid Matrix
Factorization, HMF) by using hypergraph theory to describe
contextual information, including user features, item features,
and similarities of ratings from users. Pan et al. [54] pro-
pose a social recommendation approach based on implicit
similarity in trust (SociallT) to exactly reflect social relation-
ships among users. Guo et al. [91] propose a novel social
recommendation algorithm, which integrates item relation-
ships according to a PMF framework from items’ perspective.
Ma et al. [92] propose a PMF-based factor analysis method
to solve the problems of data sparsity and poor prediction
accuracy by using both user’s social network information and
rating records. Yu et al. [93] propose a novel recommenda-
tion approach by incorporating users’ social status into MF
model. Li et al. [94] introduce social status and bias into the
construction of social networks, and propose a social rec-
ommendation method-based trust relationship. Li et al. [30]
propose a MF framework that contains two efficient models,
that is, dynamic single-element-based Tikhonov graph reg-
ularization NMF (DSTNMF) and dynamic single-element-
based CF-integrating manifold regularization (DSMMF), and
these models incorporate the graph regularization to address
the data sparsity.

IV. DISCUSSION

With the arrival of the era of big data, CF has become one
of the most successfully and widely used recommendation
approaches, aiming at helping people reduce the amount of
time they spend to find out the items they are interested
in [1], [2], and [30]. Many existing methods and techniques
such as MF, NMF, and SVD are proposed to solve the
scalability in RS. With the development of Internet tech-
nology and the advent of pervasive computing, data grows
geometrically and the problems of data sparsity and high
dimensionality have become urgent problems to solve. For
this reason, many hybrid CF recommender systems have
emerged in recent years. These hybrid recommender systems
combine model-based and memory-based techniques with
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TABLE 3. Summary of articles on hybrid CF approaches.

Category Methods Hybrid models Advantages Problems Metric Datasets
[51]neighborhood- Subspace clustering Solve data sparsity The process of constructing item Accuracy, ML100k,
based, constructing subspace is complex, Precision, Recall MLIM,
item subspace Jester
Neighborhood-based CF [72]JUTAOS(Users” Subspace clustering, neighborhood- Solve data »sparsi‘ty, reduce the The process of constructing user MAE Movielens,
Tree Accessed on based dimensions subspace is complex, and the Jester
Subspaces) interpretability of prediction is poor
[32]RTCF Trust network, trust-based reliability The accuracy and the reliability of The interpretability of reliability MAE, Epinions,
measure the predictions are improved measure is poor MAUE,RC,UC Flixster
[48]Gaussian pLSA- pLSA, GM, item-based CF Improve accuracy of It does not consider context MAE Movielens
item-based CF hybrid recommendation information, when user-item rating
model matrix is too sparse, the performance of
Dimensionality reduction recommendation will reduce
[29]k-means clustering k-means, Fuzzy C-means clustering, Solve scalability, centroid selection The time complexity of the calculation MAE Movielens,
EM is higher FilmTrust,
Bookcrossing
[30] DSMMF and DSMMF and DSTNMF, user and item Improve the high prediction The framework of the RS is too MAE, RMSE Movielens,
DSTNMF content information accuracy while data sparsity, the complicated and the computational Epinions
proposed algorithm overcome the complexity of user-graph-based
dimensionality curse and has certain DSTUNMF algorithm is high
practicability.
Hybrid recommendation [471[79])Joint User-based and item-based Good explanation, solve data The derivation of the training model is MAE Movielens
model combining several Nonnegative Matrix collaborative filtering sparsity and improve accuracy of the complex and the time complexity is
algorithms Factorization (JNMF) predictions high
[35]GGCF Gaussian-Gamma model, Bayesian Construct a hierarchical Bayesian It does not consider context MAE, RMSE Movielens
CF model model, the model is more robust information, so it solve data sparsity
[75]Regularized NMF-based CF model with a single- Improve high accuracy and reduce ‘When the data sparsity is too large, the RMSE,NMSE Movielens,
single-element-based clement-based approach computational complexity recommendation accuracy will reduce Jester, Dating
NMF Agency
[64]SPF Social Poisson factorization, incorporate social network The modeling process is complicated, CRR, NCRR Epinions,
probabilistic matrix factorization information into the traditional Flixster,
factorization method Douban,
Ciao
[92] SoRec Social recommendation using PMF, Solve the data sparsity and poor Only use inter-user trust information, MAE Epinions
users’ social network information prediction accuracy problems and ignore the information diffusion or
propagation between users
[70] RSTE Recommendation with social trust Solve the problems of data sparsity When both the user-item rating matrix MAE, RMSE Epinions,
ensemble (RSTE) and inaccuracy prediction and the trust realtions of a social EachMovie
Social matrix network are very sparse, the diffusions
factorization model of trust relations become inevitable
[81] SocialMF Matrix factorization based model for Reduce the problems with cold start The cold start users need to be MAE, RMSE Flixster,
recommendation in social rating users connected to the social network Epinions
networks
[82] PRM Personal interest, interpersonal Solve the cold start and sparsity Only consider user historical rating MAE, RMSE Yelp,
interest similarity, and interpersonal problems information and interpersonal Movielens
influence are fused into a unified relationship of social network, and
personalized recommendation model ignore user location information
[83] a matrix Biclustering, social regularization, Improve the accuracy of The cold-start problem, the influence Precision, recall Dilicious
factorization incorporate social network recc dation from distance friends who are multiple
framework with social information to benefit RS hops away, the time-series information,
regularization the place information
[74]Context-aware context-aware enhanced model based The recommendation performance is The establishment of the training model MAE, RMSE Epinions,
social recommender on Gaussian mixture model, social improved and the data sparsity is is complicated douban
system via individual network and contexts alleviated
trust among users
(CSIT)
[77]Latent semantic Expectation Maximization, Higher accuracy Cannot solve the problem of excessive MAE EachMovie
models Clustering, dimension reduction sparse data
[27] [78]SVD-hybrid SVD, hybrid item-based CF, hybrid Sparsity and scalability It need to fill data before producing MAE, precision, Movielens,
CF user-based CF recommendation recall, f1 yahoo
[65]Hybrid matrix Social network, hypergraph topology, Cold start problem is tackled and The computational complexity is high, MAE, RMSE Movielens,
factorization(HMF) matrix factorization sparse rating is dealt with and the number of the parameters is too epinions,
high douban
[35] Gaussian-Gamma Gaussian-Gamma distribution, Gibbs Solve the problems of robust and The model establishment is relatively MAE, RMSE Movielens,
CF(GGCF) samples penalty terms of the latent features complex. When the distribution of the book-
data is skewed, neither GGCF nor crossing
regularized CF are suitable.
Bayesian model [70]PMF-Gaussion Gaussian model, Probabilistic matrix The mechanism of trust propagation Bayesian inference process is RMSE Epinions,
model factorization is integrated into MF model, lead to complicated. Flixster
a substantial increase in
recommendation accuracy, in
particular for cold start users

context relationships such as the trust relationship between
users, or integrate multiple recommendation techniques to
improve the performance of recommendations. Experimental
results indicate that these hybrid RS can enhance the perfor-
mance of RS.

Although the CF-based recommender system still has
some shortcomings, such as sparsity, cold start, and scala-
bility, compared with the content-based filtering methods,
CF has the following advantages: 1) It can filter information
that is difficult to analyze automatically through machines,
such as artwork, music, video, etc. 2) It can share the
experience of others, avoiding incomplete and inaccurate
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content analysis, and can filter some complex and difficult to
describe concepts (such as information quality, and personal
taste). 3) It has the ability to recommend new information,
and find the content that is completely dissimilar in con-
tent. The recommended products are usually preferred by
users according to the content-based filtering method, and
the CF-based filtering method can find the user’s poten-
tial interests but not yet discovered preferences. 4) It can
effectively use feedback information from other similar users
to make recommendations. The user’s personalized interest
preferences can be extracted through less feedback from the
user.
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In the past, the traditional RS mainly relied on the user-item
rating matrix to make recommendations. However, the user-
item rating matrix is only one aspect of the user’s historical
behaviors, and it ignores the user’s dynamic process and
contextual information for rated items. With the appearance
of various algorithms and variants, the accuracy of the rec-
ommendation was improved to a certain extent. However,
in the face of big data challenges today, it is difficult to
make accurate recommendations using only extremely sparse
data information, and the recommended results are difficult
to satisfy users. In fact, the effect of the recommendation
is not only related to the historical behavior data of items
from users (such as user-item ratings), but also has a great
correlation with the interaction behaviors among users, time,
location, mood, etc. Therefore, a good RS should not only
mine the user’s historical behavior information, but also take
into account the user’s context information (trust relation-
ships, friend relationships, user tags, item attributes, time
information, location, etc) as much as possible. Many studies
show that the hybrid algorithm which integrates various social
factors has alleviated the problems of data sparsity and cold
start to some extent [5], [9], [33], [34], [61], [70], [85],
[871, [98].

V. CONCLUSIONS

In the era of big data, RS helps users spend less time finding
their favorite items. In the paper, we survey the recent articles
on solving data sparsity and high dimensionality, summarize
the approaches and techniques of the traditional and hybrid
CF-based recommender systems, and discuss the major chal-
lenges and the advantages of the CF-based RS.

Some hybrid models are proposed through integrating var-
ious latent factor models with various users’ social relation-
ships, and the results have indicated that data dimensions are
reduced, recommendation accuracy is improved effectively,
and scalability of RS is enhanced based on these models
[51, [22], [67], [70], [71], [82], [83]. In hybrid recommender
systems, the trust is an important concept that recently has
attracted lots of attention from academia and industry. Vari-
ous social factors have been considered in recommendation
algorithms and a variety of recommendation models are pro-
duced, such as RTCF, SocialMF, PRM, RSTE, and ISRec
[32], [50], [52], [54], [61], [65], [70], [71], [82], [85], [88].

Although various influence factors are considered to
improve the performance of RS, it will increase the parameter
setting and time complexity of the model. In addition, it is
difficult to obtain the optimal value due to too many parame-
ters. With the development of deep learning technology, deep
learning has gradually been applied in RS due to strong fea-
ture representation, and it can learn the latent item association
from the user-item rating directly for predictive recommenda-
tion without employing a similarity measure [95], [97]-[102].
In recent years, some recommendation models based on deep
learning and tensor factorization have been proposed, such
as DeRec [99], SADE [101], DRMF [100], DLNN [102],
TFCF [114], CoTF [115], and WHBPR [117], and these
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models exhibit higher recommendation precision compared
with state-of-the-art recommendation algorithms [95]-[97],
[99], [105], [118], [119], [121]. Therefore, in the future
research of RS, to achieve better performance, we should
focus on how to use deep learning technology to solve the
problems of data sparsity and cold start.
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