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ABSTRACT Modern data centers consume large amounts of electricity, resulting in high operational costs.
The efficiency of a data center power distribution system can be increased and the operational cost reduced if
the number of power conversion stages can beminimized andmore efficient converters, such aswide bandgap
converters, are used. This can be achieved by using dc distribution voltage at the rack level by eliminating
extra conversion stages. In this paper, benchmarks for both ac and 380-V dc data centers were developed and
efficiency analyses were performed for an entire year. The impact of integrating photovoltaic (PV) systems
into the data centers has also been analyzed in both cases in terms of efficiency. The results show that
380-V dc data centers are more efficient than ac data centers with and without PV integration. Furthermore,
the reliability of an ac systemwas comparedwith a 380-V dc architecture with Tier-IV standard.Monte-Carlo
simulations were used to perform reliability analyses for different levels of redundancy in the uninterruptible
power supply system for both cases. The simulation results showed that the 380-V dc distribution system
had a higher level of reliability than the ac distribution system in data centers.

INDEX TERMS Data center, efficiency, reliability, renewable integration.

ACRONYMS
GaN Gallium Nitride
GHI Global Horizontal Irradiance.
GTI Global Tilted Irradiance.
MTBF Mean Time Between Failure.
MTBM Mean Time Between Maintenance.
MTTR Mean Time To Repair.
PDU Power Distribution Unit.
PSU Power Supply Unit.
PUE Power Usage Effectiveness.
PV Photovoltaic.
RBD Reliability Block Diagram.
SiC Silicon Carbide.
TBF Time Between Failure.
TTR Time To Repair.
UPS Uninterruptible Power Supply
VR Voltage Regulator.
WBG Wide Bandgap.

I. INTRODUCTION
The energy consumption of data centers has been rapidly
increasing. Major sectors of the economy, such as banking
services in the financial industry, online sales services like
Amazon, and social media such as Facebook, present mas-
sive energy demands. The servers and secondary support
infrastructure required to run these data centers consume
significant amounts of energy. Data centers will consume
about 8% of the total world’s energy by 2020 and emit
340 metric megatons of CO2 annually [1]. Because of the
increasing energy demand, data centers require efficient and
reliable power distribution infrastructure. The efficiency of
the power distribution system is to account for the increase
in the operational costs and adverse environmental impact
in terms of the data centers’ carbon footprint. Moreover the
increasing dependence on Internet-based services means data
center’s availability and reliability needs to be improved at the
same-time. Maintaining high availability of electrical power
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at all times is required to reduce the downtime of server racks
and mitigate data loss. Interruption in data center’s power
delivery system can be very expensive to recover from, and
the cost can easily escalate to millions of dollars per hour [2].

In a typical data center, around half of the power is
lost in power conversion, distribution and cooling, and the
remaining half is delivered to the IT load, resulting in the
power delivery efficiency of below 50% [3]. The reasons
for low data center efficiency is due to many cascaded
power conversion stages and low efficiency of each converter.
Furthermore, all power dissipation is basically heat which
requires additional power to run cooling systems, further
reducing the overall efficiency. The cost effectiveness of
data centers depends on using highly efficient power con-
version stages to reduce overall power consumption. The use
of alternative energy sources such as solar, wind, stand-by
diesel, and natural gas generators, can increase the power
availability in a data center. Additionally, using redundant
power distribution paths ensures increased power availabil-
ity to dual-corded IT equipment. Components having high
reliability would improve the overall reliability of a data
center. Also, the power distribution path should have the least
number of converters with high reliability. To evaluate various
data center facilities with regard to their uptime, the Uptime
Institute created the standard Tier classification system [4].
The Tiers (I to IV) are progressive, with each higher level tier
placing additional requirements to enhance the uptime of data
centers.

A data center’s critical load comprises of IT equipment
such as servers, switches and storage devices that are typically
DC-based loads. The battery backup used in the uninterrupt-
ible power supply (UPS) systems, which are required during
critical situations, are also based on DC. Hence, implemen-
tation of a DC distribution system instead of AC distribu-
tion system results in elimination of a number of conversion
stages, thereby resulting in a more efficient distribution sys-
tem [5]–[7]. The probability of electric power supply failure
for IT equipment is reduced with fewer number of series
connected power converters in the power distribution path.
Findings shows that the converters used in DC data centers
have low failure rates, hence, high availability [8], [9]. This
paper analyses the efficiency and reliability of a 380 V DC
distribution of data centers and compares it against a more
traditional AC distribution. As the efficiency of data cen-
ter varies largely depending upon the IT load, loss models
for various data center components are developed taking
into account the IT load variability. Moreover, recently a
larger number of data centers have been planning to operate
their cloud-scale data centers with renewable energy integra-
tion [10]–[12]. The effect of integrating PV in data centers
on the efficiency has thus been analyzed. The advent of wide
bandgap (WBG) based semiconductor devices such as silicon
carbide (SiC) and gallium nitride (GaN) promises higher
efficiencies and reliability in power converter units of the data
centers [13], [14]. In this regard, the comparative study of
efficiency and reliability of the 380 V DC system with WBG

devices is also performed. The contributions of this paper are:
a comparative reliability analysis and efficiency comparison
of (i) AC and 380 V DC data centers with and without
renewable energy integration, and (ii) with the utilization of
WBG semiconductors on the power conversion units.

The paper is organized as follows: Section II describes
the AC and DC distribution architectures for data centers.
More details of the data center benchmark used for simulation
studies in this paper are provided in Section III. In Section IV,
the models for the loss and efficiency calculations within a
data center are developed. The efficiency and reliability anal-
ysis results are presented in Section VI and VII respectively.
Section VIII concludes the paper.

II. POWER DISTRIBUTION ARCHITECTURE
FOR DATA CENTERS
The widely used architecture for power distribution in data
centers is the AC power distribution architecture shown
in Fig. 1. The power path contains uninterruptible power
supply (UPS), power distribution unit (PDU), power supply
unit (PSU), and voltage regulator (VR). Fig. 2 shows the
facility level DC power distribution architecture where the
number of power conversion stages is two as opposed to five
in conventional AC distribution architecture.

FIGURE 1. Conventional 480V AC power distribution architecture.

FIGURE 2. 380V DC power distribution architecture.

One of the most debated topics in modern data centers is
which DC voltage level provides the most efficient and reli-
able power distribution. Few standards exist for DC voltage
systems, such as the 12V standard in vehicles and 5V standard
for serial bus devices. The most commonly used distribution
system in the telecommunications network is based on 48V
DC [15]. However, the power density of data centers is in the
range of hundreds of megawatts as compared to telecommu-
nication systems, which ranges from hundreds of kilowatts to
a few megawatts only. Employing rack level 48V DC system
in data centers distribution architecture would result in signif-
icant I2R losses, making the system less efficient. This loss
can be eliminated by increasing the cable size, however this
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would require data centers to construct additional cable space
and the increase in cost of copper cables could lead to large
capital costs. Alternatively, the introduction of high voltage
DC system in the data center’s distribution system would
reduce the I2R losses. Additionally, in [16] it was shown
that the volume of copper cable required in high voltage
DC system is fifteen times smaller than 48V DC systems to
transmit 100 kW of power. The studies show that 380V DC
is an ideal voltage level considering the number of battery
cells that are required to be connected for an energy storage
system, availability of components with suitable ratings, and
safety [3], [17]. Thus, a 380V DC distribution architecture
will be used in this paper for comparative analysis with an
AC distribution system.

III. DATA CENTER BENCHMARK MODEL
The data center benchmark developed in [18] has been used to
carry out the efficiency and reliability analyses in this paper.
The benchmark consists of a 100 MW Tier-IV data center
assumed to be located in Texas. The benchmark also consists
of a 50 MW PV solar plant which is considered to be located
in the vicinity of the data center premises. To study the effect
of PV penetration on the data center efficiency, the analysis
is performed for 30 MW and 50 MW PV installations. The
wind generation is neglected to simplify the analysis. The
data center has twenty-five 4 MW natural gas generators that
make up a 100 MW backup source, and 192 MW-hr flooded
lead acid battery storage system for 1 hour backup duration.
The size of the battery storage system was calculated based
on the peak IT load requirement.

The hourly global horizontal irradiance (GHI), in kW/m2,
was taken from Solar Anywhere website [19]. Homer Pro
Micro-grid Analysis Tool was then used to resolve the GHI
into its beam and diffuse radiation based on the clearness
index [20]. GHI is then converted to global tilted irradi-
ance (GTI), which is the solar irradiance incident on the panel
surface [21]. A de-rating factor of 0.8 was considered for the
calculations to account for the losses due to soiling, shading,
snow cover, and aging [22]. The PV generation in the year
2011 for the 50 MW solar plant considered in this paper is
shown in Fig. 3. Similarly, the data center load profile used
in this work is based on the 100 kW NREL data center load
in 2011 [23], which was scaled to 100 MW for this study.

FIGURE 3. Hourly average solar power for 50MW installed capacity.

FIGURE 4. Hourly average data center load [23].

The hourly averaged load data used is show in Fig. 4. The
peak to average ratio is 1.20.

A. SOLAR INTEGRATION IN DATA CENTER USING
AC DISTRIBUTION SYSTEM
A single line diagram of Tier-IV AC power distribution
system with 50 MW PV integration is shown in Fig. 5.
To achieve solar plant capacity of 50 MW, fifty 1 MW solar
plants are considered. In each of the 1 MW plant, 23 solar
panels are connected in series to form a string to achieve
850 V DC to match the inverter DC input voltage. A total
of 3125 solar panels are required to achieve the capacity
of 1MW.Hence, there will be 136 parallel solar panel strings.
These parallel strings are connected to the DC input of 1 MW
Satcon inverters. The inverter converts 850 V DC to three
phase blue12.47 kVACwith the integrated transformers. The
output of all 50 inverters are connected to a common 12.47 kV
ACbus. Two step down transformers located at the data center
are used to connect to 480 V AC bus of the data center.

Twenty-five 4 MW systems feed 25 individual data rooms
in the data center. Each 4MW rated data room has dual power
sources (PDUA and PDUB) as shown. Each of these sources
will have two 1MWUPSs connected in parallel. In the figure,
n1 represents the number of N-load fed by source A, n2
represents the number of 2N-load fed by sources A and B,
and n3 represents the number of N-load fed by source B in
each data room.

B. SOLAR INTEGRATION IN DATA CENTER USING
380V DC DISTRIBUTION SYSTEM
Fig. 6 shows the single line diagram of the Tier-IV DC power
distribution architecture with 50MWPV integration. The PV
setup is similar to that used in AC powering option, but the
step down transformer at the data center connects directly
to the 380 V DC bus via a rectifier. The rectifier converts
12.8 kV AC voltage to 380 V DC voltage. The number of
conversion stages before it’s integrated in AC and 380V DC
the data center power distribution systems is thus different.

IV. COMPONENT LOSS MODEL AND EFFICIENCY MODEL
The simplistic empirical approach to estimate the data cen-
ter’s efficiency is to sum up the power consumption of
all IT equipment and dividing by the total power input
of the data center. This is known as the Power Usage
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FIGURE 5. AC power distribution system with 50 MW PV integration.

FIGURE 6. 380V DC power distribution system with 50 MW PV integration.

Effectiveness (PUE) of a data center and is a metric that
represents how much power is consumed by the IT equip-
ment, in contrast to power used by the cooling, lighting

and other additional equipment. However, such an approach
uses rated efficiency of the components resulting in an
imprecise estimate of data center’s efficiency as the IT load
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variations are not taken into consideration. The efficiency of
the components vary to a large degree based on their loading.
Moreover, the power and cooling equipment in data centers
typically operates well below their rated design capacity. The
converters are over-sized to provide safety margin and handle
load diversity. The accuracy of the data center efficiency
estimation thus depends on the accuracy of the efficiency
models of each data center component. Hence, the component
loss and efficiency models for different elements of the data
center are derived in this section which considers the system
load variations.

A component’s losses can be computed as the sum of
three losses: No-load loss, Proportional Loss, and Square-law
loss as shown in (1). The no-load losses are fixed losses
independent of the output power. The proportional losses
are the losses that vary proportionately with the load (like
switching loss in power semiconductors, gate drive loss, core
losses in magnetics, etc.). The square losses are the losses
that increase with the square of the load current (the I2R
losses). Typical efficiency curves of components, such as a
UPS, shows that the efficiency decreases at very light loads,
rapidly increases with medium IT loads, and then it increases
slowly or saturates at higher loads.

PLoss = PNoLoadLoss + PProportionalLoss + PSquareLoss (1)

Eqn. (1) can be modified using component load as the
percentage of the rated active power. The component loss can
be computed by using (2).

Ploss = K0 + K1L% + K2L2% (2)

where L% is the component load as the percentage of its
rated active power, and K0, K1, and K2 are the no-load,
proportional, and square-law term loss coefficients, respec-
tively, that are determined through curve fit of the loss data
provided by the manufacturer at multiple load levels. Typical
load levels that are available from the manufacturer are 0%
(no-load), 25%, 50%, 75% and 100% (full load). The com-
ponent losses are computed by subtracting the output power
from the input power using (3).

Ploss = Pin − Pout (3)

The component loss can be normalized as the percentage
of its rated power as:

Pl = Kp0 + Kp1L% + Kp2L2%, (4)

where Pl =
Ploss
Prated

, and Kpz =
Kz

Prated
for z = 0, 1, 2.

The loss data for the data center equipment, such as double
conversion AC UPS, 400 V DC UPS, 208V AC PSU, 400V
DC PSU, etc. used in the benchmark were taken from [5],
[13], [24]–[26]. As, the values of the per-unit component
losses Pl at different loading (obtained from manufacturer
specifications) and the component’s per unit load L% are
known, curve fitting based on the least-squares method is
used to determine the values of the loss term coefficients:Kp0,
Kp1, andKp2. The no-load, proportional, and square-law term
coefficients for the converters are listed in Table 1.

TABLE 1. No-load, proportional, and square-law item coefficients.

To build the efficiency models for the converters, we con-
sider the efficiency of any converter at any instant that can be
computed using (5).

η =
Pout
Pin
=

Pout
Pout + Ploss

(5)

The load and loss in (5) can be expressed as the percentage
of rated power:

η =
L%Prated

L%Prated + PlPrated
=

L%
L% + Pl

. (6)

Using the loss data, the efficiency models were then
derived [27]. The equations representing the efficiency mod-
els of the converters are listed in Table 2.

TABLE 2. Efficiency models of the power converter used in data center
benchmark.

Finally, the energy efficiency of the data center power
distribution system without PV integration over a year can
be calculated using (7).

ηwithout PV =

∑8760
i=1 EIT , i∑8760

i=1 EUtility, i
(7)

where i is the number of hours and EIT , i and EUtility, i rep-
resent the total energy consumed by the IT load and total
energy supplied by the utility at the ith hour respectively.
In the same way, the energy efficiency of the data center
power distribution systemwith PV integration over a year can
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be calculated using (8).

ηwith PV =

∑8760
i=1 EIT , i∑8760

i=1 [EUtility, i + EPV , i]
(8)

where EPV , i represents the energy supplied by PV in the
ith hour. In the above equations, to calculate energy effi-
ciency,

∑8760
i=1 EIT , i can be calculated by summing the hourly

data center load from the data center load profile, shown
in Fig. 4. However, to calculate

∑8760
i=1 EUtility, i, the IT power

at each hour is divided by the efficiencies of the converters
(as described in Table 2) in the distribution path at that hour,
then summed.

V. RELIABILITY MODELING AND ANALYSIS USING
MONTE CARLO SIMULATIONS
This section presents the assumptions made for reliability
modeling. It is assumed that the electronic equipment are
operating in their ‘‘useful life’’ and have a constant failure
rate lifetime denoted by λ (failures/hr). This assumption is
based on the fact that data center components are typically
replaced when they reach the end of the their lifetime because
of reliability concerns. Further, the failure rate follows an
exponential statistical life distribution. Similarly, it is also
assumed that all the components have an exponential repair
distribution. The repair rates of most components denoted
by µ (repairs/hr) are assumed to be constant over their life-
time as well. However, some of the high quality utility com-
ponents have non-constant repair rates and follows a Weibull
distribution [28]. Table 3 shows the component failure rates
and repair rates used for the modeling in this paper in terms
of the Mean Time Between Failures (MTBF) and Mean Time
To Repair (MTTR).

TABLE 3. Equipment reliability data [8].

Availability is the ratio expressed as the percent-
age of time a system or a component can perform its
required function. Availability is a dimensionless quantity

TABLE 4. Availability and downtimes.

given by (9).

Availability =
MTBF

MTBF +MTTR
(9)

The availability is typically expressed in terms of ‘‘number
of 9s.’’ For example, ‘‘five 9s’’ would represent an availability
of 99.999% and so on. Table 4 shows the downtime per year
and per day for different availability values. blueIn this paper,
‘‘inherent availability’’ is used, which neglects the downtime
for preventive maintenance as this data was not available.
If the data for preventive maintenance downtime is available,
the ‘‘achieved availability’’ can be computed using (10).

Achieved Availability =
MTBM

MTBM + M̄
(10)

whereMTBM represents themean time betweenmaintenance
actions and M̄ represents the mean maintenance downtime.
Availability of a distribution system alone does not provide

any information about the frequency of outages during a
time period of its operation. For two different systems with
a similar availability, the frequency of outages will be the
only distinguishing factor when these systems are compared.
MTBF provides information about the frequency of outages
to expect from a system.

For complex systems with a large number of series and par-
allel connections, the direct analytical method such as Reli-
ability Block Diagram (RBD) would be impractical. In the
RBD approach, the MTBF of the overall systems is deter-
mined through computations at each connection point which
can get complicated and time-consuming. Also, the fact that,
components such as stand-by generators and battery back-up
(activated only when the primary power source fail) further
complicates the analysis. If the components are assumed to be
repairable, the mathematical calculations become complex.
Hence, to overcome these difficulties, Monte Carlo simu-
lation was used. A software package called Powertechnic
Analyst Enterprise [29] was used for this purpose. Once the
failure and repair distributions of all the components are
known, a Monte Carlo simulation is performed to model the
reliability of the system. In this simulation, a random number
between 0 and 1 is generated that represents the probability
that an event occurs at a given time. In our case, the failure
distribution model was sampled to calculate the time between
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failure (TBF) based on the random number generated. Sim-
ilarly, for the repair process, the time to repair (TTR) was
generated by sampling the repair distribution model. Then the
process is repeated to find another set of TBF and TTR. These
TBF and TTR are added and updated until it reaches the total
simulation time set. The number of failures are tracked and is
used to calculated MTBF and MTTR as:

MTBF =

∑N
i=1 TBFi
N

, (11)

MTTR =

∑N
i=1 TTRi
N

, (12)

where N is the number of failures counted, TBFN and TTRN
are the time to failure and time to repair the component for
Nth failure. Finally, the availability can be calculated
using (9). A general definition of failure as described in [8] is
used in this work. The inability of the distribution system to
supply electrical power to critical IT loads in a data center is
counted as a failure.

VI. EFFICIENCY ANALYSIS RESULTS
The efficiency analysis of the data center benchmark is
divided into three cases: Efficiency analysis without PV inte-
gration, efficiency analysis with PV integration, and effi-
ciency analysis of 380V DC system with WBG devices.

A. CASE I: EFFICIENCY ANALYSIS WITHOUT PV
The efficiency analysis results of AC and 380V DC bench-
marks without PV are presented in this section. The efficiency
of both AC and DC data center benchmark described in
Section III neglecting the PV integration was carried out
for the entire year (2011). Fig. 7 shows efficiency for the
AC and DC data center for July 8, 2011. The efficiency for
the DC data center is consistently higher than the AC data
center. The minimum and maximum efficiency for AC data
center was found to be 64.65% and 70.00%, respectively. The
average efficiency over a year for AC data center was 67.41%.
Similarly, for DC data center the minimum and maximum
efficiency for DC data center was found to be 69.83% and
75.89%, respectively, and the average efficiency was 72.96%.

FIGURE 7. Hourly efficiency plot for AC and DC data center without PV
integration, July 8, 2011.

B. CASE II: EFFICIENCY ANALYSIS WITH PV
The efficiency analysis was performed with a 30 MW and
50 MW PV plant for both AC and 380V DC data centers.
The hourly efficiency plot of AC and 380V DC data centers
at different PV plant sizes for July 8, 2011 are shown in Fig. 8.
As in Case I, the efficiency of the DC data center is relatively
higher compared to that of the AC data center. The efficiency
drops slightly during the day when PV power reaches its
maximum values in both cases. The integration of PV adds
another conversion stage which incurs some additional losses
in the system. Moreover, the efficiency for a higher degree of
penetration is lower as expected as this incurs higher losses
in the PV converter. Even though addition of PV adds to the
losses, it is noteworthy that the transmission and distribution
losses of the grid are neglected in this study. Thus, the addi-
tional losses does not lead to an economic disadvantage for
the data center, but contributes to their sustainability efforts.

FIGURE 8. Hourly efficiency plot: AC and DC data center with PV,
July 8, 2011: a) AC system and b) 380 V DC system.

C. CASE III: EFFICIENCY ANALYSIS OF 380V
DC SYSTEM WITH WBG DEVICES
In this case, the efficiency analysis of the 380V DC power
distribution system is performed by replacing the Si-based
front-end rectifier with SiC-based rectifier and Si based
DC-DC converter in PSU with GaN-based DC-DC converter.
blueThe data to model the component loss and efficiency
with WBG semiconductors were obtained from [13], [14].
Fig. 9 shows the hourly efficiency plot of the overall system
using SiC based front end rectifier and GaN DC-DC PSU
converters. The efficiency analysis of 380V DC system with
WBG devices was performed with 30 MW and 50 MW PV
plants. The overall efficiency of the system was higher than
when traditional Si devices were used. Again, the efficiency
drops slightly as in the previous cases with increase in PV
penetration during the day, but the efficiency was still found
to be higher than that of a data center using traditional Si
devices as WBG devices are more efficient.
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FIGURE 9. Hourly efficiency plot of 380V DC data center using SiC based
front-end rectifier and GaN based DC-DC converter in PSU (without PV
and with PV) for July 8, 2011.

D. EFFICIENCY AND POWER USAGE
EFFECTIVENESS COMPARISON
Fig. 10 (a) shows the bar graph showing efficiencies of AC
and 380 V DC power distribution architectures for different
sizes of PV plant.

FIGURE 10. (a) Efficiency comparison and (b) PUE comparison at
different PV plant sizes.

From the above results, it is clear that 380V DC power dis-
tribution system in data centers is more efficient than typical
AC power distribution systemwith or without PV integration.
However, the efficiency decreases with increase in PV plant
size due to the extra conversion stage in the PV path. A 380V
DC power distribution system is more efficient than AC by:
5.55% compared to system without PV installation; 5.13%
compared to system with 30 MW PV installation; 4.85%
compared to system with 50 MW PV installation.

Ideally, the value of PUE of a data center should be 1,
a lower PUE value indicates a more efficient data center. The
PUE of all the above cases were calculated for a year and are
shown in Fig, 10 (b). PUE of 380V DC system is superior
to typical AC system for all the cases for the data center
benchmark used. PUE of 380V DC system usingWBG based
converters has a better PUE value at all PV plant sizes. Again,
the higher PUE value with increase in PV plant size is due to
an extra conversion stage in the PV path.

VII. RELIABILITY ANALYSIS RESULTS
Both AC and DC topologies were modeled using Analyst
Enterprise software with the failure and repair data in Table 3.

FIGURE 11. Simulation model of 480V AC ‘‘2N’’ topology.

The electrical parameters and the reliability data for each
component were entered in the software for all the com-
ponents. The load in the simulation is set to ‘‘cannot fail’’
to follow the system failure definition. The red connections
in Fig. 11 and Fig. 12, represent AC connections, and the
blue connections represent DC connections. Two cases were
considered for reliability studies for both topologies. One
with only a single active UPS per path and the other with
multiple UPSs per path with ‘‘N+1’’ redundancy. The effect
of intermittency of PV generation on the reliability of the
system has not been considered in this paper.

FIGURE 12. Simulation model of 380V ‘‘2N’’ DC topology.

A. CASE I: SINGLE ACTIVE UPS PER PATH
The most basic topology for UPS connection in Tier-IV
data centers with ‘‘2N’’ component redundancy is using a
single UPS per path, with separate battery banks for UPS in
each path. At normal operating condition, each UPS will be
operating at 50% load (max). When one of the UPSs fails,
the path containing that UPS goes out of service. Until the
UPS has been repaired and the service is restored, the only
way to maintain uninterrupted power supply to the IT load is
via another power distribution path where the UPS can handle
the full load.

The working simulation model of 480V AC ‘‘2N’’
distribution system in a data center developed in Analyst
Enterprise simulation software is shown in Fig. 11. The
simulation time was set to 5,000,000 hours. At the end of
the simulation, failure rate of AC system was found to be
7.042 × 10−3 failures/year. The failure rate of the 380V
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DC ‘‘2N’’ distribution system in Fig. 12 is 4.255 ×
10−3 failures/year. The failure rate of DC system is 40% less
than that the AC system. The additional conversion stages
in AC system led to higher failure rate governed by the
individual failure rates of those components listed in Table 3.
Hence, the DC system is more reliable than the AC system,
as the DC system has higher MTBF and a relatively low
MTTR, as shown in Table 5.

TABLE 5. Monte-carlo simulation results.

B. CASE II: MULTIPLE ACTIVE UPS PER PATH
WITH ‘‘N+1’’ REDUNDANCY
This topology has an additional UPS in each path to have
‘‘N+1’’ redundancy. It is considered that two active UPSs
are used per path out of which one UPS is required to supply
the IT load. In this case, each UPS will be operating at 25%
load capacity at normal condition. Both the UPSs are able
to supply the IT load when the other UPS system fails. The
UPS system is designed in such a way that a single UPS can
handle full data center load. For the distribution path to go out
of service, both UPSs have to fail at the same time.

The simulation setup in Analyst Enterprise simulation soft-
ware is the same as in Case I apart from the fact that there two
active paths per UPS. The simulation time was kept the same,
5,000,000 hours, as the previous case. The failure rate of this
system was found to be 2.631× 10−3 failures/year, which is
clearly less frequent than theAC systemwith a single UPS per
path in the previous case. The failure rate of the DC system
with ‘‘N+1’’ UPS system is 2.341×10−3 failures/year, which
is better than the DC system with a single UPS per path.
In this case (‘‘N+1’’ UPS redundancy), failure rate of the DC
system is 12% less than that of the AC system. In both cases,
the DC system has higher MTBF and lower MTTR, as shown
in Table 5. The level of redundancy in the UPS system was
further increased to ‘‘N+2’’ and the reliability simulations
was carried out. The simulation results shown in Table 5 tells
us that the difference in the MTBF, MTTR, and availability
of AC and DC systems are less as compared to previous UPS
redundancy levels. This shows that, as the level of redundancy
increases, the difference in MTBF, MTTR and availability of
AC and DC systems will decrease.

It can be seen in Table 5 that the MTBF of both AC and DC
topologies increased with the increase in UPS redundancy.
This is due to additional paths for the power distribution.
For instance, in the case of ‘‘2(N+1)’’ topology, which will
has two parallel paths for power delivery, if we assume that
the upper distribution path failed at time t , which could be

due to failure of both UPSs or failure of the component(s)
along the path. Again, if we assume that the lower distribution
path failed at time t + 1t , 1t seconds after failure in the
upper distribution path. Up to time, t + 1t seconds, the IT
load gets the power until both distribution path fails. Now,
if the upper distribution path recovers from failure at time,
t +1t +1t ′, that is, 1t ′ seconds after failure of both paths.
The downtime of the system is just 1t ′ seconds. Due to the
time overlap of failure of distribution paths in the system,
higher number of distribution paths results in lower MTTR
values. The results shows that both AC and DC distribution
systems with ‘‘2(N+2)’’ UPS redundancy has the lowest
MTTR values.

VIII. CONCLUSIONS
A method to improve data center’s efficiency and reliability
has been presented in this paper. A 380 V DC power dis-
tribution architecture has been utilizied to obtain improved
efficiency and higher reliability in data center power distri-
bution system. The effect of solar integration on the overall
system efficiency shows that 380 V DC distribution system
is more efficient than the typical AC distribution system for
both PV installation sizes of 30 MW and 50 MW. The impact
of converters using WBG technology on a 380 V DC power
distribution architecture was more efficient than that using
Si based converters. The reliability analyses of both AC and
DC powering option for power distribution in data centers
shows that 380 V DC distribution system is more reliable
than a typical AC distribution system up to a certain level of
redundancy in the UPS systems. As the number of UPSs in
each path is increased, the values of reliability metrics such
as MTBF and MTTR of the AC system will approach the
reliability metrics values of the DC system.
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