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ABSTRACT Nowadays, many applications of heterogeneous sensing wireless sensor networks (WSNs)
employ more than one type of sensor nodes to acquire a variety of sensing data sources, which brings the
dynamic diversity of generated data amount among different network regions. To adapt to that diversity
and improve the data gathering efficiency, this paper first analyzes and models the diversity of generated
data amount according to the diversities of data generating rate and operating mode among nodes and then
proposes a data gathering scheme with a mobile sink. In the scheme, the movement trajectory for the mobile
sink is determined by using Hilbert space-filling curve and adjusted dynamically based on the change of
data amounts generated in different network regions. A hybrid routing method is also proposed to further
reduce the network energy consumption. The simulation results show that the proposed data gathering
scheme not only has effective performances on a promoting packet delivery ratio and reducing average
energy consumption rate but also has great adaptability to the heterogeneous sensing WSNs.

INDEX TERMS Heterogeneous sensing, movement trajectory, Hilbert space-filling curve, hybrid routing.

I. INTRODUCTION

With the development of micro-electromechanical systems
and wireless network technologies, tiny and low-power net-
work nodes equipped with diverse sensors have been imple-
mented in recent years, Wireless Sensor Networks (WSN5s)
so become an important way for people to interact with
the physical world, and also turn into one of the support-
ing technologies in the mainstream applications of Inter-
net of Things (IOT) such as environmental monitoring,
healthcare data collection, military detection and geologi-
cal exploration [1]. In WSNs, each sensor node has limited
computing ability, transmission range, memory capacity, and
battery life, and the sensing data of each node needs to be
gathered to the sink node and then transmitted to the data
center.

In WSNs with static sinks, the nodes closer to the sink
generally consume more energy for their heavier forwarding
burden, and the unbalanced energy consumption causes the
hot-spot issues [2], which affects the network connectivity
and brings the network partition problem, thereby reducing
the entire network lifetime.

To deal with the drawback caused by using the static
sink in WSNss, the data gathering schemes based on mobile
sinks are proposed and attract increasingly attention in recent
years [3]. In these schemes, the mobile sinks move and adopt
different kinds of mobility patterns (pre-defined, uncon-
trolled, or controlled) to collect data from the stationary
sensor nodes, which is beneficial for balancing energy con-
sumption to some extent.

Further, in order to plan the movement trajectories for
mobile sink(s) in WSNs, the concept of space-filling curve
has been introduced. By following the space-filling curve,
amobile sink can traverse all regions in its network. A method
to construct the sink trajectory by using Hilbert space-filling
curves has been proposed [4]. The method can change the
curve orders of Hilbert space-filling curves for adapting to the
diversity of node density among different network regions,
but, it lacks the adaptability to the diversities of other factors
in the heterogeneous sensing WSNs such as data generating
rate and operating mode. For example, the modern healthcare
information system could be a heterogeneous sensing net-
work, in which, wearable sensing nodes could have different
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data generating rates and also could switch their operating
modes dynamically according to their working and sleeping
schedule tables, thus the data amount generated in a network
region may change dynamically and which is not only related
to the node density change of the region.

As the sensor cloud system brings new computation
paradigms to WSNs in providing users with data collection
services [5] and the network interoperability [6], the data
gathering schemes in the heterogeneous sensing WSNs
become more and more important.

In order to achieve a high data gathering efficiency in the
heterogeneous sensing WSNss, in this work, firstly, the diver-
sity of generated data amount among different network
regions is modeled by analyzing the diversities of data gen-
erating rate and operating mode among nodes, then a data
gathering scheme is proposed for the network with a mobile
sink following a controlled movement trajectory, in which
the sink trajectory is determined by using the Hilbert space-
filling curve and can be adjusted dynamically according to the
change of the generated data amount in each network region.

The movement trajectory construction for the mobile sink
includes two phases, the initializing phase and the data gath-
ering phase. In the initializing phase, the network is divided
into cells having an identical size based on both the network
size and the maximum transmission range of nodes, and an
initial movement trajectory for the mobile sink is constructed
by filling the Hilbert curves in the cells.

After the initializing phase, the network steps into the data
gathering phase where the data gathering is carried out in
rounds. In each round, the mobile sink moves along its current
trajectory which is formed according to the data amount
in each cell in the previous round, to collect the sensing
data generated in the previous round, and to form its move-
ment trajectory for the next round by merging the adjacent
cells with small data amounts in current round together, and
dividing the cell with large data amount in current round into
sub-cells, then updating the curve orders of the Hilbert space-
filling curves in the new formed cells.

The main contributions of this work can be summarized as
follows:

1. The diversity of generated data amount among different
network regions in the heterogeneous sensing WSNs is mod-
eled by analyzing the diversities of data generating rate and
operating mode among nodes.

2. A data gathering scheme is proposed to construct the
movement trajectory for the mobile sink by using the Hilbert
space-filling curve, and adjust the trajectory dynamically
according to the change of data amount generated in different
network regions.

3. A hybrid routing method, which supports both single-
hop transmission mode and cluster mode, is designed to
further improve the energy efficiency of sensor nodes.

The rest of this work is organized as follows: in Section II,
the related work is introduced; in Section III, the network
model is defined; Section IV presents the proposed data
gathering scheme in detail; the performance evaluation to the
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proposed scheme is shown in Section V, and our work is
concluded in Section VI.

Il. RELATED WORK

Since the mobile sink is superior to the static sink in balancing
energy consumption of WSNis, the issue of how to take full
advantages of the mobile sink for achieving high flexibility
and energy efficiency has attracted increasingly attention
from the research community to the industry where much
fundamental work has been done. Many studies concentrate
on planning the mobility pattern of the mobile sink, because
it can affect the energy efficiency and network performance.
And, the mobility patterns of the mobile sink in these studies
can be roughly classified into three kinds, which are the
pre-defined mobility pattern, the uncontrolled (or random)
mobility pattern and the controlled mobility pattern.

In the first category, the mobile sink moves along a pre-
defined movement trajectory to gather the sensing data from
all nodes in network. Wichmann and Korkmaz [7] proposed
a smooth path construction algorithm for one or more mobile
sinks, which uses the faster and motion-constrained mobile
sinks to reduce the collection delay. Viana and Amorim [8]
designed a pre-defined trajectory based on a space-filling
curve for the mobile sink to increase the packet delivery
ratio. Ghafoor et al. [9] proposed a novel method to construct
the mobile sink trajectory based on the Hilbert space-filling
curve, in which both the network size and node density of the
whole network are taken into consideration to make the tra-
jectory more flexible. However, this method cannot deal with
the network with uneven node density distribution. To solve
this problem, an adjustable trajectory design method [4] has
been proposed, in which the node density of each network
region is taken into account to adjust the sink trajectory.
Wang et al. [10] proposed an energy-efficient cluster-
based route adjustment method, in which the mobile sink
adopts the pre-defined mobility and its route is adjusted
according to its location to prolong the network lifetime.
Mehrabi and Kim [11] proposed an online centralized algo-
rithm to increase the throughput in energy harvesting WSN’s
with a mobile sink using a pre-defined movement trajectory,
which considers both the heterogeneous duration and the
effectiveness of sensors in each time slot.

In the second category, the mobile sink moves uncontrol-
lably or randomly, and the sensing data are delivered by
tracking the location of the mobile sink. Kinalis ez al. [12]
proposed a data gathering scheme using the mobile sink with
probabilistic movement trajectory to improve the energy-
latency trade-offs, in which the sink uses a biased ran-
dom movement trajectory favoring the less visited regions.
Liu et al. [13] analyzed an uncontrolled mobility pattern
of multiple mobile sinks for reducing control overheads
and prolonging the network lifetime. Yang er al. [14] pro-
posed a sink tracking method called Detour-Aware Mobile
Sink Tracking (DAMST), in which mobile sinks are tracked
by analyzing their movement angle changes to further cut
down the overheads and increase the energy efficiency.
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Yang et al. [15] proposed a data collection scheme based
on social properties and uncontrolled sink mobility. In the
scheme, the network is divided into clusters and these clusters
are classified into biased and unbiased clusters according to
the staying probabilities of the sink, in addition, a biased
loop is constructed to disseminate the location of the mobile
sink so that every cluster can track the mobile sink in time.
Sharma et al. [16] proposed a routing protocol for the
WSNs with a mobile sink moving randomly, in which, the
rendezvous-region is introduced and a tree is constructed,
the sensor nodes can transmit their data via the tree and track
the mobile sink’s location from the tree to upload the data to
the sink directly.

In the third category, the movement trajectory for the
mobile sink is neither pre-defined nor uncontrolled, and
it is determined by some parameters of the network.
Wang et al. [17] proposed a sink relocation method to extend
the network lifetime of WSNs, in which the sink trajec-
tory as well as the sensor nodes’ transmission range are
adjusted according to the residual battery of sensor nodes.
He et al. [18] proposed a combine-skip-substitute scheme to
schedule the movement of the mobile sink by solving the
traveling salesman problem, where the data collection latency
is mainly focused, and the multi-rate wireless communication
is adopted to further reduce the latency. Kaswan et al. [19]
proposed an efficient trajectory design method based on Ren-
dezvous Points (RPs) to achieve delay bound data gathering.
Zhu et al. [20] proposed a greedy scanning data collection
strategy, in which, both the cluster algorithm and the con-
trolled mobile movement trajectory for the mobile sink are
used, and the sensing data are relayed by the cluster heads
tracking the location of the mobile sink. Zhu et al. [21] pro-
posed tree-cluster based data gathering algorithm for WSNss
to prolong the network lifetime. Salarian et al. [22] proposed a
Weighted Rendezvous Planning (WRP) method for selecting
the trajectories for mobile sink among the Rendezvous Points
(RPs), in which the mobile sink only visits the RPs instead of
all the nodes and the sink trajectory is acquired by a heuris-
tic algorithm. Rao and Biswas [23] proposed a novel data
gathering solution for non-real-time applications, in which
nodes determine the movement trajectory of mobile sink
cooperatively to optimize delay and energy in data collection.
Bi et al. [24] provided a method to determine the movement
trajectory of the mobile sink according to the nodes’ residual
energy, so that the energy consumption among sensor nodes is
balanced and the network lifetime is prolonged. Ma et al. [25]
proposed a data gathering scheme by using one or more
Mobile Collectors (M-collectors), in which the M-collector
needs to follow the constraints about distance or time, collect
the sensing data from the sensor nodes directly and relay them
to the sink by single-hop transmission.

From above, it can be found that, the pre-defined sink
trajectory lacks flexibility and adaptability, and the random
sink trajectory has great transmission uncertainty which is
adverse to the promotion of packet delivery ratio and also may
bring great overhead to nodes on tracking the mobile sink.
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In view of these problems, we propose a data gathering
scheme which uses Hilbert space-filling curve to construct
the movement trajectory for the mobile sink and also can
adjust the trajectory dynamically according to the change of
data amounts in different network regions. In our scheme,
the sink trajectory is adjusted in a controlled manner, which
not only has adaptability but also contributes to both of the
reduction of energy consumption rate and the promotion of
packet delivery ratio.

Ill. NETWORK MODEL

In this work, location-aware nodes equipped with divers sen-
sors are deployed in a square network with side length L. Each
node has limited initial energy £ and maximum transmission
range ryqy, and can use the GPS-free localization method [26]
to acquire its location.

A. MOBILE SINK AND CELL AGENT (CA)

To guarantee the full coverage of the network and achieve
efficient data gathering, the network is divided into cells, and
the cell that does not contain any sub-cell is called the B-cell.
In each B-cell, a Cell Agent (CA) is elected periodically to
be responsible for collecting the parameters and the sensing
data of the nodes in this B-cell.

In our network model, a mobile sink is used to traverse the
cells with a constant speed v starting from the bottom left of
the network and gather the collected information of the CAs.
Specifically, in each round of the data gathering, the mobile
sink needs to traverse the centers of all B-cells in the network
once and only once.

The mobile sink is also responsible to broadcast the CA
election message which includes a dynamic energy threshold
(the energy threshold decreases with time) to the nodes in
each B-cell. And in the CA election of a B-cell, a node
which is closest to the center of the B-cell is elected from
the nodes in the B-cell whose residual energy are beyond
the dynamic energy threshold included in their received
CA election messages, as the CA of the B-cell.

B. HILBERT SPACE-FILLING CURVE AND THE METHOD
FOR NAMING CELLS

In this work, the Hilbert space-filling curve [27] proposed
by Hilbert in 1891 is used as the basis to divide cells and
construct the movement trajectory for the mobile sink. The
I-order, 2-order and 3-order Hilbert curves are shown
in Fig. 1.

As a matter of fact, besides the Hilbert curve, there are
still many other space-filling curves. The comparison among
the Z-curve, gray-coded curve and Hilbert curve has been
made [28], the results show that the Hilbert curve outperforms
the others in the properties of clustering and locality, which
is the main reason why we use it in this work.

If the Hilbert curve is used in a two-dimension net-
work, the network could be divided into N identical cells
(e.g.2x2,4x4, 8x8) and the number of the cells N is related
to the order k of the Hilbert curve, the relation holds N = 4k,
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FIGURE 1. Hilbert space-filling curves: (a) 7-order curve; (b) 2-order
curve; and (c) 3-order curve.
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FIGURE 2. Cells in different levels: (a) level-7 cells with 7-order Hilbert
curve; (b) level-2 cells with 2-order Hilbert curve, and (c) level-3 cells
with 3-order Hilbert curve.

To simplify the discussion, we define the B-cell filled with a
k-order Hilbert curve as the level-k cell. The Hilbert curve
is constructed recursively. A k-order curve (k>1) can be
obtained by dividing each level-k—1 cell into four identical
sub-cells and filling each of the sub-cells with the /-order
curve, which can be shown by the change from Fig. 1(a) to
Fig. 1(b) or from Fig. 1(b) to Fig. 1(c).

Fig. 2 shows an example for illustrating how to name
the cells in the network. As shown in Fig. 2(a), the Hilbert
curve order is 1, the whole network is divided into four cells,
we name these four level-/ cells by Ci (i=1, 2, 3, 4), where
i represents the sequence in which the mobile sink traverses
the four level-1 cells, for instance, the cell in the purple frame
in Fig. 2(a) is named CI which is the first cell traversed by
the mobile sink. As shown in Fig. 2(b), the Hilbert curve
order is increased by 1 (2-order Hilbert curve), each level-/
cell is further divided into four level-2 cells, we name these
level-2 cells by Ci-j (i, j = 1, 2, 3, 4), where i is the identifi-
cation of level-/ parent cells, and j represents the sequence in
which the mobile sink traverses the four level-2 cells in each
level-7 parent cell, for instance, the cell in the purple frame
in Fig. 2(b) is named C/-4. Similarly, the level-3 cells divided
from the level-2 cells are named by Ci-j-k, for instance,
the cell in the purple frame in Fig. 2(c) is named CI-4-4.
By the above simple method, every cell in the network can
be named.

The level of a cell can be inferred from its name. For
example, a cell’s name is C2-3-3, it can be deduced that, this
cell is a level-3 cell whose parent cells are level-2 cell C2-3
and level-7 cell C2.

C. DATA GENERATING RATE AND OPERATING MODE

In this work, the data amounts generated in different network
regions may differ and the data amount in a region may
also change with time dynamically. The two main factors for
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FIGURE 3. An example of schedule tables for four different
nodes (A, B, C, and D).

this difference and change are: 1) the nodes equipped with
different sensors have different data generating rates; 2) the
nodes can switch their operating modes during different time
periods according to their own schedule tables.

For a node N; with j different sensors, its data generating
rate R(N;) can be calculated by (1).

J
RIN) = (fin X &) €y

In (1), the data generating rate R(N;) is determined by the
sampling rate of each sensor of N; (denoted by f,,, m is the
identification of sensors), the resolution of each sensor of
N; (denoted by g,,), and the total number of sensors of N;
(denoted by j). The sampling rate of a sensor determines how
many samples it can get from its source per unit time, while
the resolution of a sensor determines the size of its sample.

Each node could schedule its working time and sleeping
time by its own schedule table, in other words, it can be in
different operating modes at different time periods through
the whole data gathering process. And consequently, the data
amount generated by the same node could also be different
during different data gathering rounds. Fig. 3 gives an exam-
ple to show the schedule tables for four different nodes.

In this work, the basic data gathering unit is B-cell, and we
use symbol Cb to represent any one of the B-cells. In a data
gathering round, the generated data amount in a B-cell could
be determined by the data generating rates and the operating
modes of all nodes in it jointly. Therefore, the generated data
amount in a B-cell Cb in a round is denoted by DS(Cb) and it
can be calculated as follows:

n
DS(Ch) = > " (R(N;) X Tyork_i) ©)
i=1
Where 7 is the number of nodes in Cb, R(N;) is the data
generating rate of node N; in Cb, and Ty _; is the working
time of node A; in this round.

D. ENERGY MODEL

In this work, we only consider the energy consumption on
communication and adopt the free-space channel model [29].
The energy consumption on communication of each node
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Initializing Phase

The network is divided into cells

'

The initial movement trajectory of mobile sink is
constructed by filling the cells with Hilbert curves

Data Gathering Phase

Cell agents are elected out to collect sensing data in
their B-cells via a hybrid routing scheme and =
calculate data amounts of their B-cells

The sink moves along its trajectory to collect the
sensing data generated in the previous round in the
B-cells and the data amounts generated in current

round in the B-cells from the cell agents

The sink performs data amount analysis and
adjusts cells and its trajectory for next round
according to the data amount analysis result

FIGURE 4. Two phases of the movement trajectory construction for the
mobile sink.

includes two parts: the transmitting energy and the receiving
energy. Let &4 be the energy required by the amplifier in
free-space channel, oz and o, be the energy consumed
during transmitting and receiving per bit respectively. The
transmitting energy consumed by node N; when it transmits
B bits data to node N; can be calculated as follows:

Ep (i, ) = (o + £5D7; ;)P 3)

Where D j) is the distance between node N; and node N;.
The receiving energy consumed by node N; that receives
B bits data from N; can be calculated as follows:

En(i,)) = anp 4

The above energy model is used in all kinds of communi-
cation behaviors in this work such as the election of CA and
the hybrid routing scheme for collecting sensing data.

IV. MOVEMENT TRAJECTORY CONSTRUCTION AND
ROUTING METHOD

In this work, the movement trajectory construction for the
mobile sink consists of two phases: the initializing phase
and the data gathering phase, which are shown in Fig. 4.
In the initializing phase, the network is divided into cells
and the initial movement trajectory for the mobile sink is
constructed. The data gathering phase is performed in rounds.
In each round, CAs are elected out to collect sensing data and
calculate data amounts in their B-cells, the mobile sink moves
along its current trajectory to collect the sensing data gener-
ated in the previous round and the data amount generated in
current round in each B-cell from CAs, performs data amount
analysis and adjusts cells and its trajectory for the next round
according to the analysis result.
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FIGURE 5. An example of sink trajectory (k = 2, the number of B-cells
is 16).

A. THE INITIALIZING PHASE

In this phase, firstly, the network is divided into B-cells by
using the Hilbert curve. To obtain the full coverage of the
network, both the network side length L and the maximum
transmission range of nodes 7,4, are taken into consideration
in calculating a proper Hilbert curve order k. The order k of
the Hilbert curve that can cover the network can be calculated

by (5).
k= {10& {;@ H 5)

After obtaining the proper order k, the network is divided
into 4% B-cells, and the initial movement trajectory for the
mobile sink can be constructed to be a k-order Hilbert curve
which can traverse the centers of all the 4¢ B-cells. For exam-
ple, the trajectory constructed by a 2-order Hilbert space-
filling curve is shown in Fig. 5.

Then, the mobile sink moves along the initial trajectory to
disseminate the network location information (i.e. the coor-
dinates of the network center (xg, yo), the side length of the
network L) and the CA election message to all nodes.

B. THE DATA GATHERING PHASE

After initialization, the network steps into the data gathering
phase. The data gathering process is carried out in rounds.
And in each round, the mobile sink needs to construct its
trajectory for the next round by adjusting its current trajectory
according to the data amount change in each B-cell, so that it
can adapt to the real time network change and achieve better
data gathering efficiency.

1) DATA AMOUNT ANALYSIS
At the beginning of each data gathering round, each
CA collects the data generating rate of each node in its B-cell
in current round, and calculates the data amount generated in
current round in its B-cell. When the mobile sink traverses
a B-cell, the CA in this B-cell will send both the sensing
data which it has collected in the previous round and the data
amount in this B-cell in the current round to the sink.

In a B-cell, the data amount generated in the current round
will influence the sink trajectory in the next round. The
greater data amount a cell generates in the current round,
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(a)

(b)

FIGURE 6. Dividing and merging of the B-cell(s): (a) dividing a B-cell,
(b) merging four successive B-cells in the same parent cell.

the longer sink trajectory (the longer staying time of sink) the
cell needs in the next round. In order to change the staying
time of the mobile sink in a B-cell, the sink trajectory in the
B-cell can be adjusted by dividing the B-cell into smaller sub-
cells or merging it with the other B-cells in its parent cell.

To judge whether a B-cell should be divided or merged, two
data amount thresholds are set: the maximum data amount
collecting threshold for it and the minimum data amount
collecting threshold for its smallest parent cell.

For a B-cell Cb with side length Icp, the maximum data
amount collecting threshold for it is denoted by F'/(Cb) which
can be calculated as follows:

F1(Cb) = (Icp/vo) X DRgini 6)

Where v is the movement speed of the mobile sink, DRk
is the data receiving rate of the mobile sink, and ¢, is also the
length of sink trajectory in Cb in the current round.

If the data amount of B-cell Cb in the current round is
greater than FI(Cb), this B-cell Cb should be divided into
four smaller sub-cells (as shown in Fig. 6(a)), therefore the
sink trajectory in the next round in it will become longer and
traverse the centers of these four smaller sub-cells.

For a parent cell C* including four B-cells C*—1 to
C*—4, the minimum data amount collecting threshold for it
is denoted by F2(C*) which can be calculated as follows:

F2(C%) = (Icx /v0) X DRsini (N

Where [+ is the side length of the parent cell C* as well as
half length of the sink trajectory in C* in the current round.
If the data amount of cell C* in the current round is less
than F2(C*) and the data amount of each of the four B-cells
C*—1 to C*—4 is less than FI(C*—1), these four B-cells
C*—1 to Cx—4 should be merged into a new B-cell (as shown
in Fig. 6(b)), therefore the sink trajectory in the next round
in C* will become shorter and traverse the center of the
new B-cell.

It should be noted that, the data amount collecting thresh-
old F1(Cb) has higher priority in adjusting B-cell Cb, if the
data amount of Cb in the current round is greater than F1(Cb),
but the data amount of its smallest parent cell C* in the current
round is less than F2(C*), this Cb should be divided into four
smaller sub-cells rather than merged with the other B-cells
in C*.
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Algorithm 1 Dynamic Adjustment Strategy for B-Cells

1. In a data gathering round:

2. when the mobile sink is traversing a B-cell Cb:

3. it communicates with the CA in Cb to get DS(CD) in the
current round;

4.  if DS(Cb) > FI(Cb) and B-cellCh has not been
divided or merged in this round

5. divide Cb into four new smaller cells (Cb-1 to Cb-4)
for the sink trajectory adjustment for the next round;

6. broadcast the message for electing the new CAs in
the four new cells;

7. Endif

8. when the mobile sink is leaving a parent cell C* including
foui B-cells C*—1 to C*—4:

9. if > DS(C* — i) < F2 (C*) and B-cells C*—1 to C*—4
i=1
have not been merged or divided in this round

10. merge the four B-cells C*—1 to C*—4 into a new B-
cell for the movement trajectory adjustment for the next
round;

11. broadcast the message for electing the new CA in
the new B-cell;

12. End if

With the above analysis, the algorithm for adjusting
B-cells according to their data amounts is shown in
Algorithm 1.

2) CELL ADJUSTMENT

Once the mobile sink has divided a cell or merged cells, it will
broadcast the CA election message to the nodes in the new
formed B-cell(s). The CA election message includes both
the dynamic energy threshold and the cell name(s) of the
new B-cell(s).

The name of a B-cell reveals the level it belongs to and
its parent cell in each level. Thus, according to the name of
a B-cell and the coordinates of the network center, the coor-
dinates of the B-cell’s center and its side length can be calcu-
lated by Algorithm 2.

The cell type of a cell which is decided before cell naming
determines the sequence of the mobile sink traversing its sub-
cells. There are four cell types that correspond to four types
of sink traversing sequences respectively (denoted by q, b, c,
and d in Algorithm 2). In Algorithm 2, a Hilbert map func-
tion is designed to check the corresponding sink traversing
sequence of a B-cell’s parent cell in each level according to
the cell type of the B-cell’s parent cell in each level. Each
type of sink traversing sequence corresponds to a sequence
of coordinate transformations (shown in Table 1) from the
center coordinates of a B-cell’s parent cell in level-k—1 to
the center coordinates of the B-cell’s parent cell in level-k.
In Algorithm 2, a function called 7/ is used to calculate the
center coordinates of a B-cell’s parent cell in level-k via the
corresponding coordinate transformations which are related
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Algorithm 2 Calculating the Center Coordinates and Side
Length of a B-Cell
1. Input: the network size L, the coordinates of network
center (xo, yo), the name cn of a cell Cb, the level Iv of
the cell Cb,
2. Hilbert_map = {

2 {L:CLB,d)), 2:CLT.a), 3:CRT’,2’),
4:CRB’,;b")},
b:  {1:CLB’;a)}, 2:CRB.b), 3:CRT.,b),
4:CLT, ),
¢ {LCRT,d)}, 2:CRB’;c), 3:CLB’,¢),
4:CLT;b)),
‘@ {LCRT¢)), 2:CLT’d), 3:CLB’)d),
4:CRB’;2)}};

IV}

. Output: Cb’s center coordinates (x, y1), Cb’s length len;
4. Put the digits of the Cb’s name cn into an array CN[] in
sequence;
/le.g. if cn=C1-2-3, it can setCN[]={1,2,3}.
5. X1 = X0, y1 = Y03
6. For (i =0;i < lv; i++)
/[Calculate the center coordinates of the parent cells that
Cb belongs to from level-1/ to level-Iv until it finds the
center coordinates of Cb.
position = CN[i];
direction, cell_type = Hilbert_map
[cell_typellposition];

//Look up the Hilbert_map with parameters
cell_type and position to get the movement direction
and the cell_type for the next higher level parent cell
that Cb belongs to.

9. mlength = (1/2) % (L121+1);

//Calculate the movement length to move to the
next higher level parent cell that Cb belongs
to.

10. x1, y1 = T1(x1, y1, direction, mlength);

/IThe function T1() is used to transform the

coordinates (x, y1) with mlength and direction
(c.f. Table 1.) to get the center coordinates of the
next higher level parent cell that the Cb belongs
to.

11. End for

12. len = L/2"; //Calculate the side length of Cb

Sl

to the sink traversing sequence of the B-cell’s parent cell in
level-k—1.

Once the center coordinates (x1, y1) and the side length len
of a B-cell have been obtained, the specific scope of the B-cell
could be calculated as follows:

1 1
x <x1+ = xlen y<y1+ = Xlen

% and % ®)
xle—leen yzyl—ixlen

When receiving a CA election message, a node can cal-
culate the specific scope(s) of the B-cell(s) included in the
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TABLE 1. Symbol list for directions.

. Coordinate
Symbols Meanings Transformations
o x =x — mlength,
LT Left Top =y + mlength
‘LB’ Left Bottom X B X = mlength,
y =y —mlength
. . x =x + mlength,
RT Right Top =y + mlength
‘RB’ Right Bottom x i X+ miength,
y =y - mlength
S
JE aile 5
= e
1T ks
(a) (b) (©)
== [ m R
| [
;] [J Level-1
Tl: [ Level-2
— | |[] Level-3
(d) (e)

FIGURE 7. An example for the sink trajectory construction after cell
adjustment : (a) basic 7-order Hilbert curve; (b) basic 2-order Hilbert
curve; (c) basic 3-order Hilbert curve; (d) adjusted B-cells in the
network; (e) an updated sink trajectory.

message by Algorithm 2. Then, it can compare the scope(s)
with its own location to find out which B-cell it belongs to
and join in the CA election in the B-cell.

3) TRAJECTORY ADJUSTMENT

After the cell adjustment, the mobile sink should adjust its tra-
jectory for the next round in the new formed cells accordingly.
To simplify the explanation, Fig. 7 provides an example to
illustrate how to construct the sink trajectory. Fig. 7(d) shows
the adjusted B-cells in the network that include B-cells in
level-1, level-2 and level-3. In order to construct the trajectory
among these adjusted B-cells, the level-/ B-cells (the purple
cells), the level-2 B-cells (the orange cells), and the level-3
B-cells (the green cells) are filled by the basic /-order Hilbert
curves (shown in Fig. 7(a)), the basic 2-order Hilbert curves
(shown in Fig. 7(b)), and the basic 3-order Hilbert curves
(shown in Fig. 7(c)), respectively. The updated sink trajectory
for the adjusted B-cells in Fig. 7(d) is shown in Fig. 7(e).

At last, due to the combination of Hilbert curves with
different orders in the network, the updated sink trajectory
may be not continuous. Hence, the method in [4] is utilized to
solve the sink trajectory connection problem on the borders
of two adjacent cells with different levels in this work and
make the whole sink trajectory continuous.

C. HYBRID ROUTING METHOD

In this section, a hybrid routing method is designed, in which,
the transmission mode of a node can be determined according
to the size of its B-cell. Fig. 8 shows the maximum required
transmission ranges for nodes in B-cells with three different
levels.
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FIGURE 8. The maximum required transmission ranges for nodes in
B-cells with three different levels.

Algorithm 3 The Hybrid Routing Method
1. In each B-cell:
2. CA calculates the maximum required transmission range
r; in its B-cell;

3. if (communication mode == cluster mode)

4. if (rr < 4threshold)

5. CA broadcasts the communication mode altering
message to change the communication mode to single-
hop mode;

6. Nodes change their communication mode to single-
hop mode;

7. Nodes transmit their sensing data to the CA directly;

8. end if

9. else if (communication mode == single-hop mode)

10. if (rr >= 4threshold)

11. CA broadcasts the communication mode altering
message to change the communication mode to cluster
mode;

12. Nodes change their communication mode to cluster
mode;

13. Nodes begin to form clusters and elect Cluster Heads
(CHs);

14. Nodes transmit their sensing data to their CHs;

15. CHs relay these data to the CA;

16. end if

17. Endif.

From Fig. 8, it can be seen that, the cell in higher level has
smaller cell size, and thus the maximum required transmis-
sion range in it is shorter. The maximum required transmis-
sion range r; in a B-cell Cb can be calculated by (9), where
L is the network size (side length), Iv is the level of Cb.

re =~2L/2"* ©)

The proposed hybrid routing method is presented in
Algorithm 3. In the routing method, each CA calculates
the maximum required transmission range in its B-cell.
If the maximum required transmission range in a B-cell is
equal or higher than four times of a predetermined transmis-
sion range threshold ryeshoia, the nodes in this B-cell use
cluster mode to communicate with their CA, otherwise, they
use single-hop mode.

The CAs in the adjusted B-cells need to calculate the
maximum required transmission ranges in their B-cells and
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TABLE 2. Simulation parameters.

Parameters Values
Network size (L) 800m*800m
Number of sink 1

Movement speed of sink (v,) 2 m/s
Maximum transmission range (7a) 100 m

Predetermined transmission range threshold 25m
in hybrid routing method (7esiora)
MAC 802.11

Initial energy of nodes (£) 107

Data receiving rate of sink (DR ) 200b/s

TABLE 3. The data generating rates for three types of nodes.

Node Types Type 1 Type2  Type3

Data Generating Rates 1kb/s 2kb/s 1.5kb/s

adjust the communication modes in their B-cells according
to Algorithm 3, then inform the nodes in their B-cells of the
adjusted communication modes.

V. PERFORMANCE EVALUATION

In this section, our data gathering scheme is evaluated
via simulations conducted in OMNeT++ 4.6 with the
INET framework 3.3.0 [30].

In the simulations, the mobile sink is required to record the
packet delivery ratio and the energy consumption rate of each
node, a node N;’s energy consumption rate can be calculated
by (10), where E; is the energy that N; needs for sending
one bit to its CA, and Ej is the energy that a node needs to
send one bit to another node using the maximum transmission
range rpyqx by single hop transmission mode.

pi = Ei/Ey (10)

Via the simulations, the performances including the packet
delivery ratio and the average energy consumption rate are
compared between the data gathering scheme in [4] (denoted
by D-scheme) and our scheme (denoted by A-scheme). Sim-
ulation parameters are shown in Table 2.

A. PERFORMANCE COMPARISON RELATED TO
DIVERSITY OF DATA GENERATING RATE

In this section, performances in D-scheme and A-scheme
are compared in two different scenarios: scenario 1 and
scenario 2. In scenario 1, the data generating rates of all
nodes are 1.5kb/s. In scenario 2, there are three types of nodes
with different data generating rates shown in Table 3 and the
numbers of the three types of nodes are equal. In both of
scenario 1 and scenario 2, the data generating rates of nodes
are set constant, but the total number of nodes is set varying
with time.
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FIGURE 9. The packet delivery ratios in scenarios 1 and 2.

TABLE 4. The highest curve orders in the simulations of scenarios 1 and 2.

Scenarios Number of Nodes  D-scheme A-scheme

1 60 1 1 (in cluster
mode)

5 60 | 1 (in cluster
mode)

I 120 1 1 (in cluster
mode)

5 120 1 2 (in cluster
mode)

1 240 5 2(in cluster
mode)

2 240 2 3

1 360 3 3

2 360 3 3

1 480 3 3

2 480 3 4

1) COMPARISON OF PACKET DELIVERY RATIOS IN
SCENARIOS 1 AND 2

The packet delivery ratios of D-scheme and A-scheme in sce-
narios 1 and 2 are shown in Fig. 9. From which, it can be seen
that, when the node number is greater than 120, the packet
delivery ratios in both of D-scheme and A-scheme increase
with the growth of node number no matter in scenario 1 or 2,
this is because, as the node number increases, the high-
est curve orders in the two schemes increase (the high-
est curve orders of sink trajectories in the simulations of
scenarios 1 and 2 are shown in Table 4), so that their sink
trajectories become longer and their average transmission
distances for packets become shorter.

Fig. 9 shows that, the data delivery ratio of A-scheme
is always higher than that of D-scheme no matter in
scenario 1 or 2. In scenario 1 without the diversity of data
generating rate, the difference between the packet delivery
ratios in D-scheme and A-scheme is greater when the node
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FIGURE 10. The effect of hybrid routing method on packet delivery ratios
in scenarios 1 and 2.

number is less than 360, this is because, at this situation,
the highest curve orders in D-scheme and A-scheme are less
than 3, some nodes in D-scheme cannot communicate with
the mobile sink and thus suffer a low packet delivery ratio,
but the nodes in A-scheme can communicate with CAs via
cluster mode.

In scenario 2, except for the single-hop transmission
in D-scheme, the other reason for the lower data delivery ratio
of D-scheme is that the D-scheme lacks the adaptability to the
diversity of data generating rate, because it may happen that,
in D-scheme, some cells have low node densities but high
generated data amounts, thus their sink trajectories are not
long enough to collect all of their data.

The simulation results of D-scheme in Fig. 9 show that,
the packet delivery ratio of D-scheme in scenario 1 is higher
than that in scenario 2, and with the increase of node number,
the gap between the packet delivery ratios of D-scheme in
scenarios 1 and 2 becomes greater, which can be explained
by that, in scenario 2, when the node number is greater, the
effect brought by the diversity of generating rate to impair the
packet delivery ratio becomes greater.

Furthermore, the simulation results of A-scheme in Fig. 9
show that, the packet delivery ratio of A-scheme in scenario 2
is close to that in scenario 1, this means that the A-scheme has
good adaptability to the diversity of data generating rate and
thus contributes to the packet delivery ratio promotion in the
heterogeneous sensing WSNs.

In order to evaluate the effect of hybrid routing method
on the packet delivery ratio of A-scheme, the packet delivery
ratios in A-schemes with single-hop transmission mode and
hybrid routing method are compared in scenarios 1 and 2,
and the comparison results are shown in Fig. 10.

Fig. 10 shows that, when the node number is less than 360
in scenario 1 and less than 240 in scenario 2, the packet
delivery ratio in A-scheme with hybrid routing scheme is
apparently higher than that in A-scheme with single-hop
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FIGURE 11. The average energy consumption rates in scenarios 1 and 2.

transmission mode, this is because, in these situations,
the highest curve orders of sink trajectories are less than 3,
some nodes in network cannot communicate with their
CAs directly, and the hybrid routing method is beneficial to
promote their packet delivery ratios.

2) COMPARISON OF AVERAGE ENERGY CONSUMPTION
RATES IN SCENARIOS 1 AND 2

The comparison of average energy consumption rates in
scenarios 1 and 2 is shown in Fig. 11, from which it can
be seen that, the average energy consumption rates in both
D-scheme and A-scheme decrease with the growth of node
number no matter in scenario 1 or 2, the reason is that, as the
node number increases, the highest curve orders in the two
schemes increase, so that their average transmission distances
for packets become shorter.

In scenario 1, via theoretical analysis, it can be inferred
that, if the node number is less than 360 (the highest curve
orders in both A-scheme and D-scheme are less than 3),
A-scheme will have shorter average transmission distance
for packets than D-scheme, due to using the cluster mode
in its hybrid routing method, and thus it will have lower
average energy consumption rate than D-scheme. The theo-
retical inference is verified exactly by simulation results in
scenario 1 shown in Fig. 11.

Fig. 11 also shows that, in scenario 2 with the diversity
of data generating rate, A-scheme still has lower average
energy consumption rate than D-scheme, this is caused by two
reasons: 1) A-scheme supports cluster mode, and thus it has
shorter average transmission distance when its highest curve
order is less than 3; 2) A-scheme can change the length of sink
trajectory in a cell according to the generated data amount of
the cell, and thus if a cell has a greater generated data amount,
it will has shorter average transmission distance. Conversely,
D-scheme suffers higher average energy consumption rate for
its single-hop transmission and lacking of the adaptability to
the diversity of data generating rate.
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FIGURE 12. The effect of hybrid routing method on average energy
consumption rates in scenarios 1 and 2.

The simulation results of D-scheme in Fig. 11 show
that, the average energy consumption rate of D-scheme in
scenario 2 is higher than that in scenario 1, and with the
increase of node number, the gap between the average energy
consumption rates of D-scheme in scenarios 1 and 2 becomes
greater, this is because, in scenario 2, as the node number
raises, the effect brought by the diversity of generating rate to
increase average energy consumption rate becomes greater.

Furthermore, the simulation results of A-scheme in Fig. 11
show that, the average energy consumption rate of A-scheme
in scenario 2 is close to that in scenario 1, this also proves
that A-scheme has good adaptability to the diversity of data
generating rate in the network.

In order to evaluate the effect of hybrid routing method on
the average energy consumption rate of A-scheme, the aver-
age energy consumption rates in A-schemes with single-hop
transmission mode and hybrid routing method are compared
in scenarios 1 and 2, and the comparison results are shown
in Fig. 12.

From Fig. 12, when the node number is less than 360 in
scenario 1 and less than 240 in scenario 2, the average energy
consumption rate in A-scheme with hybrid routing scheme is
apparently lower than that in A-scheme with single-hop trans-
mission mode, this is because, in these situations, the highest
curve orders of sink trajectories are less than 3, the average
transmission distance for packets in A-scheme with single-
hop transmission mode is greater than that in A-scheme with
hybrid routing method.

Because the average energy consumption rate in A-scheme
is lower than that in D-scheme, A-scheme has longer net-
work life than D-scheme especially in scenario 2, which
is exactly verified by the simulation results in Fig. 13.
In A-scheme, the hybrid routing method can reduce average
energy consumption rate and thus it is beneficial for prolong-
ing the network life, which is also proved by the simulation
results in Fig. 14.
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FIGURE 14. The effect of hybrid routing method on network life in
scenarios 1 and 2.

B. PERFORMANCE COMPARISON RELATED TO
DIVERSITY OF OPERATING MODE

In this section, performances in D-scheme and A-scheme
are compared in two different scenarios: scenario 3 and
scenario 4. The numbers of nodes are set to 240 in scenario 3
and 480 in scenario 4, separately. In both of the scenarios,
three kinds of nodes with different types of operating modes
(shown in Fig. 15) are distributed randomly in the network,
the numbers of the three kinds of nodes are equal. In the
simulations of scenarios 3 and 4, the average packet delivery
ratios and the energy consumption rates in rounds of /2i+7,
12i+3, and 12i+7 (i=0, 1, 2, 3, 4.....) are recorded and
calculated to evaluate the performance change related to the
diversity of the operating mode.

The packet delivery ratios of D-scheme and A-scheme
in scenarios 3 and 4 are shown in Fig. 16. The average
energy consumption rates of D-scheme and A-scheme in
scenarios 3 and 4 are shown in Fig. 17. The highest curve
orders of the two schemes in both scenarios are shown
in Table 5, and the sink trajectories of D-scheme and
A-scheme in both scenarios are shown in Fig. 18.

From the simulation results in scenario 3, it can be seen
that, as the number of working nodes increases, both of the
packet delivery ratio and the average energy consumption
rate in D-scheme almost keep consistent, which results from
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FIGURE 15. The schedule tables for three types of operating modes in the
simulations of scenarios 3 and 4.

TABLE 5. The highest curve orders in the simulations of scenarios 3 and 4.

Rounds Number of Nodes  D-scheme A-scheme
12i+1 240 2 1
12i+7 240 2 2
12i+3 240 2 3
12i+1 480 2 3
12i+7 480 2 3
12i+3 480 2 4
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FIGURE 16. The packet delivery ratios in scenarios 3 and 4.

that, in D-scheme in scenario 3, when the node number and
node density keep the same, the highest curve order of sink
trajectory also keeps the same.

From the simulation results in scenario 4, it can be seen
that, as the number of working nodes increases, the average
energy consumption rate in D-scheme almost keeps consis-
tent, but the packet delivery ratio in D-scheme decreases,
which can be explained that, in scenario 4, D-scheme has
the consistent average transmission rate due to its constant
highest curve order of sink trajectory, but it cannot change
the length of its sink trajectory to adapt to the increased data
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FIGURE 18. The sink trajectories in scenario 3.

amount caused by the increased number of working nodes,
in other words, its constant sink trajectory is not long enough
to collect all the increased data amount.

Fig. 16 and Fig. 17 show that, no matter in scenarios 3 or 4,
the packet delivery ratio of A-scheme is always higher than
that of D-scheme, and the average consumption rate of
A-scheme is lower than that of D-scheme.

In both of scenarios 3 and 4, as the number of
working nodes increases, the packet delivery ratio in
A-scheme increases, but the average energy consumption rate
in A-scheme decreases, this is because, in A-scheme, with the
growth of working node number, the generated data mount in
each cell increases, the highest curve order of sink trajectory
increases accordingly (shown in Table 5 and Fig. 18), there-
fore the sink trajectory becomes longer, and thus the average
energy consumption rate of nodes gets less and the packet
delivery ratio gets greater.
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Fig. 16 and Fig. 17 also show that, the packet delivery ratio
of A-scheme in scenario 4 is higher than that in scenario 3,
and the average energy consumption rate of A-scheme in
scenario 4 is lower than that in scenario 3, which can be
explained that, the highest curve order of sink trajectory in
scenario 3 is less than that in scenario 4.

From the simulation results in scenarios 3 and 4, it can
be seen that, compared with D-scheme, A-scheme has better
adaptability to the diversity of operating mode, even in the
network with large number of nodes.

VI. CONCLUSION

In this work, a data gathering scheme with a mobile sink using
the controlled movement trajectory is proposed, which can
track the data amount change in each network region and
dynamically adjust the movement trajectory of sink in each
network region according to the data amount tracking result.
Further, the proposed scheme supports the hybrid routing
method which can switch the transmission mode between
single-hop mode and cluster mode. The simulation results
verify that the proposed scheme has better performances on
promoting the packet delivery ratio and reducing the energy
consumption rate, and also has good adaptability to the diver-
sities of data generating rate and operating mode, and thus it
is beneficial for promoting the data gathering efficiency in the
heterogeneous sensing WSNs.

In future work, we will further improve this scheme by
absorbing experiences of the data collection method based on
multiple sinks [31] and energy efficiency optimization [32],
to make the scheme is applicable for large scale WSNs.
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