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ABSTRACT High availability of information technology (IT)-applications and –infrastructure components
is a significant factor for the success of organizations because more and more business processes depend
entirely on IT-services. The result is that the complexity of IT-environments is permanently increas-
ing and therefore cost intensive maintenance processes become more difficult. Several frameworks for
IT-service-management like IT Infrastructure Library bundle established best practices to support the task
of IT-service operating. This paper provides an overview of data-driven techniques, which can be used in
addition to the standards of best practice frameworks to improve reactive and proactive maintenance tasks.
We present a selection of different machine learning and statistical methods from a theoretical and practical
perspective, which enable detailed insights into the IT-environment status. Furthermore, we present different
approaches for the analysis of IT-service tickets, which are the primary communication path between the
customer and service provider in case of issues. These methods enhance the resolution-finding process by a
higher automatization level or by improvement of the situational understanding in case of root cause analysis
and problem determination. Moreover, prediction of the future status allows the initiation of proactive
actions to possibly prevent critical situations before their occurrence; existing methods, their potentials,
and shortcomings as well are in the center of this paper. We close our overview with a systematic guide for
practitioners to select the proper method for their setting, based on a series of questions about the application
at hand.

INDEX TERMS Event mining, IT-operations, IT-service-management, IT-ticket analysis, log file analysis,
machine learning, statistics, text analysis.

I. INTRODUCTION, MOTIVATION & STRUCTURE
The meaning of information technology (IT) for organiza-
tions is increasingly rising since decades. In the case of
digitalized business processes, it is necessary to deliver con-
tinuous availability of IT-services (ITS) to ensure flawless
business operation. A service is defined as a delivered value
from a service provider to a customer on time and in a
suitable quality [1]. Moreover, service is described as ‘‘the
first, and most obvious [. . . ] critical success factor’’ [2] for
service-oriented IT-management nowadays. The availability
of ITS is a calculable measure but even more kind of a
touchpoint between service provider and customer. Espe-
cially missing ITS availability is noticed by the customer
and could result in negative consequences for the service
provider [3] who is responsible for all costs and risks that
are necessary to fulfill service delivery while the customer
is just consuming the services without getting in touch with

any providing processes or tasks [4]. Therefore, one of the
major challenges for the service provider is to manage a
complex and possibly heterogeneous landscape of applica-
tions and infrastructure components, both following sum-
marized as IT-infrastructure (IT-I), on which the availability
of ITS depends on. All activities from planning, providing,
controlling and optimizing this IT-I are part of IT-service-
management (ITSM), which is the connector between the
customer and the service provider [5]. Service management
is defined as ‘‘[. . . ] a set of specialized organizational capa-
bilities for providing value to customers in the form of ser-
vices’’ and its core is the act of transforming capabilities and
resources into valuable services [6]. Therefore, the core of
ITSM is the transformation of applications and infrastruc-
ture components into ITS. Because of the increasing depen-
dencies between business processes and ITS, it is almost
impossible for the customers’ employees to do their work
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efficiently without the support of ITS. Furthermore, the miss-
ing availability of ITS could result in expensive damage for
the organization [4] because of possibly lost acting ability
towards their business fields. The result is that the availability
of ITS is a key metric of service delivery quality [7] and an
important key performance indicator for the success of ITSM
efforts [8]. Availability should be as high as possible or at
least as high as agreed in the service level agreement between
service provider and customer. As mentioned before, ITS are
directly influenced by a stable or unstable IT-I, and there are
several ways to optimize the stability with a broad portfolio
of processual, reactive or proactive approaches. A lot of these
approaches are bundled in ITSM best practice frameworks
or processes, but there are some additional and primarily
analytics-based approaches that can support preventing sys-
tem issues or reducing system downtimes for guaranteeing a
maximum of ITS availability.

To delimit our survey from previous work, we start with
an overview of related surveys that overlap from method per-
spective and/or from the focus on such methods in the ITSM
area. Based on this, we differentiate our study from others by
providing a new holistic perspective on available methods in
association with common ITSM situations. The motivation of
this work is to provide an overview of different processual,
reactive and proactive ways that ensure high availability of
ITS, and to give practitioners and researchers a guideline
towards identifying a set of most suitable candidate meth-
ods depending on their applications. A common way is an
orientation on ITSM best practices frameworks or processes,
which include practical assistance for service-oriented IT.
For professional IT-organizations, it is quite typical to use
such guidelines. Therefore, we present a short section about
ITSM frameworks and an overview of previous researchwork
within the ITSM discipline. One intention of this paper is
to show that implementing ITSM frameworks could bring
several advantages for organizations like higher ITS qual-
ity, higher customer satisfaction, and lower costs. Related
to this, there are different challenges ITSM has to deal
with nowadays, which we explain in the following section.
The main body of this work is the presentation of different
analytics-based approaches that are actually not part of ITSM
frameworks, but which can be used in addition to them. The
method selection as made here is based on relevant stages
of the presented ITS maintenance procedure to show that
our method selection provides improvements for all of these
stages. We begin with a general presentation that provides the
necessary information for the understanding of the analytics-
based approaches. The mediated theoretical knowledge then
leads to different practical use cases for data-driven tech-
niques that can improve the availability of ITS by avoid-
ing issues with proactive approaches or by supporting the
problem diagnosis to keep the mean time to repair (MTTR)
as short as possible. We then provide a selection guide that
includes some key questions to be answered for data analyt-
ics projects, whose answers then lead to recommendations
from the pool of presented methods and suggestions on what

aspects to pay particular attention to. This culminates in a
guideline for practitioners in data analytics projects who face
real-world ITSM problems.

II. RELATED SURVEYS
The task of analyzing data in the ITSM context is challenging
because data science, in general, is an interdisciplinary field
that draws, among others, from different research areas like
statistics, software engineering, and data management. Fur-
thermore, results published in this area are not bundled in a
single venue and especially basic approaches, which include
the fundamentals for the following mentioned data-driven
techniques, are widely scattered. These reasons make it diffi-
cult to enable a quick deep dive into the topic, which therefore
could become confusing and time-consuming, to begin with.
Moreover, some important literature is highly formal and
as such may require considerable mathematical background
knowledge from practitioners before it can be used. Neverthe-
less, there are several surveys available that are good start-
ing points for fundamental methods, which could improve
the situation of handling typical ITSM challenges. These
papers necessarily often deliver an isolated and limited view
on specific topics and may lack practical use cases of the
ITSM field nor describe how these methods could result in
potential improvements within the ITSmaintenance lifecycle.
Our work shall fill this gap by providing an introduction to
the necessary basic concepts as well as a discussion of how
to choose the proper method for practical, real-world ITSM
scenarios. The following review of prior surveys substantiates
this need, none of which provides detailed recommendations
for the selection of a particular method for a practical situ-
ation. Despite many surveys being available, a guideline to
make a methodological choice with a specific focus on the
ITSM domain seems unavailable so far.

Common to all these prior surveys is the absence of
detailed guidance in the selection since they all focus on
explaining ideas and concepts, but leave the practical choice
for a method up to the reader. Given the limited scope of
any such article relative to a vast lot of mechanisms, any
selection guidance is necessarily incomplete, and our survey
covers a representative selection over the existing methods,
subsuming and extending the contents of related surveys at
least. Some topics are, however, left out of scope here, such
as, for example, some artificial intelligence applications like
chatbots in 1st level helpdesk support or other (farther related)
topics.

III. IT-SERVICE-MANAGEMENT
The role of IT as a primarily software producing department is
changing into service orientation since the late 1980’s. There-
fore, the main focus moved from software development to
management of ITS with responsibility along the whole ITS
lifecycle [15]. Especially operating tasks to ensure the avail-
ability of ITS are expensive. More than 70% of IT-spending
on average is paid for operating and maintenance activities to
keep the IT-I and thereby the ITS going [16]. Costs are always
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TABLE 1. Related surveys.
TABLE 1. (Continued.) Related surveys.

a critical success factor (CSF) for organizations to remain
competitive and a possible discrepancy for ITSM is the need
to steadily lower the costs of services while improving deliv-
ery quality and speed in recent years [7]. Besides reducing
costs, the following key aspects for ITSMwere defined in [4].

1) Design and operation of ITS depend on defined objec-
tives and get measured against them

2) ITS have to support the customers’ business processes
as best as possible

3) ITS have to be as user-friendly as possible in case of
customer acceptance
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4) Efficiency is as essential as effectivity and has to be
optimized permanently

A. ITSM BEST PRACTISE FRAMEWORKS AND PROCESSES
To support the achievement of these objectives different
ITSM frameworks and processes are available, which bun-
dle a collection of best practices for the ITS lifecycle.
A best practice is defined as a method or technique that has
consistently shown better results than its alternatives [17].
Well-known ITSM frameworks include the IT Infrastruc-
ture Library (ITIL), the Control Objectives for Information
and related Technology (CobiT) or the Microsoft Operations
Framework (MOF). Fig. 1 shows a ranked list of popular
frameworks and processes for supporting ITSM strategies.
The list results of a survey with responses of 261 senior-level
executives around the world [8].

FIGURE 1. Popular ITSM frameworks and processes.

This prior work exhibits ITIL as the most popular ITSM
framework, and even more, ITIL is the basis for some other
frameworks that are (not) mentioned in the list above like the
HP ITSM Reference Model of Hewlett-Packard, the IT Pro-
cess Model of IBM or the MOF of Microsoft. These are two
reasons why ITIL is often called the de facto standard for best
practice process descriptions in ITSM [18]. Various ITSM
research work focuses on ITSM with ITIL because it is the
most common framework. Tab. 2 gives a short overview about
previous ITSM research works (with ITIL), which validate
the mentioned hypothesis that the use of ITSM frameworks
results in different advantages and/or which describe different
ITSM research fields for a deeper understanding.

As seen in this overview, there is a relatively broad spec-
trum ITSM research focuses on. Nevertheless, ITSM research
is driven by a scattered and relatively small community
though the number of publications is steadily increasing,
judging from a recherché using different academic databases
and search engines [25]. Of course, the implementation of
such frameworks is connected to effort and costs, but the
resulting long-term benefits are worth it respectively the costs
can be justified by the generated benefits [19].

TABLE 2. Overview of previous ITSM research.

As shown by previous research, the following benefits
of the use of ITSM frameworks are beyond question –
Higher service quality [19], [20], [26]; improved customer
satisfaction [20], [26], [27]; higher efficiency due to process
and service standardization [19], [26]; improved response
and resolution rate by the service provider [27] and bet-
ter use of IT-resources [27]. Research so far confirms that
the use of ITSM frameworks is advantageous and supports
the achievement of ITSM objectives with best practices.
Besides the recommendations of those frameworks, there
are some new techniques that are actually not part of them.
These techniques extend the established best practices by
analytics-based approaches for extra added value by automa-
tion, prevention, easier problem determination or faster
troubleshooting.

B. ACTUAL CHALLENGES FOR ITSM
The challenge for ITSM is the need to steady lower the costs
of services while improving delivery quality and speed in
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recent years [7]. Furthermore, it is necessary to validate new
technologies and innovations in case of changing customer
needs, which result from digitization and increase the com-
plexity of the IT-I. Stable IT-operations are the daily business
and therefore one of the major tasks for ITSM. The conflict
is due to the situation to not neglect stable IT-I operating
while enabling new technologies for new customer services,
increase the speed of service implementation and lower the
costs of the services at the same time. From a cost perspective,
it is not possible to just increase the number of employees
when these additional tasks are required. To face these chal-
lenges, it is necessary to:

1) speed up ITS implementation and change cycles
2) relieve human capacities in the IT
3) ensure a maximum issue free IT-I operating and to

reduce the time for root cause analysis
To achieve faster ITS implementations and change cycles
paradigms like cloud computing or DevOps are available.
Cloud computing allows high scalability of (high perfor-
mance) IT-I and can be flexibly adjusted depending on
the actual needs. This flexibility enables good steering of
resources and makes the permanent allocation of budget in
the hold of hardware unnecessary. Thus, fixed costs can be
reduced. Another advantage is that there are less human
capacities for the IT-I management necessary because tasks
like patching, updating or restoring processes belong to the
responsibility of the cloud provider. Resulting by new busi-
ness models caused by digitization it is import to reduce
the time-to-market for such products to stay competitive.
DevOps is the fusion of IT-development and -operating to
increase the quality of software products and to accelerate
the speed of software development and deployment to satisfy
the customers’ business needs for new services and functions.
Themajor characteristic of DevOps refers to the collaboration
of IT-development and -operating in a partnership and agile
manner to decrease the complexity, costs and time for ITS
releases. According to the customers’ requirement of faster
service provision, self-services are another way to accelerate
the access to services, which before typically belonged to
the responsibility of the IT. For example, resetting pass-
words or changing authorizations of users could be granted
to key users in the departments to relieve the IT-employees
and to reduce the time for service provision in comparison
to times caused by probably long service request processes.
As mentioned before, stable IT-I operating is the major task
for ITSM, which therefore allocates the most human capaci-
ties. There are different techniques available to reduce human
efforts in this case like automatization, advanced system
status analysis or system issue prediction. Automatization
allows relieving human capacities by taking time-consuming
and returning tasks, provided that they are sufficiently sim-
ple. For example, robotic process automation (RPA) allows
automating tasks like system after-go-live checks, which refer
to a fixed list of activities to ensure that the system is working
correctly after changes have been implemented. The activity
list consists of steps like logging in to the system, starting

specific transactions, etc. A robot can learn these steps and
therefore to autonomously check all required parts of the test
without manual efforts. Another option is the use of chatbots
as an alternative for or in addition to helpdesk call center
agents. Human call center agents do often have to answer
similar questions of users which also could be answered
by a chatbot. RPA allows the autonomous fulfillment of
returning tasks, which results in a capacity increase for the
IT-employees. Chatbots, on the other hand, could reduce the
number of helpdesk employees and thus reduce the costs for
the enterprise. To minimize downtimes and to reduce human
efforts within root cause analysis (RCA) there are several
approaches available that support the analysis of the systems’
state like pattern mining for system events. Pattern mining
grants insights into the relationship between different events
to ease the identification of potential issues and to speed up
the resolution thereafter. Even better is the prevention of sys-
tem issues before their occurrence because high availability
of ITS increases the customer satisfaction on the one hand and
reduces human efforts for RCA and resumption of the correct
system state on the other hand.

C. DATA SOURCES FOR DATA-DRIVEN TECHNIQUES
Before diving into details of methods to analyze data, let us
briefly look at where such data comes from. Systematically,
we can distinguish technical from human data sources: tech-
nical sources would include any kind of sensory, supervision,
monitoring or surveillance system that collects event or other
data for subsequent analysis. Part of such analysis, but not
exclusively so, is human-generated data. Mostly, this comes
in the form of tickets, i.e., structured notifications that human
operators create either on the grounds of their own expertise,
current information or from analysis of data from technical
sources. If we assume that a human operator will, in any case,
retain the right of final decisions, we hereafter focus on event
data and ticket data processing, since the latter is based on
events, and reflects the human element in the data collection
processes.

IV. IT-SERVICE MAINTENANCE PROCEDURE
The following section describes a routine maintenance pro-
cedure for ITS, which typically includes issue detection,
determination, and resolution for the IT-I. Maximizing the
automation of this ITS maintenance procedure is one of the
ultimate objectives for ITSM [28] because it is important to
ensure a fast and efficient way from problem detection to
resolution to keep downtimes as short as possible. Fig. 2 illus-
trates an example of such a procedure, which is structured in
four stages [5], [28].

At the first stage, the IT-I is monitored by software agents
that collect different system metrics like CPU utilization,
memory usage, storage I/O or the response times of the sys-
tems, etc. This performance data is compared to predefined
thresholds like a minimum free storage capacity level, a max-
imum response time of an application or a time scheduled
and depending batch job processing. Any violation of these
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FIGURE 2. ITS maintenance procedure.

thresholds results in automatically generated alert to inform
the IT-operators about potential anomalies [28].

This information process is the second stage of the pro-
cedure. The monitoring agents are not only collecting sys-
tem metrics but also generate different types of events that
depend on the monitored behavior, too. ITIL, for example,
defines three different types of events. An information is
an event that confirms a successful completion of an activ-
ity, e.g., a planned data transfer within a batch job [1], [4].
A warning is an event that informs about an untypical behav-
ior, which is not dramatically critical at this moment but
possibly requires special attention and additional monitor-
ing activities, e.g., a rising response time or reaching a
threshold [1], [4]. The third event type is called an exception.
Events of this type are critical from a runtime perspective
of the IT-I and imply a behavior that probably results in an
issue. Special activities are required to counteract or resolve
the issue, e.g., a system is not responding or violating a
threshold [1], [4].

If the IT-operators get notified about such a critical event,
they create an incident ticket for the service desk (SD) at
the third stage. Furthermore, it is possible to automatically
generate incident tickets by the monitoring agents in depen-
dency of the event type without the need of any manual
(i.e., human) interaction by the IT-operators. The particular
characteristic of events is that the IT-operators in some cases
can identify issues before the customer notices a problem
because the ITS is possibly still available. The customer has

also the possibility to notify the SD if he registers a failure or a
problem within the IT-I. The SD is the single point of contact
for all system users and the only entry point for incidents to
ensure a structured issue resolution process [5].

The fourth stage describes this issue resolution process
and starts with the notification of the SD which is the 1st

level support. Important tasks of the SD are documentation
and classification of the incidents because both are indis-
pensable for the further process. It is necessary to collect all
information about the issue like which component is affected,
which kind of problem exists etc. This information is the basis
for the classification or prioritization of the incident [1], [5].
The prioritization depends on the urgency (how critical is the
incident in case of possible economic losses?) and the impact
(how many users are affected?) of the incident [1]. The SD
then tries to solve the issue within the first contact phase. If it
is not possible to resolve the issue, the SD assigns the incident
to specific processing teams of the further support levels.
These teams are specialized for different problem domains
and do have therefore a more profound knowledge in case
of RCA, and the solution finding as the 1st level support
does have. This assignment process goes on until one of
the processing teams can resolve the issue. The number of
support level varies, but the last level support usually is the
supplier of the component, e.g., hardware producer of the
server (component) or software developer [5]. Anyway, all
information from issue description over all single solution
steps to the resolution are persistently stored in the ticket
DB, which therefore contains all history and ideally in detail
described incident data. The intention of this maintenance
procedure is to solve as many incidents as possible in an as
short time as possible and therefore to minimize the MTTR.
In some cases, a quick workaround is thus preferred over a
‘‘clean’’ and sustained resolution of the root cause. Finding
this kind of solutions is a task of the problem management,
which is responsible for identifying activities that ensure a
long-term higher IT-I stability [1]. For the presentation of the
following data-driven techniques, we focus on improvements
for all four stages of the maintenance procedure, which there-
fore is the basis for our method selection. The monitoring
data of stage one and the event data of stage two can be used
to accelerate RCA due to, e.g., a detailed analysis of event
relationships or advanced presentation of the actual system
state. This allows a better situational understanding of the
IT-I status and easier access to fault-failure-chains to identify
issue triggers. This data can also be used to predict system
issues and enable proactive strategies to counteract the prob-
lems before their occurrence. Thus, data-driven techniques
can improve the ITS availability by reducing theMTTR or by
completely preventing disruptions because potential issues
can be identified before they occur. Stage three and four
refer to the situation that an issue somehow was noticed
and has to be solved by the processing teams to further
ensure correct ITS functionality as fast as possible. Ticket
data contains all necessary information of these issues and
data-driven techniques allow the extraction of this textual
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information to improve the resolution finding process (RFP)
by, e.g., automatization or advanced problem determination
in case of RCA. Some methods identify if the monitoring
agents missed the detection of a critical system state, which
caused an issue. The identification of such situations allows a
better adjustment of the monitoring configuration to improve
the ratio of system-generated tickets to user-generated tickets.
Thus, the monitoring could catch a higher amount of critical
situations before the customer gets notice of issues, which
could lead in higher customer satisfaction. Depending on the
problem description of the tickets it is possible to automate
the routing to the right processing team. This reduces the
time from issue detection to the start of the RFP because
there is no time for wrong assignments wasted. The RFP
could further be improved due to the generation of resolution
recommendations based on historical resolution descriptions,
which could lead in a higher first-time resolution rate as well.
These and other improvements of the maintenance procedure
could result due to the use of data-driven techniques, which
we primarily selected to present improvements for the com-
mon ITS maintenance procedure.

V. CLASSIFICATION OF IT-SERVICE TICKETS
Tickets are an essential part of ITSM because this is the typi-
cal way how the system user expresses his requests related to
incidents or configuration changes in the existing IT-I [29].
A ticket usually contains data like the creation date, the prob-
lem description, the affected system component, the resolu-
tion description, etc. This means that ticket data is a mixture
of structured data like the creation date and free text like
the problem description. There are different ways an incident
ticket can reach the processing teams: by the customer, by the
IT-operators or automatically generated by the monitoring
agents, and especially incident tickets should be solved as
soon as possible to minimize the business impact. Therefore,
it is imperative that the tickets reach the right processing team
in dependency of the problem domain that possibly causes the
issue without wasting time because of wrong assignments.
Classification of tickets is an interesting field to improve and
accelerate the resolution process in case of automated routing
to the right processing teams, resolution recommendations
based on historical resolution descriptions of similar prob-
lem domains and RCA by identifying the whole taxonomy
of the described issue in the ticket. Nevertheless, there are
some challenging tasks, which are the result of the tickets’
characteristics [30], [31].

1) The number of tickets is, depending on the scale and the
complexity of the IT-I, vast, so that manual labeling of
tickets is simply infeasible

2) Ticket data is a mixture of human and machine-
generated text

3) The system-generated text could contain a specific
vocabulary like error codes, which differ in dependency
of the creating monitoring agent

4) The user-generated text could contain spelling and
grammar errors

5) Assigning the ticket to the right processing team is
often nontrivial because in-depth expert knowledge
and/or insights in the IT-I are required

The basis of ticket analysis is the ability to classify and extract
information from text, which has been a research field that
evaluated different statistical approaches and machine learn-
ing (ML) algorithms in recent years [32]. One of the cited
references presents an empirical comparison of a Bayesian
classifier and a decision tree algorithm for text categorization
on two data sets from a performance perspective. The finding
is that both methods achieve reasonable performance and that
controlled tradeoffs between false positives and false nega-
tives are allowed [33]. Another comparison evaluates five dif-
ferent learning algorithms – Find Similar, decision tree, Naive
Bayes, Bayes Nets and Support Vector Machines (SVM) –
regarding learning speed, real-time classification speed and
classification accuracy. The results show that a simple linear
SVM is an effective and efficient algorithm and the best
choice for the used data sets in case of speed and accuracy,
and at least 35 times faster than the decision tree, which was
the most accurate classifier [34]. The suitability of SVM for
text categorization was also confirmed in another reference of
the same year [35]. Further work on automatic text classifica-
tion based on SVM is found in [36]–[38] and relating toNaive
Bayes in [39] and [40]. An important field for text mining
is topic modeling in which each document can be examined
and clustered based on the most prominent topics using an
unsupervised approach [30]. Several works in this area are
based on Latent Dirichlet Allocation (LDA) [41]–[44] or key
phrase extraction for short texts [45].

A. HIERARCHICAL MULTI-LABEL CLASSIFICATION
A lot of research work focuses on flat classification prob-
lems, but many important real-world problems rely on hier-
archical classification (HC). Flat classification refers to
binary or multi-class classification while HC organizes the
predicted classes typically in a tree or a Directed Acyclic
Graph (DAG). The main difference between a tree and a
DAG is that in the DAG a node can have more than one
parent node [46]. Flat classification is the simplest way
to deal with HC problems because it typically only pre-
dicts the classes of the leaf nodes and therefore ignores
the class hierarchy. Finally, it provides an indirect solu-
tion for HC problems because the classification of a leaf
node implies that all ancestor classes are assigned to that
instance [46]. This simple approach has the disadvantage
of having to build a classifier that analyzes a large number
of classes (all leaf classes) without exploring information
about parent-child class relationships [46]. Using ticket clas-
sification to improve the resolution process of issues makes
it necessary to get information about the parent-child rela-
tionship, e.g., in the case of RCA. Therefore, HC is nec-
essary to understand the whole taxonomy of the problem
domain described in the ticket. Different research focuses
on hierarchical classification (partially including compar-
ison to flat classification) [46]–[54]. Furthermore, ticket
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classification requires hierarchical multi-label classification
(HMC) where the instance can belong to more than one
path (i.e., to more than one class) or to a path not ending
in a leaf in the hierarchy. Therefore, the instance results
in a classification vector instead of a single class [55].
Research on such classifications has received much attention,
although a lot of work is not specific on ticket classification
problems [56]–[64]. The following example substantiates the
above-mentioned categorization of ticket classification prob-
lems as an HMC problem and uses the ticket description of
Tab. 3.

TABLE 3. Ticket description.

The issue described in the ticket is that a system user tries to
open a sales report with data selection older than 2006/01/01.
The data management in this example is organized in the
way that data older than 10 years is written into a near line
storage (NLS) to keep the volume of the operational database
as small as possible because this relatively old data is not used
frequently. Anyway, the task of the NLS is to allow reporting
on older data if it is necessary without having to load it from
a backup, e.g., a tape. To illustrate the problem domain of
the ticket as an HMC problem, Fig. 3 shows a tree-based
taxonomy of a possible root cause that should be identified
by the classifier [55].

FIGURE 3. Expected tree-based taxonomy of ticket description after
classification.

There are two important facts in the short text of the ticket
description: cluster one of the NLS is affected, and there
is an error code, which refers to a misconfiguration of the

network settings. In this case, it is necessary that the classifier
identifies the left part of the tree (storage) entirely because the
text ‘‘NLS.cluster01.com/xx’’ clearly refers to cluster node
number one of the NLS. Moreover, the error code contains
information that the problem results from a failing connection
to the NLS and the specific number of the error code refer to
a network configuration problem. But the error code is not
that specific that the exact type of the misconfiguration (IP,
DNS or firewall) can be identified. This is why the analysis
of the right part of the tree ends at the next-to-last level of the
tree. This simple example shows three essential and afore-
mentioned HMC characteristics why ticket classification is
an HMC classification problem.

First, the classification path of the right tree ends one
hierarchy level before reaching the leaf node because the
ticket description delivers not enough information to identify
the possible root cause in whole.

Second, the problem is possibly due tomore than one direc-
tion because the ticket description delivers information about
a network and/or a storage problem, which makes multiple
labeling within the tree in case of RCA activities necessary.

Third, in case of automated ticket routing, it is necessary
that not only information about the last level is identified, but
also information about the level above is known. Think of
a processing team structure, in which NLS problems belong
to another processing team than problems with typical server
storage components like HDD or SSD, and so NLS is just a
subgroup of the storage processing teams. The ability of this
kind of granular differentiation between problem domains
over the whole hierarchy from the application to the possibly
causing component and therefore automated routing is not
possible without exploring information about all parent-child
relationships within the tree structure. These are important
reasons, which show that HMCworks for ticket classification
problems.

B. QUALITY AND PERFORMANCE MEASURES
An important task within HMC is the evaluation, or measure-
ment, of the classification quality in case of misclassification
errors. The evaluation of a multi-label classifier is more chal-
lenging than evaluating a single label classifier because the
prediction for an instance is a vector of labels instead of a sin-
gle class. So the classification vector can for the instance be
fully correct, partially correct (with different levels of correct-
ness) or fully incorrect [65]. There are some comprehensive
literature surveys, which describe different evaluatingmetrics
for multi-label classification [9], [10], [65]–[67]. These met-
rics can be generally categorized into two groups, example-
based, and label-based metrics, as shown in Tab. 4 [9].

The example-basedmetrics evaluate the average difference
between the predicted labels and the actual labels for each test
example and then average over all examples in the test set.
Different to that, label-based metrics first evaluate each label
separately and then return the macro/micro average over all
labels [9], [65]. The macro average is computed by the score
of each local label first and then averaged over all labels while
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TABLE 4. Multi-label evaluation metrics.

themicro-average is calculated globally over all instances and
class labels [65], [68]. To evaluate the quality of a classifier,
it is common to use a confusion matrix with four possible
categories, which are partially the basis for the calculation of
the metrics [69]. Tab. 5 shows the confusion matrix with its
possible classification categories [70].

TABLE 5. Confusion matrix – General structure.

TP is a classification correctly predicted as positive (a hit).
FP is a classification incorrectly predicted as positive (a false
mark). A TN corresponds to negatives correctly predicted
as negatives (a correct rejection) and finally, a FN refers
to positive classifications incorrectly labeled as negative
(amiss) [69]. Themetrics in Tab. 4 will be described later. For
a deeper understanding and mathematical formulae explana-
tions, we refer to the rich literature [9], [65], [67], [69]–[73].
To guarantee a fair and honest evaluation of the classifier,
the quality should rather be tested on a broad range of metrics
than only on one metric that is being optimized [9].

Accuracy =
TP+ TN

TP+ TN + FP+ FN

Precision =
TP

TP+ FP

Recall =
TP

TP+ FN

F1-Score = 2×
Precision× Recall
Precision+ Recall

Commonly, the performance of the learning algorithm is
considered higher when accuracy, precision, recall, and
F1-score are higher [65].

1) EXACT MATCH RATIO
Extends accuracy used in single label classification for
multi-label prediction. It is a trivial way to evaluate
multi-label classification because the case of partial correct-
ness is ignored and considered as incorrect.

2) HAMMING LOSS (HL)
Evaluates howmany times, on average, an example-label pair
is misclassified. It takes into account the prediction error (an
incorrect label is predicted) and the missing error (a relevant
label is not predicted) normalized over the total number of
classes and the total number of examples.

3) ONE-ERROR (OE)
Evaluates how many times the top-ranked label is not in the
set of relevant labels of the instance.

4) COVERAGE
Evaluates how far on average a learning algorithm needs to
go down the ranked list of labels to cover all relevant labels
of an instance.

5) RANKING LOSS (RL)
Expresses the total number of times that irrelevant labels are
ranked higher than relevant labels.

6) AVERAGE PRECISION (AP)
For each relevant label, average precision computes the pro-
portion of relevant labels that are ranked before it and aver-
ages over all relevant labels.

The smaller the values of HL, OE, RL, and coverage are,
the better the performance of the learning algorithm is. For
AP the performance is better if the value is bigger, with
optimal performance at a value of 1 [9], [67].

The above mentioned example-based metrics accuracy,
precision, recall, F1-Score and the binary classifier area under
the ROC curve (AUC) can also be used as label-based met-
rics within the macro/micro average approach. The idea is
to compute a single-label metric based on the number of
TP, TN, FP, and FN. If several labels per pattern are each
part of a contingency table, it is necessary to compute an
average value (macro or micro average) [67]. The larger the
label-based metrics are, the better the performance of the
learning algorithm is, with optimal performance at a value
of 1 [9]. Beside these evaluation metrics for classification,
there are some additional tools that grant a further analysis
of the classifiers’ quality or respectively performance, the
so-called loss functions (LF). A LF with x, y, and z quantifies
the quality of a classifier if x is used to make a prediction
on y when the correct output is z [74]. Therefore, a LF mea-
sures the costs of misclassification, which corresponds to the
two categories FP and FN of the confusion matrix shown
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in Tab. 4 [75]. The Zero-One loss (Z-Loss) is typically used
in pattern classification but in hierarchical settings it would
on,,ly count one mistake each time for a given instance [52].
The problem is that a HMC is not only fully correct or fully
incorrect. The case of partial correctness of the classification
would be ignored by using Z-Loss because the whole hier-
archy would be marked as incorrect if only a single label is
misclassified [76]. To take into account of partial correctness,
the hierarchical loss (H-Loss) was proposed. The H-Loss
differentiates between a completely incorrect classification
and misclassification that depends on wrong labeling of a
partial path within the hierarchy. The idea is that if a mis-
classification is made at node i of the taxonomy, the further
misclassifications made in the subtree at i are irrelevant [52].
Later, the H-Loss was extended to differently weight the
costs for FP and FN errors [77]. Nevertheless, the H-Loss
has the limitation that it can only be used on tree-structured
hierarchies and not on DAG-structured hierarchies because
the nodes in a DAG may have more than one parent node
and in this case it is not clear how to define the first mis-
classification [78]. To avoid the deficiencies of the H-Loss,
the HMC-Loss was proposed and can be used on both, tree-
and DAG-structured, hierarchies. Moreover, the HMC-Loss
is more informative because it can trade off FP and FN
errors individually andweigh themisclassification differently
according to the hierarchy level of the misclassification [78].
Regarding to RCA there are some situations, in which the
previous mentioned LF could be deceptively. Fig. 4 illustrates
an example, in which the LF values in the case of RCA could
be misleading [55].

Fig. 4 shows three scenarios, in which different classifica-
tion errors occurred:

1) A: two FN within two subtrees
2) B: two FN within one subtree
3) C: one FP within one subtree

The Z-Loss would evaluate all scenarios with an error of 1
because the whole hierarchy is incorrect if any node of the
tree is labeled incorrectly. The classic H-Loss would eval-
uate scenario A with an error of 2 while scenarios B and
C would be evaluated with an error of 1. The HMC-Loss
would evaluate scenario A and B with an error of 2FN
while scenario C would be evaluated with an error of 1FP.
Therefore, scenario C seems to have the best classifier with
an ‘‘overall error’’ of [1, 1, 1] for the three mentioned loss
functions. In the case of RCA within ticket analysis, this is
dangerous. The two FN at A and B, of course, are wrong,
but FNs just expand the pool of possible resolutions for
the described problem. The FP at C is more critical for the
resolution processing because it recommends a resolution
way based on a wrong component (the database). For RCA
the minor mistakes in multiple branches are not worse than a
major mistake in a single branch, which leads the RCA in a
completely wrong direction [55]. Therefore, it is necessary
to consider the contextual information for each misclassi-
fied label, which is part of the contextual hierarchical loss
(CH-Loss) [55]. To take into account the real scenario in

FIGURE 4. Misclassification scenarios A, B and C.

practice, the CH-Loss was extended by integrating the knowl-
edge from domain experts to improve the determination of
ticket classification problems [79]. For the sake of complete-
ness, there is a hierarchical extension of HL and RL which
includes Bayesian decision theory [80].

C. USE CASES FOR TICKET CLASSIFICATION
The use of classification on ticket data is an interdisciplinary
research field drawing from various methods and delivering
different improvements. The case of automated ticket routing
to processing teams was already compared by Vector Space
model, Bayesian model, SVM, classification and regression
tree and k-Nearest-Neighbor (kNN) in the early 2000’s [32].
The case of reducing human efforts for labeling and auto-
mated routing for tickets accelerates the resolution process
because there is no time lost bywrong assignments, and so the
processing teams canwork on the solution earlier respectively
the time between the ticket assignment and beginning of the
resolution process is shorter. There are different approaches
mentioned in the literature [81]–[86]. Using automated rout-
ing based on ticket classification is about to improve the
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efficiency of ticket routing by 35% respectively reducing the
service time by >35% [81], [85].
The pre-step for the ability of automated routing is the

extraction of the tickets’ contextual content by correctly ana-
lyzing the information of the ticket text. Tab. 6 gives an
overview of different approaches for extracting information
from tickets with further use cases based on the classified
ticket data.

A further important use case of ticket classification is
the ability to generate resolution recommendations based on
historical ticket data. This use case offers a huge advan-
tage for the processing teams within RCA and therefore
the RFP. The possibility of generating recommendations for
incoming tickets implies a chance to dramatically shorten
the processing time from issue detection to resolution. One
approach focuses on system-generated tickets, which par-
tially depend on repeating events the monitoring agents gen-
erate and which therefore result in similar tickets with a
similar resolution. The analysis of the historic ticket data is
based on a kNN-algorithm in combination with a LDA-based
topic-level feature extraction model [100]. In contrast to that,
another work [101] focuses on change request tickets, which
always are user-generated tickets to classify the tickets into
a hierarchy of categories, tasks, and actions. This reference
evaluates a set of classification techniques andML algorithms
for parameter extraction like CRF and long short-term mem-
ory neural networks (LSTMNN) on four real-world datasets.
Further recent work focuses on the use of deep NN for com-
parisonwith kNN-classifier [102] or the ranking of quantified
resolution quality of historical tickets when recommending
resolutions for incoming tickets [103].

VI. ONLINE FAILURE PREDICTION METHODS
The IT-I environments are growing and getting more com-
plex. Furthermore, they are changing dynamically due to
changing execution environments, frequent updates/upgrades
and the change (the addition or removal) of system compo-
nents. Classical reliability theory and conventional methods
may disregard the actual system state and are not always
capable of reflecting these dynamics in the case of system
runtime and failure processes. Such methods are typically
useful, e.g., in designing of architectural properties for con-
tinuously higher stability and long-term prediction of the IT-I
reliability. OFP is an approach for a short-term assessment
that allows analyzing the events in the near future like sec-
onds, minutes or hours at the latest [12].

A. DEFINITIONS
Short-term predictions are especially helpful to prevent
potential issues or to limit the damage caused by system
failures. OFP methods allow ‘‘to identify during runtime
whether a failure will occur in the near future based on
an assessment of the monitored current system state’’ [12].

TABLE 6. Overview of use cases for ticket classification.
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TABLE 6. (Continued.) Overview of use cases for ticket classification.

FIGURE 5. The general timeline of OFP.

The timeline of OFP is shown in Fig. 5 [12], with explana-
tions following below.

The present time is denoted by t while the potential occur-
rence of a failure is to be predicted with a lead-time 1tl ,
which is based on the current system state and assessed
by system monitoring within a data window length 1td .
The prediction period 1tp is the time interval, in which

the prediction is ‘‘sufficiently accurate’’. An increasing 1tp
increases the probability that a failure is predicted correctly
but on the other hand, if 1tp is too large, the prediction
loses accuracy since it is not clear when exactly the failure
will occur. Furthermore, it is necessary that 1tl is larger
than the time the system needs to react in order to avoid
a failure or to prepare for it. This minimal warning time is
denoted by 1tw. If 1tl is shorter than 1tw, there would not
be enough time to initiate any preparatory of countermea-
sures. The failure would occur before the IT operators are
able to execute any proactive activities to prevent the failure
occurrence [12].

To ensure the correct understanding of the further
work, it is necessary to distinguish the terms ‘‘fault,’’
‘‘error,’’ ‘‘symptom’’ and ‘‘failure,’’ which are shown in
Fig. 6 [12].

FIGURE 6. Relation between terms: fault, error, symptom, and failure.

A failure is a situation when the delivered service deviates
from correct service and refers to misbehavior that can be
observed by the user, which either can be a human or another
IT-I system. A failure is present if and only if the ITS gen-
erates an incorrect output. Therefore, misbehavior within the
IT-I is not defined as a failure as long as the ITS output is
correct. A situation when things go wrong and the system’s
state deviates from the correct state is defined as an error.
There are two types of errors, which can be distinguished:
detected and undetected errors. An error remains undetected
until an error detector identifies the incorrect state as result
of the unregistered error. The root cause of an error is called
a fault, which after activation results in an incorrect system
state. Errors are called ‘‘manifestation’’ of faults as well [12].
In the literature, the best-known fault types are transient,
intermittent and permanent faults [104]. A symptom is an out-
of-norm behavior as a side effect, which can be identified by
themonitoring of the IT-I. There can be anm-to-n relationship
between failures, errors, faults, and symptoms. For example,
several faults may activate one single error, or one fault may
activate several errors. Furthermore, some errors result in a
failure, and some do not. Some errors only result in a failure
if special conditions exist and so some errors may have no
influence to the ITS although the IT-I’s state deviates from
the correct state. Not every error does necessarily show symp-
toms and so on. Testing is a way to identify faults by finding
flaws in the IT-I, e.g., a speed test for the determination of
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the available network bandwidth. Auditing can be used to
identify undetected errors by checking whether the entity is
in an incorrect state, e.g., checksumming the data structure
of the storage. Monitoring registers symptoms and therefore
out-of-norm behavior by analyzing different parameters like
CPU utilization or free memory space level and is able to
make undetected errors visible. If an undetected error is
identified, it can be made visible by reporting via logging
mechanisms. Finally, failures can be identified by tracking
mechanisms like analyzing the ITS response time or by send-
ing test requests to the system [12]. Consider software with
a missing free memory statement in the source code, which
is the fault in this example. The fault remains dormant until
the part of the software is executed. After the execution of
this statement or the activation of the fault the system’s state
turns into an incorrect state because memory is consumed and
never freed. This is the error in the example. If the allocated
memory is negligibly small, it will neither be detected nor will
have a negative influence on the delivery of the ITS. A failure
then occurs if the statement is executed so many times and the
free memory space level turns so low that the software is not
able to execute further operations and therefore is not able
to generate any (correct) output. This critical memory space
level is then recognized as a symptom of the ‘‘free memory’’
parameter and turns from an undetected error to a detected
error [12].

B. A TAXONOMY OF OFP METHODS
Fig. 7 [12] shows a taxonomy of OFP methods, which differ-
entiates between four major branches that depend on the input
data type, namely data from failure tracking, symptom moni-
toring, detected error reporting and undetected error auditing.
Each branch is then divided into principle approaches, which
then are further divided into categories of possible methods.

FIGURE 7. A taxonomy of OFP methods.

The intention of failure tracking is to identify upcoming
failures from the occurrence of previous failures and includes
the time of the occurrence as well as the failure type. Some
methods try to determine the probability distribution of the
time to next failure from the previous failure occurrence.
It has been observed that failures sometimes occur with a
temporal and/or spatial dependency because of the sharing

of the same IT-I resources [105]. Therefore, methods pur-
suing a co-occurrence approach try to identify events that
lead in a failure-prone situation and to predict failures by
analyzing the relationship between event types and failures.
Based on data of the IBM BlueGene/L supercomputer, three
failure predictionmethodswere developed, which analyze the
correlation between fatal and non-fatal failure error events.
These methods correctly predict around 80% of the mem-
ory/network failures and around 50% of the application I/O
failures [106]. Themonitoring of systemmetrics is a common
task in IT-operations. It is about to continuously measure
system runtime metrics like free storage capacity or CPU
utilization and to inform the IT-operators if, e.g., a predefined
threshold is violated. The advantage of monitoring is that
some errors affect the system before they are detected, and
this influence can be discovered as a side effect (or symp-
toms) by the monitoring. For example, a scarce memory
level may first slow down the system before it results in
a failure. Monitoring can discover this slowing down the
process by, e.g., measuring the response time of the system
and so to identify this misbehavior before there is no memory
left, which then results in a failure. Function approximation
methods try to mimic a target value, which is supposed to
be the output of an unknown function of measured system
metrics as input data. The target function type is either the
probability of failure occurrence or some systemmetrics such
as the amount of free memory. In the first target function type,
the target value is a Boolean variable, which is only available
in the training data set but not during runtime. This case is
shown in Fig. 8 [12]. The second target function type is used
to analyze and predict the resource usage respectively the
time of resource exhaustion.

FIGURE 8. Function approximation.

In contrast to that, classifier methods evaluate the current
system metrics directly instead of approximating a target
function. These methods achieve prediction by classifying
if the current situation is failure-prone or not. The decision
boundary is either derived in a supervised manner by labeled
training data or in an unsupervised manner when the clas-
sifier identifies the inference between a failure-prone and
non-failure-prone situation autonomously. This case is shown
in Fig. 9 [12].

Methods of the system models approach do not require
training data for failure-prone and non-failure prone cases
because they only learn failure free behavior. The model
then calculates expected values for the monitored metrics
and compares them with the true actual values. If they differ
significantly, the system showsmisbehavior and an upcoming
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FIGURE 9. Classifier.

failure is predicted. IT-I performance metrics like CPU uti-
lization, memory usage or storage consumption refer to con-
tinuous data items, which are described as time series [14].
Time series analysis methods, therefore, predict the future
value of the metrics based on past recordings (history) and
compute residual values, which judge whether the future
situation could be failure-prone or not. Furthermore, the pre-
diction of time series allows a forecast for the resource
exhaustion time. Detected errors are usually reported in log
files. In contrast to symptommonitoring the input data, there-
fore, consists of discrete and structured events which include
textual information like event IDs or log messages. The task
of OFP based on log file events is shown in Fig. 10 [12].
Here, the events {A,B,C} that have occurred shortly before
the present time t0 are analyzed and used to predict whether
there will be a failure in the future or not.

FIGURE 10. OFP based on log files.

Methods of rule-based systems try to algorithmically learn
rules from a set of training data to predict a failure if a set
of conditions is met. The rules should be general enough to
identify as many failures as possible and specific enough to
minimize the amount of false failure warning. A rule could
look like this:

If CPU utilization ≥ 90% AND free memory level ≤ 10%
THEN failure warning

Methods of the co-occurrence approach of this branch
differ from the previously mentioned co-occurrence approach
in the way that the analysis is based on detected errors and not
on previous failures. Pattern recognition is used to identify
hidden structures or systematics (‘‘patterns’’) within event
sequences. The objective is to find patterns that are known to
lead to failures. Statistical tests methods analyze the reported
errors and, e.g., compare it to the ‘‘statistically normal’’

distribution by using statistical tests. Classifiers assign a class
label to a given event sequence, which is a vector of error
events because a single detected error is often not sufficient to
infer if a failure is upcoming or not. Undetected error auditing
is the active search for incorrect states within the IT-I. It is
a way to predict failures as early as possible and therefore
to identify misbehavior before it is registered by monitoring
or reported in a log file. The difference to detected error
reporting is that auditing consequently searches for incorrect
states within the IT-I without the restriction whether the data
is used at the moment or not. Thus, this branch analyzes
the whole IT-I state continuously and searches for flaws that
could result in failures. For example, the structure of an OS
file system could be checked for consistency [12]. This tax-
onomy allows a good first orientation for prediction methods
to early identify critical system behavior that could result in
a failure. Because pattern recognition for log file events has
been intensively studied in research, our further investiga-
tion focuses on this topic to exhibit that a broad spectrum
of different approaches is available. Our survey presents a
general introduction to this topic and a selection of algorithms
depending on different IT-I monitoring situations. We believe
that log file events are very suitable for system state analysis
and prediction because they are an informative and objective
source. If the system generates and protocols an error event
within a log file, this a verified fact that something in the sys-
tem went wrong. Events, e.g., generated by human-defined
thresholds, on the other hand, tend to be subjective because
the decision, which measures are critical or not often depends
on specific rules of the IT-departments and may not be suffi-
cient from a system perspective. Furthermore, pattern mining
allows the analysis of huge log file amounts, which exceed
human capacities and identify previously unknown relation-
ships within event sequences that grant new and valuable
insights to the system state.

VII. IT-INFRASTRUCTURE EVENT ANALYSIS
The IT-I is permanently monitored by agents that control their
status. Information like running states of the components,
errors or parameter values for CPU, RAM, HDD, etc. are
monitored and saved in textual system log files. For human
experts, it is much easier to explore discrete or structured
events than raw textual log messages because the possible
visualization forms of events help to improve the situational
understanding of the IT-I behavior [14]. Therefore, it is com-
mon to generate events from textual system log files. A lot
of research has focused on event mining and proposed differ-
ent techniques and algorithms for discovering IT-I behavior
based on log files and/or events respectively analyzing the
relationships of events and system components [107]–[119].
The mentioned research also includes cases of prob-
lem/anomaly detection and problem determination within
IT-I operating processing. Detailed information about the
IT-I status is mainly stored in the log files, so it is
recommended to convert these log files into discrete or
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structured events. Fig. 11 shows a textual log file and
event-based view on activities within IT-I monitoring,
in which the events are generated from the log file
information.

FIGURE 11. Log file and event-based view on IT-I monitoring activities.

There are different ways for the converting task, but gen-
erally, three types can be distinguished: solutions based on
log parser, classification, and clustering [14]. A log parser
is straightforward to develop for different formats, and there
are various libraries and (commercial) tools available for spe-
cific log formats, e.g., Microsoft. The implementation of log
parser based conversion in the IT-I gets problematic when the
complexity and the heterogeneity of the landscape increases
because detailed semantic information can only be extracted
when familiarity with the format is ensured, which possibly
results in high human configuration efforts. Often it is not
necessary to get detailed information in case of monitoring
because a high-level view on the activities is acceptable for
the first step. Therefore, the conversion of log messages into
events is the same problem as identifying the type of the log
message. The result is that the log converting problem turns
into a text classification problem. Several text classification
approaches were mentioned in the section above, and some of
them can also be used for this converting problem, e.g., SVM.
The main problem of classification approaches is that these
methods require human activities for the label training, which
means that a set of labeled log messages has to be prepared
by domain experts. Analogous to the log parser approach
those human efforts may be time intensive and costly in
dependency of the complexity and heterogeneity of the IT-I
landscape. Nevertheless, the classification approach can be
easier adapted to various systems than the log parser, and
both approaches reach (very) accurate results in case of log
message type identification. A method that does not need a
lot of human effort and can be used in various contexts is
clustering. Here, the inference of log messages and events
is autonomously explored by the algorithm at the cost of
accuracy, which sometimes is acceptable for event mining
algorithms respectively as starting-point for further human
analysis [14]. Because the log file to event converting pro-
cess has been widely studied, there are several approaches

available, e.g., [120]–[126], which could lead to a confusing
situation for potential users when they are unaware of the
individual pros and cons. The result is that methods become
unnecessarily re-implemented or re-designed and thus create
redundant work and mechanisms. A comparison and eval-
uation of four approaches are presented in the following
study [127].

A. EVENT PATTERN MINING
The monitoring of the IT-I metrics is an important task to
control the IT-I landscape and to ensure that the ITS are
working as expected. These metrics refer to temporal data,
which is a collection of data items associated with timestamps
and which describes the status of the IT-I over time. Temporal
data basically consists of time series data and event data.
The first one describes the data with values of the data items
being continuous while event data describes the data with
discrete data item values [14]. Examples for data items repre-
sented as time series in IT-I monitoring are CPU utilization,
memory usage or storage consumption while examples for
data items represented as events are the reboot of a system,
the start of a batch job or the request/response processing of
an application. Event pattern mining is a discipline that is
used to identify hidden patterns, or generally spoken, relevant
relationships and/or similarities between events, which are
able to help the understanding of the actual (and future)
behavior of the IT-I to possibly derive proactive activities for
ensuring a further stable IT-I operating. Among the vast lot
of pattern mining methods, we shall consider a (necessarily
non-exhaustive) selection of prominent methods. Sequential
pattern mining (SPM) consists of discovering interesting sub-
sequences in a set of (event) sequences as patterns where
each sequence consists of a list of elements and each ele-
ment consists of a set of items [128]. SPM was originally
designed to be used for event sequences but can also be
used for time series after converting them into an event
sequence. Fig. 12 shows an example for converting a time
series into a sequence where a, b, c and d are defined as
events with an increase of 100MB, a decrease of 100MB,
an increase of 150MB and an increase of 200MB in the
case of storage capacity processing [129]. There are different

FIGURE 12. Time series into sequence conversion.
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techniques for converting time series into event sequences
available [130], [131].

The following example explains the functionality of SPM
where Tab. 7 is a sequence database (SDB) and Tab. 8 shows
the result after analyzing the sequences in the SDB [129].

TABLE 7. Sequence database.

TABLE 8. SPM result with minsup 75%.

Considered that the set of symbols I = {a, b, c, d, e, f , g}
represents items (events within IT-I operating like a sys-
tem reboot, file transfers, storage capacity increase/decrease
etc.) and a, b is an item set containing two items, which
describe two events that belong together or somehow are
interdependent. The sequencewith ID 1 represents five events
that occurred during system runtime where each letter rep-
resents an item respectively an IT-I event and letters within
curly brackets represent an item set. The sequence with
ID 1 describes that events a and b are events that occur
together, that c happened after them, then f and g happened
together, then g happened and finally, e was the last event
within the first sequence. A sequence has the length of k if
it contains k items where k = |A1| + |A2| + . . . + |An|.
Therefore, the first sequence is a sequence with a length of
| {a, b} | + | {c} | + | {f , g} | + |{g| + |{e| = 7 items. The
SDB is a list of sequences with unique identifiers (ID’s) that
contains different sequences. Tab. 7 could be a SDB, which
contains sequences of four different system components. If a
sequence Sa is contained in sequence Sb, then Sa is said to be a
subsequence of Sb. For example, the sequence 〈{a} , {b} , {c}〉
is a subsequence of the first sequence while 〈{c} , {b} , {a}〉
is not because of different item order. The goal of SPM is
to identify interesting subsequences within a SDB, which
could show interesting relationships for the user. There are

different measures available that evaluate ‘‘how interesting’’
a subsequence is but in the original problem of SPM the
support measure (SM, or sup) is used. The SM is defined
as the number of sequences that contain Sa. For example,
the SM or sup(Sa) of the sequence 〈{a} , {g}〉 is 2 because
this pattern appears in the sequences with ID 1 and 3 in the
SDB. Some authors define the SM as a ratio, i.e., relative
support (RS), where RS is defined as the number of sequences
containing Sa divided by the number of sequences in the
SDB or relSup (Sa) = sup (Sa)

/
|SDB|. For example, RS for

the sequence 〈{a} , {g}〉 is 2/4. A sequence is said to be a
sequential pattern if and only if sup (Sa) ≥ minsup where
minsup is a user defined threshold respectively the must be
minimum SM value, which decides if the sequential pattern is
part of the result or not. The minsup is normally displayed as
a percentage where a minsup of 50% in the above mentioned
example stands for two out of the four sequences shown in the
SDB. Tab. 8 shows the result for identified sequential patterns
when minsup is set to 75%.

Ever since the SPM problem was introduced there were
several studies and different algorithms presented, which can
be generally classified into two groups, apriori-based and
pattern-growth-based algorithms [14]. The bases for a breed
of algorithms that depend on the apriori-based approach are
the Apriori [132] (the algorithm mentioned in the example
above with the result of Tab. 7) and the AprioriAll [128]
algorithm. The following key features or main characteris-
tics for ‘‘apriori-based’’ algorithms (ABA) are mentioned
given in [133]. First, ABA are described as breadth-first
or level-wise algorithms because all the k-sequences are
constructed in the k th iteration when traversing the search
space. Second, after a number of candidate sequences are
generated, a pruning method tests each candidate one by one
for satisfying some user specified constraints and remov-
ing those candidates, which do not fit as a sequential
pattern. Third, ABA often require multiple scanning iter-
ations on the data basis with high processing time and
I/O costs. Well known ABA are the GSP (generalized
sequential pattern) [134], the SPIRIT (sequential patternmin-
ing with regular expression constraints) [135], the SPADE
(sequential pattern discovery using equivalence) [136] and
the SPAM [137] (sequential pattern mining). Following
the ABA of the mid-1990’s, first ‘‘pattern-growth-based’’
algorithms (PGBA) were introduced in the early 2000’s.
As before, key features and main characteristics for PGBA
are found in [133].

First, the search space for large candidate sequences can
be partitioned, which allows parallel mining of the smaller
partitions and results in efficient memory management. Sec-
ond, the search space is represented as a physical tree data
structure, which is then traversed breadth-first or depth-first
while pruning is based on the apriori property.

Third, PGBA try the early pruning of candidate
sequences and have therefore a performance advantage
because of the smaller search space there is less memory
required. Well-known PGBA are the FREESPAN (frequent
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pattern-projected sequential pattern) [138], the WAP-MINE
(web access pattern mine) [139] and the PREFIXSPAN
(prefix-projected sequential pattern mining) [140]. For a
deeper understanding of SPM, we refer to the respective
comprehensive surveys [13], [129], [133], [141]–[143]. The
case of IT-I monitoring is about some special situations,
which make specific pattern mining types necessary. For
example, there is a lot of interest in the patterns that enable the
prediction of possible ITS issues or security intrusions, which
are kind of patterns that do not happen frequently, at least
in well managed IT-I environments, but have a statistically
significant dependency for the IT-I operating. The problem
is that the minsup has to be set very low to discover such
infrequent patterns, which may have the consequence that
a few interesting patterns get mixed with a large number
of unimportant patterns. Furthermore, it is possible that the
event data is noisy or skewed in the whole data collection,
which has the consequence that some valid patterns could be
missed [14]. Think of lost data in case of memory or buffer
overflows or data of SD systems, which could be corrupted
by human errors. One pattern mining approach that addresses
the above mentioned problems is the fully dependent pat-
tern (FDP) or d-pattern, whichwas applied on a set of network
data from a large insurance company [144]. For example,
the FDP identified that the three following infrequent events:
NIC failure, unreachable destination and ‘‘cold start’’ often
occurred together. The last event implies that the router has
failed and restarted. Therefore, it would be possible to imple-
ment a warning after the occurrence of the first two events,
which then allows the execution of proactive activities before
the router fails. Another approach to this problem domain
is the mutually dependent pattern (MDP) or m-pattern [145],
which is similar to theApriori method (see above), but can use
more pruning techniques and does not require a minsup [14].
The MDP then was extended allowing the identification of
two or more occurrences of the same items (item multisets)
by traversing the SDB only once without computing overall
multiplicity of items in multisets [146]. Periodicity or time
dependencies in event sequences are other important char-
acteristics, which could generate further interesting patterns
that could lead to actionable insights. The mining of patterns
in case of periodicity is challenging because of the following
reasons [147].

1) Periodic behavior is not forced to be persistent,
e.g., an exception event within IT-I monitoring occurs
and is not available if the exceptional situation is no
longer present

2) Time information may be inexact because of clock
synchronization lacks, rounding or other timely delays

3) The length of the periods is unknown in advance and
the range of periods may span from seconds to days

4) The number of occurrences of a periodic pattern
depends on the period and can vary drastically,
e.g., a period of one day has seven occurrences in a
week while a one minute period has over ten thousand
occurrences in a week

5) Noise (missing or random inserted events) may disrupt
periodicities

To address the above challenges, the partially periodic event
pattern (PPEP) or p-pattern was introduced [147]. The PPEP
structures the pattern mining task into two sub-tasks, finding
the periods and mining temporary associations. For the sec-
ond sub-task, a level-wise algorithm is used while for the
first sub-task a Chi-Squared test based approach was devel-
oped. To identify PPEP two algorithms were presented: the
associate-first algorithm, which has a higher tolerance to
noise, and the period-first algorithm, which is more computa-
tionally efficient. A special discipline within PPEP is themin-
ing of recurrent patterns, which provide further interesting
information like seasonal associations between items [148].
Another method for temporal mining is the pairwise tempo-
ral dependent pattern (PTDP) or t-pattern [149]. The PTDP
focuses on themining of infrequent events without the need of
a predefined time window by structuring the mining task into
two sub-tasks: dependence testing/candidate removal using
statistical techniques, and identifying the temporal relation-
ships between dependent event types. Generally, in tempo-
ral pattern mining, the identification of hidden time lags
plays an important role regarding finding trends of incom-
ing events respectively of predicting the future IT-I behav-
ior because the time lag can provide the characterization
of the temporal dependencies among events. Mining the
time lag between events could generate useful insights for
RCA and thus the issue resolution process because it is
possible to construct a fault-failure-chain by correlating and
merging relevant events that possibly are the issue triggers.
In some research on temporal dependency discovering, it is
assumed that the only dependency exists between an item a
and its first following b but there is the possibility that the
dependency exists between an item a and any following b.
Furthermore, interleaved dependencies were not explicitly
considered [14]. Fig. 13 shows an example of an interleaved
dependency between item a and b, in which the dependency
exists between every second a and every following third b
with a different time lag of 60 to 90 minutes while the time
lag between two adjacent a’s is 12 hours [150]. Let item a
describe the start of a batch job and item b be a performance
warning at the data source system resulting from critical
workload processing. The situation is that the batch job is
processed two times the day with one processing overnight
and one processing in the noon while a random number of
users are working on the data source system, which then
in combination with the batch job workload results in the
performance warning. The example shows that it can be
challenging to deal with a fixed time window for the mining

FIGURE 13. Temporal dependency with a various and interleaved time lag.
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of hidden temporal dependency patterns when the time lag is
various. Interleaved dependencies exist in various situations.

The general problem of identifying such interleaved
time lags between events was addressed in the following
works [150]–[152].

As mentioned before, temporal data consists of two types
of data: time series data and event data. A limited num-
ber of references focuses on the topic of mining correla-
tions between this continuous time series data and temporal
event data [14]. Especially IT-I monitoring is an example
for which such an analysis can generate interesting insights.
An approach based on the analysis of IT-I data for inci-
dent analysis is presented in the following work [153]. The
approach is about to discover three important aspects: discov-
ery of correlations between time series and events, the tem-
poral order of the dependency, and the monotonic effect of
the dependency. Furthermore, there are three terms defined
to demonstrate that there is a correlation between the two
types of temporal data which are shown in Fig. 14 [153].
The front sub-series (F) is the part of the time series before
an event happened, the rear sub-series (R) is the part of the
time series after an event happened and a further sub-series
(T ) is constructed by random sampling. The seriesF,R and T
use the same time window size. The idea is that there is a
correlation between a time series S and an event E when
there is a noticeable change in S upon every occurrence of E .
Following definitions for the existing correlation between E
and S are given.

FIGURE 14. Front sub-series and rear sub-series.

1) E and S are correlated and E often occurs after the
changes of S, denoted as S → E , if and only if the
distribution of F statistically differs from T

2) E and S are correlated and E often occurs before the
changes of S, denoted as E → S, if and only if the
distribution of R statistically differs from T

3) E and S are correlated if there is a relationship of
S → E or E → S

B. EVENT SUMMARIZATION
Due to the constantly increasing importance of ITS, the com-
plexity of IT-I environments grows proportionally strong.
The result is that there are more and more IT-I components,
which generate log files and events. The problem is that
this huge amount of events generates so much information
that for a human system analyst it is hard to handle this

amount even if the events are pre-selected or pre-qualified by
techniques like event pattern mining. The character of event
pattern mining tends to identify and to return all interesting
patterns, which could be widely more than the processing
capacity of the system analyst. Beside the mining approach
for events, there is a complementary approach available,
called event summarization, which allows a less granular and
thus a kind of high-level view on the IT-I status. Pattern
mining can be distinguished from event summarization upon
three characteristics: functionality, result representation, and
result granularity [14]. The function of event summariza-
tion is often used for exploration and investigation than for
detailed analysis. It provides a global overview to understand
the IT-I status quickly and determines further suggestions
for an analysis. The direction or the goals of the analysis
are often not known at the beginning but get step by step
discovered and defined within the analysis process. Further-
more, event summarization can be used as pre-step for event
pattern mining because it possibly generates clues for the
pattern mining parameterization. The result representation
is thus more flexible w.r.t. the requirements of the system
analyst. While event patterns are presented as the discovered
patterns or rules, event summarization for example allows the
representation as segmentation model [154], [155]; hidden
Markovmodel [109], [156]; graph [157] or event relationship
network [158], [159]. The result granularity of event sum-
marization is coarser than the result of pattern mining and
allows only a high-level view on the relationships. These
characteristics lead into the following properties an event
summarization system should have [154].

1) Brevity and accuracy: The input data should be trans-
formed in short summarieswhich precisely describe the
status of the IT-I components

2) Global data description: The summary should give an
overview of the global structure and the timely evolu-
tion of the event sequence

3) Local pattern identification: A glance on the summary
should grant a high-level view on information about
normal or suspicious events respectively combinations
of events that depend on each other

4) Parameter-free: Important information and useful
results should be generated without the need for extra
tuning by the analyst

Fig. 15 shows an example of an event sequence with events
a, b, c, the identified segmental grouping, and an event sum-
mary result displayed as a segmentation model. The timeline
consists of 30 timestamps [154].

The segmental grouping identifies three segments with
the timespans [1], [11], [12], [20], [21], [30]. Within the seg-
ments, there are two event groups identified (events that occur
with a similar frequency and the rest). In the first segment
with the timespan [1], [11] the events a and b are grouped
together because they appear much more frequently than
event c. Following this logic, the groups in [12] and [20]
are b, c and a respectively the groups in [21] and [30] are
a, c and b. The darker the color in Fig. 9 is, the higher the
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FIGURE 15. Event summarization as segmentation model.

occurrence frequency of the events within the group is. This
example shows that event summarization provides a simple
overview, even if a large number of events occurred. This
results in a quick situational understanding for the system
analyst who then is able to start a deeper analysis if necessary
as indicated by the first orientation using the event summary.
Although there are differentmethods for event summarization
available, the methods can be generally categorized into two
groups: summarizing with frequency change [154], [156] and
summarizing with temporal dynamics [158], [159]. The first
method corresponds to the example shown in Fig. 9 and iden-
tifies global intervals in the whole event sequence and then
summarizes the events into groups within these intervals by a
local model which groups events having a similar frequency.
The second method allows revealing the temporal dynamic
of the segments but fails to provide information about the
temporal dynamics among events [14].

VIII. SELECTION GUIDANCE
When facing the problem of selecting the proper method
for the application at hand, the vast lot of possibilities calls
for a systematic approach to narrow down the candidates
to zero in on the best method. To this end, we propose a
series of questions designed to ‘‘rule out’’ or ‘‘point out’’
certain methods and to provide hints on where to look fur-
ther. Though the workflow along these questions could be
arranged as a decision tree, such a graphical representation
would become large and confusing and be redundant since
the same follow-up question may follow multiple precursor
considerations. The questions to ponder about for a selection
include (but are not limited to) the following:

1. What kind of data is available?
1.1 Is the data textual (e.g., tickets)? If yes,

text-mining methods should be considered (sta-
tistical methods mostly rely on numeric data and
are as such not directly useful here) [41]–[45].

1.2 Is the data numeric or categorical? If yes, then
statistical and ML methods may apply, such as
NN, classification techniques and others. For cat-
egorical data with ordered categories, numeri-
cal ML methods can be applied after a mapping
of categories to numeric representatives (so that
the order is preserved). If the data is categorical

yet not ordered (e.g., attributes like ‘‘protocol ∈
{TCP, UDP}’’ in a log file), then certain statisti-
cal methods such as logistic regression or deci-
sion trees may be considered for classification
problems.

1.2.1 For classification tasks, further questions
should be answered:

1.2.1.1 Is it a binary classification problem or
could the instance belong to more than
one class (e.g., if a system failure
is caused by more than one fault)?
If yes, multi-label classification should be
considered [9], [65], [67].

1.2.1.2 Is it a flat classification problem or are
further information and dependencies
along a given class taxonomy neces-
sary (e.g., for automated ticket routing
along a given processing team structure)?
If yes, hierarchical classification should be
considered [46], [49], [51].

1.2.1.3 Is the problem a combination of 1.2.1.1 and
1.2.1.2 (e.g., for RCA where informa-
tion about dependencies along a com-
ponent structure are important as well
as multiple marks of issue triggers
within this structure)? If yes, hierarchi-
cal multi-label classification should be
considered [56], [58], [64].

1.3 If the data is a mix of both of the above types
(textual and numeric), then a partitioning into
data of homogeneous types and application of the
respective methods is advisable. Mixing data of
different kinds in the same model should gener-
ally be avoided or done with the greatest care.
It is, however, possible to combine the outcomes
of different models (provided that they are con-
ceptually compatible, e.g., all numeric, or on the
same categorical scale), yet this also requires
care. Combining heterogeneous models into a
meta-model of prediction is an interesting area of
research with yet not too many results.

2. How much data is available?
2.1 Large data sets: these enable the application

of ML methods, which are generally ‘‘data
hungry’’ [160], [161].

2.2 Small data sets: small data volumes typically
do not merit the application of many ML meth-
ods (especially NN, clustering, or others). Here,
rule-based methods should be considered. Fuzzy
logic is a popular method of letting experts spec-
ify rules with subjective uncertainty [162], [163].

3. Is training data available? Typically, this concerns mat-
ters of classification, where a set of records should
carry a designated label attribute on which the ML
algorithm shall be trained to assign or recognize.
3.1 If training data is available, then every supervised

method of ML is applicable.
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3.2 If training data is unavailable, then two subse-
quent considerations come into play:

3.2.1 Should the labeling be done automatically?
This means applying clustering methods,
which spare lots of human efforts at the price
of lower accuracy (e.g., in the case of the log
file to event converting where less accuracy is
acceptable [122], [124], [125]).

3.2.2 Can the labeling be done manually? This
requires larger human effort, but can be more
accurate (e.g., in the case of a maximum
precise decision boundary for prediction of
failure-prone system states [12]). Are large
expert communities with necessary domain
knowledge available? If yes, themanual label-
ing effort can be shared within a crowdsourc-
ing approach (e.g., in the case of labeling large
amounts of training data for tickets [87]).

4 What do we want to learn from or do with the data?
Several options are available, and most precursor sur-
veys confine themselves to providing overviews about
one or more of the following:
4.1 Prediction of system failures [12].Recognition of

interdependencies: these often manifest them-
selves as patterns (i.e., coincidental occurrences
of several events) and can further be divided into:

4.1.1 Pattern recognition in case of infrequent
events (e.g., the amount of error events
to all events is small but has a statisti-
cally significant dependency for the IT-I
operators [144]–[146]).

4.1.2 Pattern recognition in case of periodicity
(e.g., for non-persistent events [147] or iden-
tification of recurrent events [148]).

4.1.3 Pattern recognition in case of temporal depen-
dencies (e.g., if the time window for the event
analysis is unknown [149]).

4.1.4 Pattern recognition in case of interleaved
events with a hidden time lag (e.g., the corre-
lation of a batch job and a performance warn-
ing depend on variable factors like the actual
free system resources and the intensity of the
workload [150]–[152]).

4.2 Getting an overview (to understand the system
and its dynamics as such): here, various of the
aforementioned summary methods are applica-
ble, and the follow-up questions are:

4.2.1 On what should the summary be based? This
could be:

4.2.1.1 Frequency change of events [154], [156]
4.2.1.2 Similarities of temporal dynamics [159]

4.2.2 How should the summary be represented?
This could be as:

4.2.2.1 Segmentation model [154], [155]
4.2.2.2 Hidden Markov model [109], [156]
4.2.2.3 Graph [157]
4.2.2.4 Event relationship network [158], [159]

4.3 Should the findings from the model be explain-
able (e.g., allowing for a ‘‘drill-down’’)?

4.3.1 If yes, then black-box approaches like
NN or fuzzy logic rule-based techniques
should be avoided, for their typical lack
of explanatory features despite a perhaps
well-justified performance. Many statistical
models like regression, SVM or others are
transparent and come with rich theory and
reasons to why certain outcomes are obtained.

4.3.2 If not, then the full palette of models becomes
available.

5 Evaluation of the chosen method: some methods
come with a rich theory to analyze the model qual-
ity (e.g., statistical tests, regression analysis, etc.),
while others are only open to general techniques
of quality assessment like confusion matrices, ROC
curves or similar (e.g., NN, or similar).
5.1 The quality of prediction methods can be evalu-

ated by different metrics (e.g., precision), which
are based on a confusion matrix [9], 65], [67].

5.2 The quality of classification methods can
be additionally evaluated by loss functions
(e.g., HMC-Loss) [52], [55], [77], [78].

5.3 The quality of pattern recognition can be eval-
uated by different metrics (e.g., support or
lift) [164].

5.4 The quality of event summaries can be evalu-
ated by the compression ratio [154], [156], [159].
Accuracy should be evaluated by experiments
based on synthetic datasets with freely set param-
eters (e.g., number of patterns) so that the sum-
mary can be tested against a known ground-truth.
Real-world event data sets tend to be uncon-
trollable since they are generated automatically
with a random size and random content. Though,
experiments based on real-world datasets should
not be left out of scope because the evaluation of
subjective criteria (e.g., is the summary informa-
tive but easy enough to understand?) by the target
group is important, too.

Remark: Before the application of any method, a data
quality and completeness check are generally advisable. Is the
data complete? Regardless of how many records are there,
are they carrying all attributes with known, and if so reliable,
values? The two main preparatory tasks here are:

1. Outlier cleaning: this should involve as much domain
expertise as possible, since automated methods, say
using clustering, can only provide pointers to question-
able data, but the line between outliers and inliers is
often fuzzy and reliably decidable only using expert
knowledge.

2. Treatment of missing values: provided that the data is
not systematically missing, the three standard methods
include:
2.1 Deleting records that are incomplete: this is

the default in many software packages, and
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systematically correct, yet with the caveat of per-
haps substantially reducing the available lot of
data (up to cutting down big data to ‘‘small data’’)

2.2 Filling inmissing values by ‘‘interpolation’’ using
the remaining data (either in the same record
by regression models, or within the set of other
known values for the missing attribute, which is
bootstrapping, or a combination of both).
If the gaps are filled using the rest of the data
(no matter which model is used to compute
the missing values), we stress that information-
theoretically, such a method cannot ‘‘add’’ any-
thing to the dataset, since the gaps are filled
with information that is in the dataset already.
So, the ‘‘new’’ value is in any case redundant. For
methods that draw random values, these are either
dependent on the remaining data, in which they
add redundancy again, or stochastically indepen-
dent, in which case the added information does
not necessarily say anything ‘‘useful’’ beyond
what we know already.

2.3 Assigning the gaps a special representative value
(e.g., treating the absence of a data item as a cat-
egory/value of its own). Though avoiding issues
of adding redundancy only or reducing the data
lot, reasoning from this perspective requires care:
after all, we would draw conclusions occasion-
ally based on the absence of information, so that
we implicitly induce an open or closed world
assumption here.

IX. CONCLUSION
In this survey, we discussed different methods to extend
ITSM best practice frameworks and processes to ensure a
high ITS availability. We did a comprehensive literature
review on present research in the fields of ITSM, ticket
analysis, OFP methods, and IT-I event analysis and hoped
to give readers a good first orientation if they are inter-
ested in these topics. The survey provides the theoretical
knowledge necessary for the understanding of the different
data-driven techniques like HMC, extraction of textual infor-
mation or data mining for event sequences. The theoretical
perspective is not limited to research in the IT-area. It rather
includes relevant basic research of the mentioned topics and
adapts this knowledge on examples that represent real-world
situations in IT-I operating. Our selection of presented meth-
ods depends on relevant stages within a commonmaintenance
procedure for ITS. We showed that this procedure can further
be improved by the use of data-driven techniques and that
its optimization is not limited to processual best practices.
These improvements help to face actual ITSM challenges
by, e.g., reducing system downtimes or by preventing system
failures to ensure flawless business operations. Furthermore,
these improvements allow high acting ability without the
need for more human resources even if the complexity of the

IT-I increases. From a cost perspective, this is an important
advantage.

We provide a selection guideline, specific for the ITSM
domain but perhaps enjoying wider applicability, which com-
bines necessary questions for data analytics projects with
the linkage to present research works. This guideline should
enable readers a fast induction and ease usability of the meth-
ods presented. Likewise, the guideline suggests a selection of
suitable methods for different applications at hand. To best of
our knowledge, such a guideline with a focus on analytics
in the ITSM domain was missing so far and offers a new
combined perspective for practitioners.

An open gap in the IT-operations research field seems
to be work that focuses on comparison and evaluation of
these different methods. This confusing situation and the
resulting lack of clarity could be the reason why it is hard
to declare a specific selection of the available data-driven
techniques as best practices and to implement them as part
of, e.g., ITIL. Another possible research direction for future
work could be the use of IT-I event analysis and symptoms
monitoring in a complementary manner. Both allow the pre-
diction of system failures but were rarely explored in com-
bination. Such an analysis of relationships between system
performance measures and error event occurrence could yield
further interesting insights. Related to this topic, it could be
interesting to explore if the identification of a failure-prone
system state from system performance perspective correlates
with the occurrence of specific events and vice-versa. This
knowledge could be used for improved labeling of normal
and failure-prone system states as a decision boundary for,
e.g., anomaly detection techniques.

Nevertheless, we are sure that even the here mentioned
methods can improve IT-I operating to ensure an ITS avail-
ability at a maximum level.
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