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ABSTRACT Wireless communication is essential for search and rescue operations in the aftermath of natural
disasters. In post-disaster scenarios, unmanned aerial vehicles (UAVs) can be used to capture image and
video data from the disaster area and transfer the data to a ground station, owing to their rapid mobility.
However, packet forwarding is a challenge because of unstable links and intermittent connectivity in highly
dynamic UAV networks. In this paper, we propose a location-aided delay tolerant routing (LADTR) protocol
for UAV networks for use in post-disaster operations, which exploits location-aided forwarding combined
with a store–carry–forward (SCF) technique. Ferrying UAVs are introduced to enable an efficient SCF, and
this is the first attempt at introducing and using ferrying UAVs for routing in UAV networks, to the best
of our knowledge. Ferrying UAVs improve the availability of connection paths between searching UAVs
and the ground station, thus reducing end-to-end delays and increasing the packet delivery ratio. Future
UAV locations are estimated based on the location and speed of UAVs equipped with a global positioning
system. The forwarding UAV node predicts the position of the destination UAV node and then decides where
to forward. The proposed LADTR ensures that the contact rate between UAV nodes remains high, which
enables a high packet delivery ratio, and ensures single-copy data forwarding to avoid replication of each
message. Our performance study shows that the proposed LADTR outperforms the four typical routing
protocols reported in the literature in terms of packet delivery ratio, average delay, and routing overhead.

INDEX TERMS Unmanned aerial vehicle network, routing protocol, store-carry-forward, delay tolerant
networking, data ferry, location awareness.

I. INTRODUCTION
Unmanned aerial vehicles (UAVs) are promising as a new
application area for military and civil use due to the
rapid deployment of network technologies such as low-cost
Wi-Fi radio interfaces, sensors, global positioning system
(GPS), and micro-embedded computers [1]. In modern times,
UAV devices have been used in several civilian applications;
some examples include public protection, disaster search
and rescue operations, post-disaster operation, relief opera-
tions, surveillance and reconnaissance, farming, goods trans-
portations, filmmaking, managing wildfires, public safety,
homeland security, remote sensing, traffic monitoring, and
relaying in ad hoc networks. Mini-UAVs that weigh up to a
few kilograms that contain server sensors, a small camera,
a wireless communication system, embedded microcomput-
ers, and GPS, are available for use in collecting information
and transmittingmostly large-size data to a ground station [2].

In time-sensitive scenarios, data transmission delay is a key
issue to consider [3].

There are two kinds of UAV systems: single-UAV and
multi-UAV systems. In a single UAV system, a UAV device is
linked with a ground base station. In the multi-UAV system,
there will be several UAV nodes. All nodes can be variants
with different topology, such as star, mesh, or cluster-based
topology. All UAV devices can be linked with each other
and with the ground base station. In a multi-UAV system,
the UAV’s device connection can take two patterns; the first
is UAV to UAV (U2U), and the second is UAV to ground
station (U2G). A multi-UAV network may provide coverage
over a large area and high throughput by creating an ad hoc
multi-hop flying wireless network [4]. The highly dynamic
topology of UAV networks—because of their dynamic three-
dimensional environments and highly fluctuating speeds—
may impair the quality of wireless links [3]. Frequent changes
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in link quality and disconnection has impacts on end-to-end
transmission. Another challenge is the range restriction
between UAVs and a ground station. Therefore, high mobil-
ity, dynamic topology, and uneven UAV distributions make
the development of a routing protocol ensuring reliable com-
munication difficult in UAV networks. The unique features
and characteristics of UAV networks are different from those
of mobile ad hoc networks (MANET) and vehicular ad hoc
networks (VANET).

UAV networks require highly accurate location data with
small time intervals because of their high speeds and
different mobility patterns in a multi-UAV environment.
GPS provides position information at one-second intervals,
which may not be adequate for UAV network protocols. For
this case, an inertial measurement unit was designed, which
can be calibrated from the GPS signal to provide the position
of a UAV at a quicker rate [5]. For a range of corrections
with an accuracy of about 10 m, some researchers proposed
differential GPS (DGPS), or assisted GPS by using ground-
based reference techniques [6]. The delay tolerant network
(DTN) routing protocol was developed to deal with extreme
network environments. Moreover, it supports communication
scenarios where nodes are sparsely deployed and contacts
are short-lived due to high mobility. Data in DTN protocols
are transferred hop-by-hop with large buffer size in a store-
carry-forward (SCF) fashion. A DTN routing protocol has a
relatively large overhead because of the multi-copy routing
modes, particularly in a dense network.

Packet forwarding in UAV networks may act as a
communication relay and as a data forwarding ferry [7].
Communication ferry forwards the data physically to its des-
tination or the next-hop relay. Communication relaying is a
classical approach to extend the network by proper placement
of relay nodes. Choosing a UAV network requires rethinking
routing protocols for particular scenarios, such as disaster
monitoring or search and rescue operations [8]. As GPS pro-
vides the location information of UAVs, geographic routing-
based data forwarding to the nodes that are especially closer
to the destination is a feasible approach [9]. Pure geographic
routing is not feasible in UAV networks for data forward-
ing because of face intermittent connectivity. A well-known
approach for UAV networks is DTN networking, allowing
intermittent connectivity. However, stochastic knowledge of
the moving nodes usually results in long disconnection times
in a pure DTN network, primarily due to limited use of
flooding. The concept of UAV ferrying may be used instead
of traditional DTN schemes. The disconnection time for fer-
rying UAVs is significantly shorter than that in traditional
DTN routing protocols [10]. Probabilistic DTN uses a multi-
copy scheme, which is not suitable in UAV networks due to
the consequential waste of network resources, particularly
in a dense network. Movement-aware-forwarding schemes
that borrow their basic disconnected operation from DTNs
are rather promising. Hitherto, the DTN routing protocol
has been reported for use in the UAV networks presented
in [11] and [12].

In this paper, a location-aided delay tolerant routing
(LADTR) UAV network protocol for application in post-
disaster operations is proposed. Our contributions target the
design and development of a location-aware and SCF-based
delay tolerant routing protocol for UAV networks. The key
contributions of the paper are as follows:
• The proposed LADTR protocol forwards data from the
searching UAVs to a ground station with reduced delay.
In this paper, ferrying UAVs are introduced for efficient
routing and are effectively used in a SCF manner. To the
best of the authors’ knowledge, this is the first attempt
to introduce and use ferrying UAVs for routing in
UAV networks. Ferrying UAVs improve path connec-
tivity between searching UAVs and a ground station,
resulting in an increased packet delivery ratio and
reduced end-to-end delay in UAV networks. In addition,
LADTR can also be effectively used in multi-hop for-
warding with no ferrying UAV.

• The location-aided forwarding is combined with the
SCF technique in LADTR. Future UAV locations are
estimated based on the location and speed of UAVs
equipped with a GPS. The forwarding UAV node pre-
dicts the position of the destination UAV node and then
makes a decision on where to forward. Link prediction
significantly reduces data packet losses and average end-
to-end delay. As a result, LADTR ensures high contact
rate between UAV nodes, which enables high packet
delivery ratio, and ensures single-copy data forwarding
to avoid replication of each message.

• According to the performance study based on the
NS-3 simulation, the proposed LADTR outperforms the
existing AODV, GPSR, Spray-and-Wait, and Epidemic
routing protocols in the same scenarios in terms of
packet delivery ratio, average end-to-end delay, and nor-
malized routing overhead.

The rest of this paper is organized as follows. Related
research works are examined and summarized in the follow-
ing section. Preliminaries including the motivating scenario,
assumptions, message relaying, and location prediction are
presented in Section III. The proposed LADTR protocol is
presented with respect to system model, routing decision,
and routing algorithms in Section IV. The performance of
LADTR is evaluated via computer simulation and compared
to the conventional protocols in Section V. Finally, the paper
is concluded in Section VI.

II. RELATED WORKS
When the distance between a UAV and a ground station is
longer than the communication range, another UAV may be
used as a communication relay to maintain continuous path
connectivity. Packet forwarding in UAV networks relates to
routing protocols in MANETs. However, an unstable wire-
less link, frequent topology changes, and the high mobility
of UAVs make MANET routing protocols impractical in
UAV networks. A summary of the routing protocols for
UAV networks is shown in Table 1.
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TABLE 1. Summary of routing protocols for UAV networks.

OLSR was evaluated in a network consisting of two
UAVs and a ground station in [13]. According to the out-
put, the authors conclude that OLSR cannot cope properly
because of rapid topology changes in a UAV network. In [14],
Asadpour et al. demonstrate that the B.A.T.M.A.N routing
protocol has long route convergence time because of topology
changes. Multi-copy based DTN routing may be avoided
and single-copy based DTN routing can be employed in
DTN networks [12]. Multi-copy based DTN routing
requires huge overhead when transferring large amount of
data [15].

Data ferrying is used to deliver data in disconnected net-
works. In [11], a hybrid DTN/geographical routing approach
is proposed for the multi-UAV based network. The authors
proposed estimating the future location of UAVs for data
delivery. UAV speed and mobility direction were considered
during estimation, and the authors assumed long-range com-
munication between UAVs is required to observe each UAV
in the network. A geographical routing protocol was proposed
in [16], and the authors estimated the UAV link lifetime using
mobility direction and velocity of UAVs. GeoDTN+Nav [17]
was designed for ground vehicle navigation, and the
SCF method is tied into this routing protocol. This approach
may not work because of the nature of UAV mobility in
free space. Another location-based routing algorithm for
UAV network is LAROD [18]. Similar to our algorithm,

LAROD combines geographic routing with the SCF method.
LARODperformance is better than Epidemic routing in terms
of data delivery ratio and routing overhead. Epidemic rout-
ing [19] is another SCF-based routing method, which per-
forms well in terms of link losses and network disconnection.
However, because of unnecessary buffer consumption and
massive packet duplications, this routing requires large over-
head. Ott et al. [20], Lakkakorpi et al. [21], Raffelsberger and
Hellwagner [22], and Moon et al. [23] integrated SCF with
the adaptive routing method. Nodes find end-to-end routing
paths and forward the data accordingly. SCF-based forward-
ing is used when end-to-end networks break. The authors
consider node velocity and node density to decide switching
between multi-hop unicast forwarding and SCF forwarding.
In [24], Spyropoulos et al. proposed a routing protocol called
Spray-and-Wait based on the SCF scheme. Spray-and-Wait
has been used to limit the number of copies made for a packet
in order to control packet replications.

After a disaster, information delivery is critical as disasters
destroy the network infrastructure. In [25] the performance
of an opportunistic routing protocol is analyzed in a disaster
scenario. Fajardo et al. [26] proposed an aggregation tech-
nique to deliver data with minimum delays. In [27], Johnson
and Maltz found that AODV was the routing protocol most
suited to a disaster scenario. Many studies have proposed
a mobility model to evaluate DTN routing. However, most
of these studies are random waypoint mobility models [28].
Ye Aung et al. [29] proposed a data delivery solution
for opportunistic networks using store-carry-cooperative for-
warding (SCCF). In [30], Fawaz et al. explored the advantage
of SCF nodes to enhance connectivity and reduce end-to-end
delay. The ferrying based concept is well-suited to mitigate
these limitations and the effects described in a related perfor-
mance study [31].

III. PRELIMINARIES
UAV networks are a kind of wireless multi-hop networks.
They need to ensure data communication between UAVs
and a ground station. To provide an emergency communi-
cation system after natural disasters, we consider using a
multi-UAV network. The availability of multi-hop paths in
a UAV network depends mainly on the UAV density within
the communication area. However, because the movement
and action of UAVs are highly mission-driven, the behavior
of nodes in a UAV network is quite different from that in
MANETs and VANETs.

A. MOTIVATING SCENARIO
This paper adopts the typical network model shown
in Figure 1 to demonstrate the benefits of using UAVs
in a post-disaster scenario. UAVs are employed in post-
disaster operation such as search and rescue as a demon-
strative example scenario. That is, multiple UAVs search for
objects and missing people, as well as monitor the disaster-
affected area with a geo-tagged camera. Multiple searching
UAVs can be sent to different areas to take images.
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FIGURE 1. UAV-aided search and rescue operation: 11 UAVs are searching for an object and transfer images to a ground station using
high-throughput links with limited range. Three ferrying UAVs establish high-throughput connectivity between the searching UAVs
and the ground station. Furthermore, long-range links are leveraged for telemetry and control information.

Ferrying UAVs carry large-size images to a ground station
via high-throughput links. UAVs and the ground station are
aware of their own positions.

In case a UAV moves outside the communication range
of the ground station, connectivity has to be re-established
through a high throughput link. Data is sent back to the
ground station through a long transmission range wireless
link from the ground station. Dense deployment of UAVs is
a possible solution for maintaining connectivity, but this
solution may increase the implementation and operational
cost of the network. By using ferrying UAVs, most of
the UAVs may spend time searching for the object, while
ferrying UAVs may become responsible for transferring
data from the searching UAVs to a ground station. In the
proposed network model, every UAV, including searching
UAVs may also act as ferrying UAV to relay the data if
needed.

B. ASSUMPTIONS
Geographic-based routing protocols rely on some location-
aware components in the network. These location-aware
components allow the routing protocol to operate more accu-
rately and efficiently. Normally, location information can
be obtained from another system; the most popular loca-
tion information provider is GPS. In our proposed routing
protocol, we assumed the availability of positioning and
motion sensing provided by GPS and inertial measurement
units (IMUs) in the UAV. Every UAV in the network knows
the location of itself, its immediate neighbor, and the position
of a ground station. For safety reasons, a majority of outdoor
UAVs may operate in a flat area when monitoring a large
area.

C. SCF MESSAGE RELAYING
SCF is realized by forwarding messages to the relay node.
This process is known as a ‘‘contact’’. As shown in Figure 2,
several factors may affect SCF performance. These factors
are message generation rate, copy policy (single, multi-copy),
buffer size, forwarding policy, drop policy, communication
link properties, and mobility. A multi-copy policy wastes
network resources. The buffer size and drop policy affect
performance. For example, buffer message overflow may be
deleted according to the drop policy. To create free space for
a new message after time-to-live (TTL) expiration, the old
message is dropped according to the drop policy. SCF also
considers the data transfer rate and transmission range. The
mobilitymodel determines the contact time between a search-
ing UAV and a ferrying UAV.

D. GUESS-MARKOV MODEL BASED LOCATION
PREDICTION
The Guess-Markov mobility model [32] is widely used in ad
hoc networks. In this model, nodes are placed randomly in the
network area, and they move independently. In the proposed
model, UAV node trajectory is assumed to be constant in
a 2D area, where only the position between the (x, y) axis
and z-axis changes. Initially, each node is given a mean
speed and mean direction. For every constant time period,
a node recalculates its speed and direction based on the values
at the previous time step through Gaussian equations. The
entire communication area is divided into some grid zone to
establish the location prediction model, as shown in Figure 1.

Every grid zone Z is an (m × m) square. Searching
UAVs may search for objects within their transmission range.
At time t, a UAV node occupies a certain grid zone, and
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FIGURE 2. SCF Routing Factors.

the central point of the gird is regarded as the approximate
position of the UAV. We assume there are N grid zones.
Markov predictor assumes that location can be predicted from
the current context that is the sequence of k most recent
symbols in the location history (an−k+1, . . . , an). Let the
location history of amovingUAVbe L = (a1, a2, a3, . . . , an),
where n represents the number of historical positions sampled
at a certain interval 1t , and location ai is represented by
coordinates (xi, yi) for 1 ≤ i ≤ n. The location history
from the i-th sample to j-th sample is denoted as L(i, j) =
(ai, ai+1, . . . , aj), where 1 ≤ i ≤ j ≤ n.

Assuming that the current position of a UAV node is a
random variable, the random variable sequence Xi establishes
a Markov process, where i is the location after a certain time
interval. We consider the location of a UAV to be a random
variable X . Let X(i, j) = (Xi,Xi+1, . . . ,Xj), where 1 ≤ i ≤
j ≤ n. Define the context c = L(n − −k + 1, n), for the
state k . Let the set of all possible locations represented by A.
For all a ∈ A and i ∈ {1, 2, . . . , n}, theMarkov assumption X
behaves as follows:

P{Xn+1 = a|X (1, n)} = L

= P{(Xn+1) = a|X (n− k + 1, n) = c}

=P{(Xi+k+1)=a|X (i+1, i+k)=c},

(1)

P{Xn+1 = a|X (1, n)} = L

= P{(Xn+1)|XnXn−1 = anan−1}, (2)

and

P(Xn+1 = a|XnXn−1 = anan−1)

= P(Xk+1) = a|XkXk−1
= anan−1}, (3)

where P(Xi = ai| . . .) is the probability that Xi takes a value
of ai. P{(Xn+1) = a|X (n − k + 1, n) = c} is the assumed
probability, which depends on the most recent location value
of k . P{(Xi+k+1) = a|X (i + 1, i + k) = c} is the stationary
distribution probability, which is the same everywhere if the
context is the same. The two probability equations P{(Xn+1)
and P{(Xi+k+1) can be represent by a transition probability
matrixM . The Markov prediction model predicates the node
location according to the current position (acurrent) and pre-
vious position (aprevious). Both rows and columns of M are
indexed by the string of length k from Ak . Hence,

P{Xn+1 = a|X (1, n)} = L(1, n) =M (u, u′)

= P{(Xn+1)|XnXn−1
= anan−1}, (4)

where u = L(n − k + 1, n) is the current position and
u′ = L(n− k + 2, n)a is the next position. In this case, know-
ing M would immediately provide the probability for each
possible symbol of L. Kij is defined as the kernel function of
Markov process as follows:

Kij = P(Ln+1 = j,Tn+1 − Tn ≤ t|Ln = i) = PijHij(t), (5)

where Pij = P(Ln+1 = j|Ln = i) is the transition probability
from i to j, and Hij presents the residence time distribution
from state i to j and it is defined as follows:

Hij = P(Tn+1 − Tn ≤ t|Ln = i,Ln+1 = j), (6)

where matrix P = {Pij} is used to donate the transition
probability matrix of the random process. The second-order
Markov location prediction model is a method for predicting
the location of the node at the next moment, according to
the current position (acurrent) and previous position (aprevious).
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The core prediction mode is based on the transition probabil-
ity matrix formulated as follows:

M =



P11 · · · P1j · · · P1n
...

...
...

. . . . .
.

Pil · · · Pij · · · Pin
...

...
...

. .
. . . .

Pn1 · · · Pnj · · · Pnn


(7)

The core of the prediction model is to establish the transi-
tion probability of matrix M in equation (7). In the above
matrix, the row vectors provide the current location context
(aprevious, acurrent), and column vectors provide the next loca-
tion context (anext).

According to the average node speed, sampling interval1t
is calculated by 1t = R

αv , where R is the shortest distance
between two UAV nodes, v is the average speed of the node,
and α is a factor of sampling accuracy. Here, 1t is related
to the sampling frequency, and each node should measure
the suitable interval and record the positions in equal time
duration. Since we do not know M , we can generate an
estimation P̂ from the current history L by using current
context c of length k . Each entry of the matrix provides the
probability of node movement from a row to a column. The
probability of transfer matrix for the next symbol a is

P̂k (a) = Xn+1 = a|L =
N (ca,L)
N (c,L)

, (8)

where c is the previous and current position of node (an−1an),
ca is the previous, current and next position of nodes accord-
ingly (an−1 ana), N (c,L) is the number of c appearing in
location L. The probability that a node moves to a, depending
on the current situation, can be respesented as

P̂k (a) = Xn+1 = a|L. (9)

Given this estimation, we can define the behavior of the
Markov predictor. It predicts the symbol a ∈ A with the
maximum probability P̂(Xn+1 = a|L), which is the symbol
that follows the current context c most frequently in the
history.

IV. LOCATION-AIDED DELAY TOLERANT ROUTING
In this section, the system model of the proposed scenario,
the working principle of searching and ferrying UAVs, single-
copy data forwarding, and LADTR algorithms are presented
in detail.

A. SYSTEM MODEL
In our system model, a set of all UAV nodes in a network is
denoted as UAVw, and two types of UAV nodes are assumed
(searching UAVs and ferrying UAVs). The sets of searching
and ferrying UAVs are denoted as UAVs and UAVf , respec-
tively. That is, UAVs are employed for searching objects and

Algorithm 1 The Algorithm Is Run by a Searching UAV in
Order to Contact a Ferrying UAV
Input: Searching UAV (UAVs), ferrying UAV (UAVf ),
ground station (Gs), neighboring searching UAV (Su), data
packet (Pd )
Output: Data forwarding from UAVs to UAVf

1: for each contact of UAVs and UAVf // Data delivery
process from searching UAV to ferrying UAV
2: if (UAVf is in range of UAVs) then // Ferrying UAV
is in range of searching UAV
3: Deliver Pd to UAVf → Gs // Receive data from
searching UAV and transmit it to Gs
4: else
5: if (UAVf is not in range ofUAVs) then // Ferrying
UAV is out of range of searching UAV or no available
ferrying UAV
6: Store-carry-and-wait for UAVf
7: else
8: Forward Pd to farthest Su in range // Forward-

ing
9: end if
10: end if
11: end for

UAVf are only working as data ferries. In addition, UAV s ⊂

UAVw and UAV f ⊂ UAVw. Therefore,

Total network elements

= {(UAVw ∪ UAV s) ∪ (UAVw\UAV s = UAV f )}. (10)

In the considered scenario, each UAV is placed in a spe-
cific location, and location information is available to UAVf .
Ferrying UAVf uses the controlled mobility, and mobil-
ity is controlled from the ground station. Ferrying UAVf
collects data (Dc) from the searching UAVs and sends to
the ground station through a high throughput link (HT).
UAVw may change the flight area and behavior when receiv-
ing a commandmessage (Cm) through a long, low-throughput
(LT) transmission link. Hence,

Total data(DT ) = Dc + Cm. (11)

All UAVw have the larger memory size in order to store
data, so no buffer overflow should occur in the network.
Algorithm 1 describes the process of data ferrying by actively
engaging both searching and ferrying UAVs during contact.

In Algorithm 1, if any UAVf is within the transmission
range of UAVs, then UAVs transfers the data to UAVf . Oth-
erwise, the UAVs stores the data until it meets any UAVf .
UAVs transfers the data to UAVf after the two UAVs meet.
Finally, UAVf forwards the data to ground station Gs. In the
second attempt, if no available UAVf is within the transmis-
sion range, UAVs forwards the data to the farthest UAV in
range, donated Su. Note that, all UAVs in our proposed model
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FIGURE 3. UAV position-based contact model.

can act as a UAVf if needed. Then data will be transferred
according to multi-hop UAVs to the ground station.

B. INCORPORATING GEOGRAPHIC INFORMATION
INTO ROUTING DECISIONS
The time duration from connection to disconnection between
two UAVs is called contact time. Location information is
exchanged between searching and ferrying UAVs at the con-
tact time. Contact time affects the maximum throughput and
is related to some factors, such as UAV speed, direction, and
transmission range.

We used geographic location information provided by
GPS to make routing decisions in this model. Route request
(RREQ) and route reply (RREP) packets are modified to
include GPS location. Position information decreases the
route setup time, which ultimately decreases the routing over-
head. In place of flooding of RREQ during route discovery,
we used the relative speed of a UAV node in the route discov-
ery process.

Two connected UAVs or contact UAVs are shown
in Figure 3. One is UAVx and another is UAVy, each with
speeds Vx and Vy, respectively. The transmission ranges are
Rx and Ry and the data transmission rates are Tx and Ty,
respectively. The angle β formed between the two UAVs can
be calculated as

β = arccos
Vx .Vy
|Vx | .

∣∣Vy∣∣ , (12)

where the angle β ∈ [0, π]. The UAV contact duration (Cd )
can be calculated using

Cd =
2
(
Rx + Ry

)
cosβ∣∣Vx − Vy∣∣ =

2
(
Rx + Ry

)
(Vx .Vy)∣∣Vx − Vy∣∣ |Vx | ∣∣Vy∣∣ (13)

The maximum throughput at contact is related to the move-
ment speed, direction, and transmission range of UAV nodes.
From (12) and (13), the maximum throughput (Tm) of the
contact can be calculated as follows:

Tm = Cd × Ts, (14)

where Ts represents the transmission speed. After the contact
begins, Tm decreases gradually. Assuming that the contact
begins at time Cb, the remaining maximum throughput Tck
at time Ck can be calculated as follows:

Tck = {Cd − (Ck − Cb)} × Ts. (15)

Location information is used by the ferrying UAV to esti-
mate the time required to visit the searching UAV. Suppose
the location information for UAVx and UAVy can be repre-
sented as Lx(Px ,Qx) and Ly(Py, Qy), respectively, and the
predicted location of the destination UAVd is Ld (Pd , Qd ).
The vector distance between the two contact UAVs and the
destination UAV are

−→
XD = (Pd − Px , Qd − Gy) and

−→
YD =

(Pd − Qx , Qd − Qy), respectively. The angles between the
location and velocity vectors are

αxd = arccos
−→
XD.Vx∣∣∣−→XD∣∣∣ . |Vx | and αyd = arccos

−→
YD.Vy∣∣∣−→YD∣∣∣ . ∣∣Vy∣∣ (16)

Location estimation is used to estimate the time that
the searching UAV needs before having contact with the
ferrying UAV. The UAV contact time can be estimated as

Cxd =

√
(Px − Pd )2 + (Qx − Qd )2

VxCosαxd
(17a)

and

Cyd =

√
(Py − Pd )2 + (Qy − Qd )2

VyCosαyd
, (17b)

where Cxd and Cyd represent the estimation of the time
needed for the two searching UAVs (UAVx and UAVy
in Figure 3) to encounter the ferrying UAV (UAVd
in Figure 3), respectively. The decision to forward data from
UAVx and UAVy is based on the comparison of Cxd and Cyd .
IfCxd > Cyd ,UAVx will forward the data toUAVy; otherwise,
it will do nothing and process the next data. After success-
ful forwarding, the data Df will be marked by 1. However,
if Cxd < Cyd , no data will be forwarded and Df will be
marked by 0.

Consider that UAVy is flying with a turning radius R and
prediction time of P. The real position of UAVy is (Pr ,Qr ),
and the predicted position of UAVy is (Pp,Qp). The predicted
position of a UAV node for a given prediction time is calcu-
lated by liner extrapolation as follows:

(Pp,Qp) = (R, ν × P), ν is UAV velocity. (18)

The resultant angle is δ = v×P
R , with 0 ≤ δ ≤ 2π . The real

position of UAVy is (Pr , Qr ) = {Cos(δ)×R, Sin(δ)×R}. The
UAV position prediction error is calculated as follows:

Pe =
√
(Pr − Pp)2 + (Qr − Qp)2. (19)

VOLUME 6, 2018 59897



M. Y. Arafat, S. Moh: LADTR Protocol in UAV Networks for Post-Disaster Operation

Algorithm 2 Single-Copy Data Forwarding
Input: Data transmission queue (Qd ), maximum throughput
(Tm), the number of data copies (Nc)
Output: Number of copies of data to be forwarded (Df )

1: Qd ← data transmission queue in UAVx
2: Tm← maximum throughput
3: Nc← number of data copies
4: Sd ← size of data
5: for each contact of UAVx (Algorithm 1)
6: while Qd ! = null then
7: update Tm; // By (14)
8: if (Tm > Sd )
9: while Nc == 1

10: Use UAV destination node prediction
model Ld (Pd , Qd )
11: Measure Cxd and Cyd ; // By (17)
12: If (Cxd > Cyd ) then Df = 1;
13: else Df = 0;
14: end if
15: end while
16: else
17: remove data from queue Qd ;
18: end if
19: end while
20: end for
21: return Df ;

In Algorithm 2, when two UAVs meet for forwarding
data, they exchange location and speed information. Suppose
UAVx is the searching UAV, UAVy is the ferrying UAV, and
UAVx wants to transfer data to UAVy. After transferring data
successfully, the searching UAVx removes the old data from
the queue and start saving new data. Detailed procedures are
given in Algorithm 2.

C. ON-THE-FLY DECISION OF THE NEXT UAV
A score value is calculated in the ferrying UAV for each
searching UAVs in the network. Based on the score value,
the ferrying UAV decides to visit a particular searching UAV.
The maximum value may take priority. The score function is

Score(UAV z) =
fbo (UAV z)+ Ivt(z)
D(UAV c,UAV z)

, (20)

where D(UAV c,UAV z) is the Euclidean distance between the
current UAV(UAV c) and next candidate UAV (UAV z), and
fbo (UAV z) is a function which returns a value from the next
candidate UAV. The value of fbo (UAV z) is calculated for
UAV node z as follows:

fbo (UAV z) =
| ∪

i∈N D (i,UAV z) |

max ({
∣∣Di,j∣∣ i, jεN }) , (21)

where i and j are the UAV node index, N is the network
notation, and Di,j is the subset of data symbol. Ivt(z) is the
normalized value for UAV node z. The value is based on the

FIGURE 4. UAVs link weight calculation model.

amount of time that the searching UAV has been visited by a
ferrying UAV. Ivt (z) is calculated as follows:

Ivt(UAV z) = 1−
vt(z)
time

, (22)

where time is noted as a current time, and vt(z) is the returns
the time for the last visit to the UAV node z.

D. UAV NETWORK MODEL
Here, we evaluate the UAV delivery latency. The UAVs are
moving within the network area, and every UAV gets its geo-
graphic position and predicts its velocity, making it possible
to predict further movement. A searching UAV transmits data
to a ferrying UAV or the ground station. If neither a ferrying
UAV nor the ground station is within the transmission range
of a searching UAV, then the searching UAV stores the data
and forwards it to the nearest UAV according to the forward-
ing algorithm. As shown in Figure 4, the transmission delay
of data on a single hop is calculated as the sum of the data
carried duration (Tdc) and the packet transmission time to the
ground station (Tdt ). The end-to-end transmission delay is

6Delay (D) = 6Tdc +6Tdt. (23)

A short-range link occurs when two UAVs are within com-
munication range. In contrast, a long-range link occurs when
UAVs are outside the communication range. Two searching
UAVs are marked as UAVx and UAVy with a geographic dis-
tance of d , and d ≤ D defines the condition for a short range
link. Here, D is the transmission range of a UAV node. In our
network model, we consider a link weight value. As shown
in Figure 4, UAVs transfer the data through multi-hop
DTN forwarding. The source UAV is denoted UAVs its one
hop neighbor UAV is denoted UAVx , and the link weight
between them is

LW sx = Tdc =
Tdata

P(UAV s,UAV x)
, (24)
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where Tdata is the transmitted data from UAVs to the
neighbor UAV. P (UAVs, UAVx) is the throughput between
UAVs andUAVx . If no short links exists betweenUAVx and the
ground station (Gs) then UAVx must carry the data from the
present position to the nearest hop or to the ground station.
The weight of a long range link from UAVx to the ground
station (Gs) is denoted LWxGs∗.

LW xGs∗ = 6Tdc∗ +6Tdt∗ and Tdc∗ =
Tdata

P(UAV x ,Gs)
(25)

The transmission delay 6Tdc∗ depends on the distance
between a UAV node positon and the ground station trans-
mission range (D). In (25), P (UAVx , Gs) is the distance
between UAVx and the ground station (Gs).

E. FORWARDING ALGORITHM
The proposed LADTR protocol is a location-aware packet
forwarding approach with DTN support. In this approach, all
UAVs are aware of their own position. All UAVs maintain
the topology table, which is periodically updated by a trans-
mitted UAV status message. The topology table maintains the
UAV ID, position, link weight value for short and long-range
links. In our routing protocol, we employ single-copy data
forwarding, i.e., only one copy of the data will be forwarded.

In Algorithm 3, a searching UAV first tries to find a fer-
rying UAV to transfer data to the ground station. A ferrying
UAV contacts a searching UAV in order to share its position
and speed information. Afterwards, searching UAVs forward
their data to ferrying UAVs. The job of a ferrying UAV is to
forward data to the ground station. The ferrying UAV, which
holds the data to be forwarded, forwards the data to a search-
ing UAV which has the highest score value defined in (20).
If no ferryingUAV is available, the searchingUAVs try to find
the shortest path or neighboring UAVs. If the shortest path is
available, the searching UAVs carry and forward the data to
neighboring UAVs, and the neighboring UAVs then forward
the data to the ground station via end-to-end delay-tolerant
routing. If the shortest path does not exist, the searchingUAVs
forward the data to the neighboring UAVs with the smallest
link weight, or they store the data in case a UAV’s own weight
is less than or equal to the neighboring UAV’s link weight.

V. PERFORMANCE EVALUATION
In this section, the performance of the proposed LADTR is
evaluated via simulation using NS-3.27 [33], and it is then
compared to the conventional protocols of AODV, GPSR,
Spray-and-Wait, and Epidemic routing. In our simulation,
the geographic class of NS-3 is used to obtain the GPS infor-
mation for UAV nodes in the network. To calculate and
measure the performance metrics, we use NS-3 trace files and
flow-monitor output.

A. SIMULATION ENVIRONMENT
The simulation area is 1000 m× 1000 m, and the duration of
simulation is 12000 s. It is assumed that UAVs are moving

Algorithm 3 End-to-End Data Forwarding From a Searching
UAV to a Ground Station
Input: Searching UAV (UAVs), ferrying UAV (UAVf ),
ground station (Gs), nearest searching UAV (Su), data
transmission queue in UAV (Qd ), number of data copies
(Nc), Link weight value (LW), transmitted data (Tdata)
Output: Successful data forwarding from searching UAVs
to the ground station

1: // Ferrying UAV receives new route from ground station
2: Ferrying UAV starts moving toward the destination

searching UAV
3: if ferrying UAV arrived
4: Ferrying UAV stops moving
5: end if
6: Ferrying UAV (UAVf ) starts contact with searching UAV
(UAVs) // Algorithm 1
7: for each contact do exchange the routing information,
position, and speed of UAV
8: if ∃ UAVf in rage of UAVs
9: Established message transmit queue with
UAVs→ Qd

10: Calculated the node speed: β = arccos Vs.Vf
|Vs |.|Vf |

11: Go to the single-copy data forwarding
// Algorithm 2 (for checking duplicate data)

12: Deliver data from the searching UAV to the
ferrying UAV, Tdata→ UAV f → Gs

13: else
14: @ No available UAVf in range of UAVs
15: Store-carry-wait data in searching UAVs
16: end if
17: end for
18: // LADTR (Source UAV, neighbor UAV, Tdata)
// Sending Tdata from source to destination

19: if ∃ shortest link (UAVs ∈ Su) // Deliver data to
short-range neighboring searching UAV

20: Forward data to nearest hop (Su← Tdata) // Route
21: else
22: Calculated the link weight value: {LW ∗←
Get link weight for source(Src) to destination(Dst)}
23: R← Src
24: for (Su ∈ UAV s) do
25: if link weight value (Su, Dst) < LW ∗ then
26: LW ∗← get link weight value for (Su, Dst)
27: R← Su and Su→ Gs // Data reaches ground
station
28: end if
29: end for
30: if (R 6= Src) then
31: Forward the data to R← Tdata // Transmit
32: else
33: Store and carry in the searching UAV queue
// Carry
34: end if
35: end if
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TABLE 2. Simulation parameters.

around at an altitude of 250 m. In the first set of simulations,
we use 10 UAVs, where two UAVs work as ferrying UAVs
with the ground station and the remaining eight UAVs work
as searching UAVs. It is assumed that the searching UAVs
are situated beyond radio transmission range of the ground
station. The two ferrying UAVs communicate with the ground
station as well as the searching UAVs. Each searching UAV is
assigned a coverage area of 150 m × 150 m, and images and
data are gathered from within this area.

We test the output by increasing the number of search-
ing and ferrying UAVs. In the simulation, searching UAVs
move according to the Guess-Markov mobility model [32]
with speeds ranging from 10 to 30 m/s. We use pre-
defined mobility for ferrying UAVs. That is, a ferrying
UAVs trajectory is controlled from the ground station, and
a ferrying UAV trajectory is defined in a mobility trace
file.

We use IEEE 802.11b and IEEE 802.11n radio stan-
dards for wireless communication. The searching UAVs use
IEEE 802.11b. IEEE 802.11b operating in the 2.4 GHz fre-
quency band, which allows every searching UAV to con-
nect with each other. IEEE 802.11b provides a maximum
transmission speed of 11 Mbps and with 200-250 m out-
door coverage. The ferrying UAVs used IEEE 802.11n for
high throughput communication, which is well suited for
transferring large amounts of data. To avoid interference
with IEEE 802.11b, we configure IEEE 802.11n in the
5 GHz radio frequency band. Its outdoor coverage range
is around 250-350 m with 150-175 Mbps data transfer
speed.

To evaluate the performance of the LADTR routing pro-
tocol and compare it with that of AODV, GPSR, Spray-and-
Wait, and Epidemic routing, the following three performance
metrics are used in our simulation study.

Packet delivery ratio(PDR): The PDR is defined as the
fraction of the messages that are successfully delivered to
the destination out of the messages that were been generated.
A higher value of PDR indicates a more reliable routing
protocol.
Average end-to-end delay: Average end-to-end delay is

equal to the average time taken by the messages to reach
the destination. The average end-to-end delay is calculated
for each message successfully received at the destination.
Delay is calculated with (23); it contains carry time and the
transmission time of messages. A lower delay value reflects
the speed with which messages pass through the routing
protocol.
Normalized routing overhead(NRO): NRO is defined as

the number of routing control packets required to trans-
mit a packet to the destination node. NRO is the ratio
of extra packet transmission for packets being delivered
from the source node to the destination node. Transmission
of duplicate packets would be considered as routing over-
head in a multi-copy routing protocol like Epidemic and
Spray-and-Wait.

B. SIMULATION RESULTS AND DISCUSSION
In this subsection, the simulation results are summarized and
comparatively discussed for various parameters.

1) VARYING THE NUMBER OF UAVS
In this simulation, we evaluate the performance of rout-
ing protocols LADTR, AODV, GPSR, Spray-and-Wait, and
Epidemic while the varying number of UAV nodes. The
UAV average velocity is 20m/s, message size is 20 kB, buffer
size is 20 MB, and transmission range is 250 m.

The simulation output in Figure 5 shows a comparison of
packet delivery ratio, average delay, and routing overhead as

59900 VOLUME 6, 2018



M. Y. Arafat, S. Moh: LADTR Protocol in UAV Networks for Post-Disaster Operation

a function of the number of UAVs in the network for the
AODV, GPSR, Spray-and-Wait, and Epidemic routing proto-
cols. The number of UAV, including both searching and ferry-
ing UAVs, increased from 10 to 30. Figure 5(a) clearly shows
that the LADTR and Spray-and-Wait protocols demonstrate
their effectiveness in delivering more than 85% of the data.
When the number of UAVs increases, LADTR shows the best
performance compared with other routing protocols thanks to
SCF with geographic position. Initially, the packet delivery
ratio of LADTR is around 65%. The PDR value for LADTR
increases as the UAV node density increases. LADTR per-
forms better in comparison to other routing protocols due to
the use of ferrying UAVs and multi-hop forwarding. Spray-
and-Wait exhibits a higher PDR compared to Epidemic rout-
ing. Epidemic routing exhibits a lower PDR compared to
LADTR and Spray-and-Wait because Epidemic routing uses
flooding-based forwarding and does not have any packet
recovery method in case of route failure. More UAV nodes
are connected and more packets are delivered in AODV as
the UAV node density increases.

Figure 5(b) shows the average end-to-end delay as the
number of UAV nodes varies. As the number of UAV nodes
increases, the average end-to-end delay using AODV is
shorter than the other protocols thanks to its better network
connectivity. The average end-to-end delay in LADTR is
lower compared to Spray-and-Wait and Epidemic routing.
The end-to-end delay is significantly reduced in LADTR due
to the use of ferrying UAVs. The connectivity between UAVs
increases as the number of nodes increases, thus, the average
end-to-end delay decreases in LADTR. In GPSR, the average
end-to-end delay increases when the number of UAV nodes
increases. This is due to the non-uniform distribution of UAV
nodes and the highly dynamic network topology. Spray-and-
Wait has longer delay compared to LADTR. Spray-and-Wait
routing works on two phases of spray and wait. In the spray
phase, the protocol needs to wait for successful data delivery,
which causes further delay.

The normalized routing overload is shown in Figure 5(c).
In our study, a duplicated copy of data is also consid-
ered as routing overhead. GPSR and AODV have less rout-
ing overhead because AODV never replicates packets and
GPSR has the light overhead due to the use of beacon packets.

The routing overhead of LADTR is less than that of Spray-
and-Wait and Epidemic routing. This occurs because LADTR
uses single-copy data forwarding. Epidemic routing forwards
many copies of each message. In Spray-and-Wait, the routing
overhead depends on the limit placed on the number of data
copies rather than the node density. The single-copy method
is used for Spray-and-Wait routing in this simulation.

2) VARYING THE UAV VELOCITY
In this simulation, we evaluate the performance of AODV,
LADTR, GPSR, Spray-and-Wait, and Epidemic routing for
different UAV velocities. There are 16 searching UAVs with
four ferrying UAVs, the message size is 20 kB, buffer size is
20 MB, and transmission range is 250 m.

FIGURE 5. Performance metrics as a function of the number of UAVS:
(a) packet delivery ratio, (b) average end-to-end delay, and
(c) normalized routing overhead.

Figure 6(a) shows that LADTR maintains PDR of
almost 90% due to the high contact rate between searching
and ferrying UAVs. For GPSR and AODV, PDR decreases as
UAV velocity increases. The network topology changes fre-
quently due to high mobility, which has an effect on network
performance.
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FIGURE 6. Performance metrics as a function of UAV velocity: (a) packet
delivery ratio, (b) average end-to-end delay, and (c) normalized routing
overhead.

Figure 6(b) shows the average end-to-end delay for vari-
ous UAV velocities. The average end-to-end delay in GPSR
is lower than in the other routing protocols. The average
end-to-end delay of AODV increases with increased UAV
velocity because a routing path is discovered on demand.
LADTR shows lower end-to-end delay compared with

Spray-and-Wait. This is because the forwarding algorithm
ensures lower waiting time and higher contact rate between
the searching UAVs and ferrying UAVs. The average end-
to-end delay in Epidemic routing decreases when the node
velocity increases. This is mainly due to the increased of node
velocity, which ensures a higher contact rate. Higher contact
rate reduces the end-to-end delay. We also observe that a
low contact rate between the UAV nodes greatly increases
the waiting time. The long waiting time is the reason for
the higher end-to-end delay. In Figure (c), Epidemic routing
shows a higher NRO for all velocities. The AODV routing
overhead increases because a large amount of time is required
to find a path in the high-speed network. The LADTR shows
comparatively lower NRO.

3) VARYING THE MESSAGE SIZE
Message size is an important factor to measure performance
in DTN environments. The performance of the UAV network
is highly affected by traffic load. Larger messages requires
more packets. Delivery delay may be large when the network
traffic load is heavy. 16 searching UAVs with four ferrying
UAVs are used to investigate the performance with various
message sizes. The average UAV velocity is 20 m/s, buffer
size is 20 MB, and transmission range is 250m. The message
size is varied from 20 kB to 100 kB. Each searchingUAVgen-
erates 5 messages per second. Each searching UAV generates
20 kB messages at 100 kB/s.

The five routing protocols are compared in terms of differ-
ent message size in Figure 7. This figure clearly shows that
PDR decreases and end-to-end delay increases as themessage
size increases. Message size has several impacts on routing
protocols. For example, a message may be dropped because
of lifetime expiry before reaching the ground station, large
messages occupy more buffer space, and the number of con-
tacts can decrease due to the large message size. The average
end-to-end delay increases in Epidemic routing because of its
flooding nature. Figure 7(c) shows that LADTR has a lower
NRO compared to the Spray-and-Wait protocol. However,
NRO decreases when the traffic load is heavy in Epidemic
routing.

4) VARYING THE TTL VALUE
Figure 8 shows how time-to-live (TTL) impacts PDR, aver-
age end-to-end delay, and NRO. LADTR and Spray-and-
Wait perform better than Epidemic routing. Epidemic routing
performs poorly because of the flooding situation in terms
of the buffer overflow and bundle drop rate. LADTR for-
warding has a lower end-to-end delay because the geographic
position-based approach aids in locating a node within a short
time period. The single-copy based data forwarding reduces
unnecessary data transmission. For this reason, fewer data
drops occur during transmission.

The use of geographic information and the single-copy
based data forwarding algorithm increases the number of data
deliveries and ensures that LADTR can offer a lower delivery
delay compared to other routing protocols. Figure 8(c) shows
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FIGURE 7. Performance metrics as a function of message size: (a) packet
delivery ratio, (b) average end-to-end delay, and (c) normalized routing
overhead.

that LADTR and Spray-and-Wait have lower overhead ratio
due to the advantage of the single-copy forwarding algorithm.
However, because of the flooding method, Epidemic routing
shows worse NRO performance.

5) VARYING THE BUFFER SIZE
Figure 9 shows how buffer size impacts PDR, average end-
to-end delay, and NRO performance. The simulation results

FIGURE 8. Performance metrics as a function of TTL value: (a) packet
delivery ratio, (b) average end-to-end delay, (c) normalized routing
overhead.

show that LADTR performs better in terms of PDR compared
with AODV, GPSR, Spray-and-Wait, and Epidemic routing.
For Spray-and-Wait, PDR becomes stable when the buffer
size is greater than 20 MB. PDR increases as the UAV node
buffer size increases in LADTR. LADTR binds the number
of copies to a fixed value for this buffer space, and which has
less impact on the results.
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FIGURE 9. Performance metrics as a function of buffer sizes: (a) packet
delivery ratio, (b) average end-to-end delay, and (c) normalized routing
overhead.

As shown in Figure 9(b), LADTR maintains lower end-
to-end delay compared with other routing protocols. After
increasing the buffer size, Epidemic routing exhibits higher
end-to-end delay due to transmission of multi-copy data.
The average end-to-end delay increases slightly when the
buffer size is greater than 20 MB for both Spray-and-Wait

FIGURE 10. Performance metrics as a function of transmission range:
(a) packet delivery ratio, (b) average end-to-end delay, and (c) normalized
routing overhead.

and LADTR. The location-aided and single-copy data for-
wardingmethods exhibit lower end-to-end delay for LADTR.
Figure 9(c) shows a comparison of NRO among the AODV,
GPSR, LADTR, Spray and Wait, and Epidemic routing.
Spray-and-Wait performs better than LADTR because Spray-
and-Wait only sprays the data to the destination node whereas
LADTR needs to forwards data to the nearest UAV nodes.
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6) ARYING THE TRANSMISSION RANGE
Figure 10 shows the impacts of transmission range. It clearly
shows that all routing protocols perform well with a
large transmission range. Large transmission range cre-
ates more contact opportunities, which increases PDR.
Figure 10(a) and (b) show that the PDR increases and the
average end-to-end delay decreases as the transmission range
increases. Beyond 200 m transmission range, AODV shows
increased end-to-end delay. Figure 10(c) also shows that
AODV exhibits increased NRO because AODV broadcasts
more route request (RREQ) packets. Epidemic routing shows
a higher overhead because of the flooding method. The
LADTR exhibits a lower NRO due to the use of GPS and,
moreover, because it controls packet forwarding with the
LADTR routing approach.

VI. CONCLUSION
UAV networks have unique features and characteristics, such
as rapid mobility and highly dynamic topology, which make
the design of routing protocols challenging. In such challeng-
ing scenarios, compared with other traditional DTN routing
protocols, location-aided routing has proven itself to be more
realistic and suitable for highly dynamic environments. In this
paper, we have proposed a novel routing protocol named
LADTR for UAV networks for use in disaster areas, which
is a location-aided delay-tolerant routing method combined
with node location and SCF schemes. In LADTR, by intro-
ducing ferrying UAVs, the searching UAVs enhance network
performance compared to other routing protocols. A ferrying-
based forwarding path improves the problem of frequent
link disconnection. Moreover, single-copy data forwarding
ensures high PDR with reduced end-to-end delay and low
overhead.

Our extensive performance study show that the proposed
LADTR achieves higher PDR, lower end-to-end delay, and
lower routing overhead compared to the well-known DTN
routing protocols, such as Spray-and-Wait and Epidemic
routing. LADTR also outperforms AODV and GPSR routing
protocols in terms of PDR, end-to-end delay, and routing
overhead. As a result, it can be easily inferred that LADTR is
suitable for post-disaster operations.

In the future, we will improve the robustness of loca-
tion estimation systems by finding the optimal values of the
Gauss-Markov model parameters and semi-Markov process
model parameters. We also aim to refine the proposed routing
scheme for use in different network environments, such as
traffic monitoring in vehicular networks.
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