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ABSTRACT Every year, a large volume of information about students’ performance is processed in schools,
colleges, and higher studies institutes. This information statistically associates students’ performance with
their study schedule and family-related characteristics. Recent methods have significantly contributed to
student’s cognitive skills (CSs) prediction area of research, but they are insufficient to address the challenges
created by Study-Related Characteristics (SRC) of a student. Therefore, in the current attempt, we present
a multilayer CS measurement method that uses SRC for student’s skills prediction. The contributions of
the proposed method are threefold. First, during quantization, a multilayer model is initiated by splitting
SRC into five factors, and a specific range is assigned to each factor (timing schedules of studying, outing,
traveling to school, and free timing as well as parent’s relationships). Second, the range of CS (0–20) is
divided into 21 periodic intervals (with a period of 1). The component-wise division of SRC and CS is
to ensure prediction accuracy that makes the method more testable and maintainable. Third, it simulates
the nonlinear relationship between CS intervals and SRC layers using Gauss–Newton method. Finally,
we achieved six mathematical models for the SRC. During the experiment, the proposed method is tested on
the students’ performance data sets. The results reveal that the current approach outperformed the existing
CS measurement techniques because we achieved a significant precision (0.979), recall (0.912), F1 score
(0.9249), and accuracymeasure (0.937) values. In the end, this paper is concluded by comparing the proposed
method with competitive student’s skills prediction approaches.

INDEX TERMS Cognitive skills prediction, study-related characteristics model, student’s skills quantiza-
tion, student’s skills simulation.

I. INTRODUCTION
Cognitive Skills (CS) prediction is essential to track the
time-varying knowledge state of a student. Discovering
knowledge state can enable school management to pin-
point the weaknesses of students in their performance and
help them in recovering these deficiencies, e.g., recom-
mend a psychologist, the student need their parents to
reschedule study related timing. The prediction of the stu-
dent’s CS depends on different factors, e.g., study sched-
ule, family-related characteristics, and problems due to
frustration [1]. Literature has related CS with these students’
characteristics [2]–[5]. There are prior methods that predict
students’ CS using grades and study-related information of
the students [6]–[8]. Lindsey et al. [9] presented an approach

that predicts students’ skills by using their performance data
(exercise solution can be correct or incorrect). According to
this particular technique, the skills of the student increases
monotonically with the correct answer to an exercise. Addi-
tionally, the CS of the student has no specific limit because
it increases monotonically with the correct solutions of the
student.

These methods provided significant contributions in the
field of student’s CS prediction; however, such techniques are
insufficient for the measurement of CS in different circum-
stances, e.g., students’ prediction of primary, secondary and
higher studies institutions. To accurately modulate student’s
CS, the recent methods have limited capabilities to address
quantization, modulation, and simulation of Study-Related
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Characteristics (SRC). The SRC consists of travel schedule,
study schedule, outing schedule, free timing and the relation-
ship between parents. Consequently, ignoring the relation-
ship between SRC and CS can compromise the accuracy of
the student prediction method. Focusing SRC can add two
essential featured areas to the prediction model; (1) identify
problems in daily life activities, and study related timing
schedule of the student, and (2) discover issues created by the
bad relationship between student’s parents. Thus, the recent
methods are incapable of addressing new challenges in CS
measurement, i.e., (1) quantize Study-Related characteris-
tics (SRC) and skills of the student, (2) design a multilayer
model of SRC for the simulation of the relationship between
CS and SRC, and (3) initiate a mathematical solution for the
simulation of the nonlinear relationship between CS and SRC
layer model. Therefore, through accurate quantization and
modulation of SRC andCS, themethod can efficiently predict
CS of the students. The technique can track the knowledge
state (weaknesses and strengths) of a student. The student’s
study schedule and family-related environment affect the par-
ticular level of CS [10]–[15]. Thus, the identified weaknesses
can be overcome through a proper guideline provided by the
psychologist or a tutor. The in-depth investigation has enabled
us to the simulation of the relationship between CS and
SRC for the student’s skills prediction. Such simulations can
increase the accuracy of the prediction method. Therefore,
in the current attempt, we have proposed a method that quan-
tizes CS and SRC. It iteratively modulates the relationship
between SRC and CS.

During quantization, the proposed method splits SRC into
five factors, and then specific ranges are assigned to these
factors, i.e., 1) travel timing schedule between school and
home (range is 1 to 5), 2) study schedule (range is 1 to 4),
3) outing schedule (range is 1 to 5), 4) free timing (range
is 1 to 5), and 5) parent’s relationship (range is 1 to 5. 1 is
referred to as bad relationship while 5 denotes the excellent
relationship). Furthermore, dividing SRC into five factors
are referred to as the multilayer model of the method. The
technique has split the range of CS (0 to 20) into 21 periodic
intervals (with a period of 1). This particular quantization of
CS increases the accuracy and preciseness of the student’s
skills prediction because it has enabled us to build a prediction
technique that can calculate component wise (CS periodic
outcomes) CS values. Such CS range makes the proposed
method more maintainable and testable. Each factor of SRC
has a nonlinear relationship with CS intervals. The proposed
method uses the Gauss-NewtonAlgorithm (GNA) to simulate
the nonlinear relationships between SRC and CS. GNA iter-
atively simulates the correlation between CS and each factor
of SRC. Eventually, we have achieved five model equations
for travel timing, study timing schedule, outing schedule
and family environment between student’s parents while two
model equations for free timing schedule. Therefore, themain
contributions of the proposed technique are threefold.
• The proposed method has quantized students’ study-
related characteristics and CS.

• To evaluate the expected value of a student’s CS,we have
developed a five-layered (multilayer) model of SRC.
Each layer of SRC has a nonlinear relationship with the
periodic intervals of student’s CS.

• To simulate the nonlinear relationship between CS and
SRC, we have achieved six model equations for the SRC
multilayer model.

During the experiment, the proposed method was tested
on the students’ performance datasets [6], [16]. The results
illustrated that the proposed method achieved a significant
prediction accuracy. Besides, the accuracy of each model of
the proposed method is evaluated separately. The results of
these models showed that the proposed method outperformed
the existing CS measurement techniques. Thus, the current
approach successfully simulated the relationship between CS
and SRC because precision, recall, F1 score and accuracy
measures represent significant performance values. Finally,
the current method is compared with the competitive CS
prediction approaches that concluded the current work.

Moreover, section II presents the related work. The quan-
tization is explained in section III while the simulation is
discussed in section IV followed by results, comparison, and
discussion in section V. The paper is concluded in section VI.

II. RELATED WORK
The extensive study of the human cognitive system shows that
the cognition uses the information to guide and initiate the
expected actions of a person [17]–[24]. Such information is
obtained during the interaction of an individual with the exter-
nal world. More specifically, the cognitive system is an infor-
mation processing technique that quickly affects the studies
and family routine activities of the students. This cognitive
structure is influenced by study schedule and family-related
characteristics of a student. Here the most important feature is
the identical structure of the information processing system of
a student that can predict the expected performance of a stu-
dent. Therefore, the cognitive structure and the characteristics
as SRC can be used for the development of a skills prediction
algorithm (cognitive architecture).

Xu et al. [8] focused on accurate prediction of students’
skills for the qualification of degree requirements. They have
addressed three challenges as ; (1) difference in student
background, (2) the selected courses may not be equally
informative for prediction, (3) the progress information of the
student. Their proposed technique has successfully addressed
these challenges by multiple base predictors and data-driven
approach (that based on matrix factorization). This particu-
lar technique has mainly focused on the evolving states of
the student’s performance as well as course relevance. This
method has many deficiencies to achieve accurate quantiza-
tion of students’ skills as well as quantization of those factors
which can positively or negatively affect these skills, e.g.,
studying, outing and the traveling schedules between school
and home as well as the relationship between a student’s par-
ents. On the other hand, our current attempt is to accurately
quantize such factors and then modulate it as the layers of the
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umbrella. Therefore, we can check the expected value of CS
under the influence of the proposed umbrella.

Kidziński et al. [25] focused on the student’s skills pre-
diction algorithm analysis. The main challenge in students’
skills prediction area of research is the selection of student’s
performance related factors. The second important approach
is to accurately quantize these factors while the third chal-
lenge is to define an iterative and sub-iterative method for
the measurement of students’ CS. During iterative system
development, we need a method (e.g., Gauss-Newton algo-
rithm, Bayesian inference, and Recurrent Neural Network,
etc.) that can calculate and simulate the relationship between
SRC and students’ CS [26]–[30]. Bergin [31] has Ph.D. thesis
on the development of techniques for the prediction of CS
of a student. It has two classes as outcomes of CS (class
one=weak, or class two=strong skills). According to the
selected challenges of the thesis, the author has significant
contributions; however, this literature has a lack of accurate
selection of range. It is also insufficient in quantization and
collection of related factors to predict CS before student’s
performance (study schedules and family-related issues).

Pojon [32] investigated different machine learning tech-
nique as Naive Bayes, decision tree, and the regression analy-
sis but thismethod is not able to predict student’s performance
that based on quantization and simulation. This work also has
a lack of focus on the splitting of student’s characteristics
into different layers as well as modeling. They also have
focused on feature engineering that mainly taken the features
of the dataset. Furthermore, Iqbal et al. [33] used real-world
data (collected in information technology university Lahore).
They compared the collaborative filtering matrix factoriza-
tion and restricted Boltzmann machine to predict the skills of
the students that based on their grades. It has been elaborated
in the literature that a student’s performance is dependent on
their study-related schedules. So, this method has limitations
for the accurate measurement of CS during cognitive tasks
(prediction based on SRC). Lillard et al. [34] proposed a
method for the childhood development. It has limitations dur-
ing evaluation of the study-related, and family-related char-
acteristics. Therefore, it can compromise the efficiency of the
student’s prediction method. The basic course as grammar
and comprehension is essential for a good outcome in each
subject, but SRC and its quantization increase the accuracy
of the method.

Garbacz et al. [35] expressed that family environment and
education play a crucial role in the improvement of student’s
skill. Therefore, working with CS measurement, we need
psychological finding to identify the relationship between CS
and SRC. The family environment and parents’ relationship
can overcome by family structure recommendation (a psy-
chologist can suggest that). Ohye et al. [36] focused on three
generation family structure to address the challenges and
problems in a family system. Fosco et al. [37] also concen-
trated on the family-related issues that are addressed by fam-
ily checkup. Therefore, the most significant attribute of SRC
is the family relationship of a student. Thus, the primary need

is to select the correct family and study related characteristics
of the students and then correctly quantize it to modulate the
relationship between CS and SRC.

The proposed method is scalable for CS measurement
during the primary, secondary as well as higher educational
institutions. In literature, we have no in-depth and suffi-
ciently scalable solution for measuring and tracking student’s
CS that need specific attention from a psychologist or a
teacher. Therefore, addressing the current challenges of the
proposed method can enable us to precisely and accurately
predict student’s CS. Käser et al. [38] attempted to ana-
lyze and predict student’s performance that based on math-
ematics course results. This particular dataset is obtained
from a computer-based training system. As according to the
proposed challenges, this method has different deficiencies,
e.g., static in factor selection (only performance of mathe-
matics) as well as no proper quantization of student’s CS.
Furthermore, it has no iterative system that enables us to
refine the relationship between CS and student character-
istics, e.g., RNN remembers the previous outcome of the
method [39]–[44]. Therefore, the previous outcome and the
values of the SRC can bring together to predict the outcome of
a student’s performance. Thus, we need to develop an iterative
system that can automatically refine the relationship between
SRC and CS outcome.

Furthermore, Livieris et al. [45] discussed the implementa-
tion of a tool in student’s CS prediction scenario. This partic-
ular tool uses a neural network classifier to predict the perfor-
mance of a student in a mathematics course. In student’s CS
measurement circumstances (during cognitive tasks), focus-
ing only on tools can compromise the novelty of the method
because an accurate and precise prediction system need
proper quantization and modulation of the problem. We can
use these tools (RNN, NN, and Bayesian Inference, etc.) in
a different node of our proposed model because the most
significant innovation is to define a technique that can iter-
atively address the challenges of the student’s CS prediction.
Furthermore, the deficiencies and weakness in a student’s
CS are overcome through a psychologist or a tutor. For the
improvement of student’s skills, the role of a teacher or a
psychologist is essential.

Rovira et al. [46] proposed a data-driven approach to
measure the relationship between the academic information
and their characteristics. They mainly focused on the grades
and personalized recommendation of the specific courses.
However, only analyzing the well-known machine learning
technique decreases the accuracy of the prediction because
student’s skills simulation need a proper focus on the quanti-
zation and iterative modulation of the factors (SRC and CS).
Furthermore, accurate quantization and iterative design of
prediction techniques are essential because the relationship
between CS and student’s characteristics is nonlinear. In addi-
tion, Liu et al. [47] demonstrated a collaborative learning
approach that based on a cognitive model. This work mainly
focused on the prediction and improvement of student’s CS.
The teamwork and facilitating environment of the student
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TABLE 1. Quantization of CS outcome.

can enhance the particular CS level. These methods provided
meaningful and significant contributions to the student’s CS
measurement approach; however, such methods are insuffi-
cient to address the specific challenges of the current attempt.
Therefore, these limitations convinced us to develop a new
technique for the quantization and iterative modulation of a
students’ CS as well as SRC.

III. QUANTIZATION
This section describes the particular quantization and iterative
modulation of SRC and CS of a student. Firstly, the method
has split the range of student’s CS (0 to 20) into 21 periodic
intervals (with a period of 1). Resultantly, we have achieved
a component-wise quantization of student’s skills that has
ensured a significant prediction accuracy and precision. Fur-
thermore, to overcome the high nonlinearity of CS and SRC,
the technique organizes the outcome of CS into four parti-
tions. Every partition consists of five outcomes of CS which
is given below.
• The range of first Partition (P1), the second partition
(P2) and third partition (P3) are 0 to 5, 6 to 10 and
11 to 15 respectively. The particular range of fourth
partition (P3) is from 16 to 20.

Furthermore, the detail descriptions are given in Table (1).
These partitions are referred to as Low CS (P1), Average
CS (P2), Good CS (P3) and Excellent CS (P4) outcome parti-
tions. The lower and upper bounds of the proposed prediction
models are 0 and 20 respectively. Moreover, the calculations
of the posterior probabilities of CS outcomes are beyond the
scope of this study. On the other hand, the critical section of
the current study is to quantize and modulate SRC to achieve
a solution for the particular challenges of the method. During
this process, the characteristics of SRC are split into five
layers as (1) travel schedule, (2) study schedule, (3) outing
schedule, (4) free timing and (5) the environment of the home

of a student which is also referred to as parent’s relationships.
Thus, a specific range is assigned to each layer which created
a five-layered model of SRC. The primary goal of splitting
SRC into multiple layers is to efficiently modulate and simu-
late the nonlinear relationship between CS intervals and SRC
of a student. Furthermore, splitting SRC into multiple layers
is to ensure the accuracy and preciseness of the student’s
skills prediction method. The five-layered model can easily
be escalated by adding other necessary characteristics of a
student. The first layer of the model is referred to as the travel
schedule. This layer manifests the round trip timing between
the student’s school and home. It shows a particular time
in which a student can reach and come back from school.
Fig. (1) shows the quantization details and the specific ranges
of the five layers of SRC.

The study time reveals that how many hours a student
studies (irrespective of schooling time) while the outing
time represents the refreshment schedule (in hours) of a
student. Free time shows a student’s timing schedule for
other activities (except for sleeping and the above-defined
schedules). Finally, the family environment represents the
relationship between the students’ parents. It shows the
understanding level between the parents of a student. This
particular parent’s relationship has a range from 1 (bad
relationship) to 5 (excellent relationship). Thus, we have
obtained a five-layered model of SRC. Resultantly, the pro-
posed method has assigned ranges (from 1 to 5) to four
partitions (travel, outing, free timing and family relationship).
On the other hand, a separate range (from 1 to 4) has assigned
to the study schedule of a student. In addition, Fig. (1)
shows a detailed framework of the proposed method. This
particular framework demonstrates the quantization steps as
well as the iterative designing of SRC five-layered model.
Fig. (1) also shows the simulation design of the proposed
method.
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FIGURE 1. Framework of the proposed method (SRC and CS quantization, designing a
multilayer model of SRC and then defining particular steps of CS simulation)

During quantization, we have two main categories as CS
quantization and student’s characteristics (SRC) quantiza-
tion. The CS category has three further sections as defining
a range for CS, partitioning this particular range and then
distributing the outcomes of CS between these partitions.
On the other hand, student characteristics have two sections
which are referred to as partitioning and the development of
ranges. In the partition section, the student’s characteristics
are divided into the five-layered model which are explained
earlier. In the development of ranges section, the technique
defines specific ranges for each layer of a student’s SRC.
In simulations, the method uses the Gauss-Newton Algo-
rithm (GNA) for the parameter estimations. The detailed
explanation of the simulation of the relationship between
CS and student’s characteristics are given in the following
simulation section of the current study.

IV. SIMULATION
The relationships between CS and student multilayer model
of SRC are highly nonlinear because many factors continu-
ously affect the statistical association between these human
factors. To overcome the problems created by such high
nonlinearity are very challenging. Thus, the proposed method
has organized the CS outcomes (21 outcomes) into four
partitions. Such partitioning is to ensure efficient control of
the proposed technique on high nonlinearity issues. Each
partition of the CS consists of five outcomes of CS which
are also shown in Table (1) (P1 to P4, each partition range is
defined). Now the most critical task is to choose a machine
learning technique for the particular parameters estimations
between CS and SRC model (five-layered model). Thus,
the proposed method uses the nonlinear least squares tech-
nique for the parameter estimations and simulations of the
relationship between CS-partitions groups and the layers of
the SRC of a student. Therefore, we use the Gauss-Newton

Algorithm (GNA) for the particular parameters estimations
that help in the simulation of the nonlinear relationship
between CS and SRC. The fundamental reason behind the
selection of GNA technique is to simulate the highly nonlin-
ear least square problem efficiently. Besides, GNA is quite
relevant for the solution of the problem description of our
method. To iteratively re-estimate the unknown parameters
of the model of SRC, GNA plays an essential role (com-
paratively) by simulating the nonlinear relationship between
CS and student’s characteristics. Working with the nonlinear
relationship between CS and SRC is very challenging for
other techniques (Bayesian Inference, Recurrent Neural Net-
works); therefore, by Taylor series, the GNA has efficiently
estimated the unknown parameters of the proposedmultilayer
model. Therefore, GNA is embedded in the proposed method
for parameters estimations between CS partitions and the
model of SRC.

During simulation of the relationship between CS parti-
tions and SRC, the method tries to fit a mathematical model
to the data. Therefore, the student’s characteristics play a
role of an umbrella while their partitions are referred to as
layers of the umbrella. The proposed method evaluates each
partition of CS outcome under the influence of each layer
of the student’s SRC model. Thus, our method simulates the
nonlinear correlation between each partition of CS outcomes
and SRC (csi = f (SRC, θ) + ε) of a student using the
nonlinear least square technique. The mathematical models
for the simulation of the correlation between CS and stu-
dent’s characteristics are nonlinear in parameters. Therefore,
the proposed method will transform the nonlinear model into
the locally linear model. So, we have the initial model as
follow.

csi = f (SRC (i), θ)+ εi (1)

In Eq. (1), the error εi = csi − (SRC (i), θ) while csi
represents CS outcomes’ partitions (i = 1 to 4), SRC shows
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the partitions of the student study-characteristics as well as
family-related problem (SRC). Furthermore, weminimize the

error with respect to θ (θMin
{ N∑
i=1
εi
}
). To initiate the iteration,

the method need the initial guess for the parameters θ . Thus,
lets say θ̄ = initial guess solution. Now, to transform the
nonlinear parameter model to linear model, we use Taylor
series. So, we obtain the following model.

csi = f (Studentchar , θ̄)+ (
∂f
∂θ1

)θ=θ̄4θ1 + ...

+ (
∂f
∂θm

)θ=θ̄4θm + ε (2)

Eq. (2) shows Taylor series with parameters (θ and θ̄ )
during simulation of the method. Now it is linear in the
parameter model.

A. TRAINING SETS
The proposed method has initiated the simulation of the
relationship between CS-partitions and the model of SRC
using two datasets [6], [16]. The public dataset contains
information about the student’s characteristics and grades
(G1, G2, G3). Therefore, during the proposed method sim-
ulation, G3 is referred to as CS-outcomes that has a specific
range (0 to 20). The method simulates the statistical associ-
ations between SRC and CS (G3) while ignoring the other
characteristics of the student. The data is highly nonlinear
because the values of G3 have a statistical association with
many other factors of the student. We divide the dataset into
two sets: (1) the training set (70%) and (2) validation set
(30%). Furthermore, to efficiently train the proposed method,
we obtained another dataset that was collected during psy-
chological experiments for the simulation of the relation-
ship between CS and Basic Human Factors. In this dataset,
the target attribute G3 (CS) has a strong correlation with
other student characteristics and family-related attributes.
Appendix A shows a sample from the psychological experi-
ment based dataset. The first column of the table illustrates
the related attributes of the dataset while the rest of the
columns manifest the values of these particular attributes.
In addition, this dataset is also divided into training and
validation sets (training set is (70%) and (2) validation set
is (30%)). In the simulation section, the training sets are
used for parameters estimations and mathematical models
building while the validation sets are used in the experiment
section to test the accuracy and preciseness of the proposed
method. Resultantly, we achieved a model of equations for
every layer of the multilayer model of SRC. These model
of equations are in the form of functions where each layer
applied a specific action on CS partitions. The first simulated
model of the relationship between CS-partitions and SRC
model is referred to as travel schedule which is given by the
following equation.

cs(tt) = ((θ + γ )− (α + tt))+ cos(ω) (3)

Eq. (3) represents a model equation for the simulation of the
statistical association between CS and travel time (tt). During
the simulation process, the proposed method achieved four
estimated parameters as θ = 3, γ = 11, α = 2 and ω = 1.3
that are referred to as parameters of the model. The statistical
analysis shows that an increase in travel time has a negative
impact on CS of a student. Therefore, the achieved simula-
tion model successfully modeled this particular relationship.
The prediction of this model focuses on the relationship
between CS-partitions and the student’s SRC multi-layered
model because the statistical association between CS and
SRC is highly nonlinear. In addition, the simulation of a
single CS-outcome and SRC model is beyond the scope
of the current attempt. Furthermore, the proposed method
achieved a mathematical model for the second layer of the
SRC which is referred to as a study schedule of a student.
Thus, the simulated statistical association between CS and the
student’s study schedule is given by the following equation.

cs(st) = (α + γ )+
{
θ + ω

st

}
(4)

In Eq. (4), st represents the study time of a student that has
a range from 1 to 4 hours. The proposed method achieved
a successful estimation for four unknown variables as θ =
3.41, γ = 3.9, α = 2.3 and ω = 2.369 which are known as
model parameters. This particular layer of SRC successfully
achieved the goal of simulation of the relationship between
CS-partitions and study schedule by adding the estimated
parameters to Eq. (4). Furthermore, the method simulated
the relationship between CS-partitions and student charac-
teristic SRC layer as family relationship. A range (from 1 to
5 while 1= worse and 5=very good) describes the quality of
family relationships. The statistical analysis shows that CS is
increasing with increase in understanding between a student’s
parents. Therefore, the obtained simulation model is given by
the following equation.

cs(fr) =
√
(fr × α)+ (fr + θ )× ω (5)

In Eq. (5), the variable fr represents the quality of the
relationship between the independent variables (student’s
parent’s relationship). The proposed method has simulated
the nonlinear relationship between CS-partitions and the
third layer (parent’s relationship) of SRC by achieving the
estimated parameters as α = 2, θ = 1.5, and ω = 2.
This layer of SRC obtained three parameters for simulations.
Furthermore, the fourth layer of the SRC is referred to as
outing schedule of a student (outing with friends: 1 is very
low while five is very high). The particular data analysis
shows that outing schedule has a positive relationship with
CS because student’s skills increasewith an increase in outing
time. The proposed method has developed a new model for
the outing schedule layer of SRC which is given by the
following equation.

cs(gout) =
(gout × (θ + ω))

√
α

− gout (6)
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In Eq. (6), the variable for outing schedule is represented
by gout . Furthermore, the parameters that contributed to the
simulation are α = 3.8, θ = 4.8, and ω = 4.5. These
particular parameters are estimated to finalize the mathemat-
ical model for the simulation of the nonlinear relationship
between CS-partitions and outing schedule layer of SRC.
Moreover, the last layer of SRCmulti-layered model is called
as free timing schedule (or no activity schedule) of a student.
This factor illustrates that a student can have free time (free
time after school: 1 is referred to as very lowwhile five is very
high) regardless of the time of schooling, outing, traveling
and study time. According to statistical analysis, free timing
is divided into two groupswith a domain from 1 to 3 hours and
from 4 to 5 hours respectively. The purpose of division is to
achieve accurate simulation model because the first group has
a positive relationship while the second group has a negative
relationship with CS of a student. Firstly, the simulation of
the first group of free-timing schedule is achieved which is
given by the following equation.

cs(Ftime1) = (α + θ )+ (Ftime1 × ω)+ sin(γ ) (7)

In Eq. (7), the free-timing of the first group is shown by Ftime1
while the estimated parameters are given by α, θ, γ and ω
where α = 2.7, θ = 2.5, γ = 2.4 and ω = 3.2. This
particular four estimated parameters successfully simulated
the nonlinear statistical correlations between CS-partitions
and the first group of free-timing of the SRC model. More-
over, the proposed method has achieved the simulation model
of the second group of the free-timing layer of SRC. Thus,
the second group free-timing layer is given by the following
equation.

cs(Ftime2) = (α + θ )+
{
ω − Ftime2
√
γ

}
− Ftime2 (8)

In Eq. (8), Ftime2 represents the second group of the
free-timing layer of SRC while the four parameters are esti-
mated to achieve accurate simulation results. These particular
parameters are α = 6.9, θ = 7.4, γ = 4 and ω = 8 which
have efficiently simulated the nonlinear relationship between
the four particular partitions of CS and the second group of
the free-timing layer.

B. QUALITATIVE ANALYSIS
This section describes the accuracy and preciseness of the
proposed CS measurement method. During qualitative anal-
ysis, we have examined the proposed method by precision,
recall, F1 score and accuracy measures.

1) VALIDATION SET
During the experiment, we have used validation sets to evalu-
ate the accuracy of the model. As we discussed earlier that the
datasets are divided into two sections [6], [16]. The validation
sets section of the dataset is used to test the accuracy and
preciseness of the method. Due to the nonlinear form of
the data, the method has further split CS-outcomes into four
groups (As discussed earlier). Therefore, the accuracy of each

layer of the proposed multilayer model of SRC is evaluated
separately. We have achieved a significant accuracy for every
layer of the SRC which are explained below.

2) PREDICTION ACCURACY ANALYSIS
The prediction accuracy of the travel schedule layer of SRC
is shown in Fig. (2). The dotted line graph illustrates the
predicted values of the model. The predicted values can
map to any partition of the CS outcomes. Four parameters
are contributing in this model which are shown by α, θ, γ ,
and ω. By the estimated parameters, this layer successfully
simulated the nonlinear relationship between CS and the
travel schedule of the student. The relationship between travel
schedule and CS is negative because CS is continuously
decreasing by an increase in the travel timing. The pro-
posed mathematical model for travel schedule successfully
achieved the simulation goal of the method.

FIGURE 2. Manifests the predictions result of the travel timing model.
Travel time shows the total time of the trip between home and school of
a student.

To further evaluate the prediction accuracy, we have shown
the particular partitions of CS outcomes as P1 (0 to 5), P2 (6 to
10), P3 (11 to 15), and P4 (16 to 20). This representation is
to ensure the accuracy and to calculate the precision, recall
and F1 scores of each layer of the proposed multilayer SCR
model. The particular F1 is a good metric when the prediction
of the model is built on an imbalance data. Therefore, our
metric contains true positive P1 to P4 (TP1 to TP4) and
false positive P1 to P4 (FP1 to FP4) as well as true negative
(TN1 to TN4) and false negative (FN1 to FN4). Further-
more, the accuracy of the model is achieved by the following
equation.

Accuracy =

4∑
i=1

(TPi)

4∑
i=1

(TPi + FPi + TNi + FNi)

(9)

Eq. (9) represents the model for the calculation of the accu-
racy of the proposed model of SRC where i = 1 to 4. TP rep-
resents true positive, FP shows false positive, TN represents
true negativewhile FNmanifests false negative. The list of the
accuracy measures of the method are given in Table (2). Dur-
ing the experiment, we have obtained a good and satisfactory
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TABLE 2. Qualitative measures.

level of the accuracies for P1 to P4 that are shown in Table (2).
Furthermore, the precision measurement is obtained by the
following model.

Precision =
(TPi)

TPi +
3∑
i=1

(FPi)

(10)

Eq. (10) is to measure the preciseness of the models. The
parameters of Eq. (10) are explained earlier. For the travel
schedule of the student, we have obtained a significant preci-
sion level (from P1 to P4) that is given in Table (2). Moreover,
the recall of the predicted values is obtained by the following
equation.

Recall =
(TPi)

TPi +
3∑
i=1

(FNi)

(11)

The Eq. (11) is to calculate the particular recall value of
the SRC. We have achieved an excellent recall level for the
travel schedule layer of the multilayer model of SRC (P1 to
P4CS outcomes partitions) that is illustrated in Table (2). Fur-
thermore, the most critical measure is the F1 score because
it calculates the preciseness of the model with imbalance
predicted data. Thus, the F1measure is given by the following
equation.

F1 = 2×
Precision× Recall
Precision+ Recall

(12)

Eq. (12) represents the model of the F1 score measure.
By this measure, we have achieved an excellent value for
the travel schedule of the method that is shown in Table (2).

The statistical association between CS and study schedule
layer of the SRC multilayer model is successfully simulated.
So, the Fig. (3) Illustrates the prediction results of the study
schedule layer of the proposed method. It demonstrates that
the prediction results and actual values of CS belong to the
same partition of the CS outcomes. During model building,
we estimated four parameters (α, θ, γ , and ω) that have
helped us in the successful simulation of the study schedule.
The further exploration of the prediction result (that how
much its close to actual CS outcome) of the model is beyond
the scope of the current study. Furthermore, the preciseness
and accuracy of the model are obtained by accuracy mea-
sure, recall, precision and F1 score measures that are given
in Table (2). These measures give us excellent outcomes for
the particular four partitions of the CS outcomes (P1 to P4).

FIGURE 3. Shows the study timing model result of the SRC. The
figure illustrates the values of the parameters.

The next mathematical model for the third layer of SRC
multilayer model is referred to as a family environment of
the student. Family environment means that how good is the
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relationship between the student’s parents. The CS outcomes
have a positive statistical association between family relation-
ship and CS because CS is increased as with the increase in
understanding between parents of the student. The simulation
results are compared with actual CS outcomes that are shown
in Fig. (4). The estimated parameters (α, θ , andω.) efficiently
contributed to the simulation of the model. The results man-
ifest a good accuracy level of the prediction model because
the actual and predicted values of the CS belongs to the same
partitions (in each iteration). This model is further explored
by the F1 score, precision, recall and accuracy measure that
also show significant accuracy results. The outcomes of these
measures are shown in Table (2).

FIGURE 4. Reveals that the statistical association between CS and family
relationship is simulated by the propose model.

The fourth layer of SRC multilayer model of a student is
referred to as outing schedule. The proposed model simulates
the nonlinear relationship between CS and outing schedule.
In addition, the prediction results are shown in Fig. (5). The
dotted line graph and actual values of the CS are mapping to
the same partitions. The estimated parameters are α, θ , and
ω. Furthermore, the measurement of the preciseness of the
proposed model is obtained by accuracy measure, precision,
recall and F1 score. These particular measures have shown
excellent and satisfactory results for the family relationship
layer of the proposed multilayer model of SRC. The results
of these particular measures are given in Table (2).

FIGURE 5. Illustrates the simulation result of outing time model of
student characteristics. This shows the predicted and actual CS values
where the predicted values are obtained by the propose model.

The fifth (last) layer of the SRCmultilayermodel is divided
into two groups that are referred to as first group free-timing
schedule (1 to 3 hours) and second group free-timing sched-
ule (4 to 5 hours). An increase in the timing of the first

group free time schedule has a positive relationship with CS
outcomes because CS is increasing with an increase in the
free-timing of the student. On the other hand, the particu-
lar second group of free-timing has a negative correlation
with CS because of an increase in time (hours) negatively
influence CS of a student. The results of the first group
are shown in Fig. (6) which have four estimated parameters
(α, θ, γ , and ω) while an independent variable. Moreover,
the second group result is shown in Fig. (7) that also shows
the same four parameters with different values. The technique
has successfully simulated the relationship between CS and
the two groups of free-timing schedule. The results have
manifested that the accuracy of both the layers of SRC is
satisfactory and significant because the predicted and actual
values belong to the same partition of the CS outcomes.
Furthermore, the precision, recall, accuracy and F1 score
measures are used to calculate the fitness of the model for the
particular problem of CS measurement of the student. These
measures have shown that both the model (group 1 and 2)
outperformed the existing methods because we obtained an
impressive outcomes as the results of these measures. More-
over, the values of these measures are given in Table (2).

FIGURE 6. Shows the model of the first group of the student
characteristic ‘‘free timing (1 to 3 hours)’’.

FIGURE 7. Shows the result of the second group of the free timing. The
figure illustrates that the proposed model successfully simulated the
statistical association between CS outcomes and student characteristic =

free timing (4 to 5 hours)

3) PREDICTION ANALYSIS OF STUDY RELATED
CHARACTERISTICS
This section represents the factor-wise prediction analysis of
the proposed method. During this process, we have inves-
tigated prediction performance by increasing (stepwise) the
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values of input of the student’s characteristics (SRC). By this
process, we have achieved predictions of CS that are shown
in Fig. (8) to (13). The prediction results manifest that we
have successfully obtained our goal by simulating the rela-
tionship between CS and each layer of the SRC multilayer
model. The simulation results of the travel schedule and
CS are shown in Fig. (8). The prediction shows that CS is
decreasing with an increase in the travel schedule (traveling
time between school and home). This particular Fig. (8) man-
ifests the highest value of CS outcome under the influence
of 1 while the lowest value of CS under the influence of 5.
Fig. (9) shows the prediction results of outing schedule model
of the proposed method. The simulation results show that an
increase in the outing schedule has a positive impact on stu-
dent skills. Under the influence of 1 (as an outing schedule),
we have the lowest value of CS while under the influence
of 5 (as an outing schedule), we have a highest CS value
for a student. Such results clearly illustrate that the nonlinear
relationship between CS and outing schedule are successfully
simulated.

FIGURE 8. The values of student CS continuously decreasing with
increase in travel timing schedule.

FIGURE 9. CS values of student is increasing with an increase in outing
time schedule.

Fig. (10) demonstrates the results of family relationship
model of the proposed method. The particular relationship
between CS and family environment of the student is always
very strong. The CS outcome of a student is always pos-
itively impacted by good family environment because the
figure shows that the CS of a student increases with an
increase in the values of the student’s family relationship. The
model has the lowest outcome with respect to 1 while it has
the highest CS value with respect to 5. Fig. (11) represents
the results of the study schedule. The simulation results show

FIGURE 10. Represents the simulation results of family relationship. The
CS value increases with the betterment in understanding between
student parents.

FIGURE 11. Simulation results show that CS is decreasing with increase
in study time schedule.

that a student has the highest CS under the influence of 1
while it has the lowest skills under the influence of 4 (as
study schedule). The next layer of the SRC multilayer model
of the proposed method is free-timing schedule. According
to the relationship between CS and free-timing schedule,
we have divided free time into two groups (as discussed
earlier in prediction accuracy analysis sub-section). The first
group has a positive relationship with a student because CS
is increasing with an increase in free time. As with 1-hour
free-timing, we obtained the lowest values for CS while with
3 hours free-timing, we have achieved the highest values for
student’s CS. The second group has a negative relationship
with student’s skills because, with an increase in the free
time, the student’s skills are decreasing continuously (4 has
the highest CS while 5 has the lowest CS). The Study-related
Characteristics (SRC) of the student have five primary factors
(timing schedules of studying, outing, traveling to school,
and free timing as well as parent’s relationships). To increase
the efficiency and accuracy of the student’s skills prediction,
every factor of the SRC has considered as a separate layer
which has produced better results (precision, F1 score, accu-
racy, and recall) as compared to the six-layered (or with more
layers) model. Furthermore, to avoid uncertainty and ensure
transparency, we have chosen the multi-layered (with five
layers) model of SRC.

4) COMPARATIVE ANALYSIS
The comparison of the proposed technique is conducted
with three competitive methods as Automatic Discovery of
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FIGURE 12. Manifests the first group of free time while CS is increasing
with an increase in free time schedule of a student.

Cognitive Skills (ADCS) [9], Machine Learning Approach
for Tracking and Predicting Student Performance (MLTPSP
approach) [8], and Biologically Inspired Cognitive Skills
Measurement Approach (BICSM approach) [6]. The ADCS
has presented a technique that discovered the CS of a student
by using student’s performance datasets. The skills of the
student have increased with the correct attempts of exercises
because latent skills are attached to each exercise. Therefore,
these latent skills increase the expected accuracy of the stu-
dent. Furthermore, to attach (with expected prediction value)
the skills identified by experts (e.g., teachers), the method
has used a nonparametric Bayesian technique and weighted
Chinese restaurant process to calculate the prior probability
of the student’s performance. Comparatively, our technique
is novel and differ from ADCS. The most important feature
of the proposed method is to extend the motivation of ADCS
towards the discovery of the student’s CS affected by their
characteristics. The relationship between the student’s par-
ents and study-related schedules are quantized and modu-
lated. Thus, the current method also extendable towards CS
measurement during job interviews andwritten examinations.
The ADCS has a lack of addressing those student’s character-
istics (SRC) that are beyond the school studies circumstances.
Therefore, the proposed method is to quantize SRC and then
construct a multi-layered model (multilayer SRC) to discover
and simulate the nonlinear relationship between SRC and CS.

Developing such multilayer architecture increases the pre-
cision of the method because it makes the proposed method
more testable and maintainable. The SRC can easily affect
a student’s CS because these are common characteristics of
cognitive tasks. The second innovation is to quantize CS of
a student. According to ADCS, the skills of a student have
no specific limits (range) because it increases monotonically
with correctly attempting exercises. Defining a particular
range for CS is essential to categorize student skills into
different categories, e.g., poor CS, Good CS or excellent CS.
On the other hand, the proposed technique has adequately
quantized CS and further split it into 21 periodic intervals.
Defining such range help us in measuring the accuracy of
the proposed prediction technique. Furthermore, splitting the
range into periodic CS-outcomes ensure prediction accuracy
because we have achieved the component-wise simulation
model for each student. In addition, the proposed range of CS

has enabled us to categorize CS intervals into four partitions
(very lowCS (0 to 5), average CS (6 to 10), goodCS (11 to 15)
and excellent CS outcomes (16 to 20)). Additionally, the pro-
posed method has evaluated the relationship between each
layer of the SRC model and CS intervals that has ensured the
accuracy of the current CS prediction technique. Our method
has achieved a component-wise simulation approach because
the particular statistical association of each layer of SRC
and CS interval is simulated separately. The component-wise
simulation has enhanced the precision of the current method.

Furthermore, the proposed method is compared with
another competitive method that is referred to as Machine
Learning Approach for Tracking and Predicting Student Per-
formance (MLTPSP approach) [8]. This approach has pre-
dicted student performance by addressing three challenges,
e.g., (1) student is varying due to background and courses
information, (2) Courses are equally informative or not, and
(3) student’s evolving progress should be added to the pre-
diction model. This method is insufficient to achieve efficient
quantization, design architecture for SRC and to simulate the
correlation between each layer of SRC and CS intervals. This
competitive method has a lack of precise quantization for a
student’s skills. Such quantization can help in the categoriza-
tion of student’s skills in a precise way. Furthermore, the par-
ticular competitive method has focused on the designing of
the predictor (multiple based) and probabilistic matrix factor-
ization while the proposed method has focused on enhancing
prediction accuracy by designing a multilayer model of SRC
and CS. The proposedmethod ensured accuracy by proposing
a specific range for CS and further splitting it into 21 periodic
intervals while the competitive method has a lack of such
features which can address the challenges of the proposed
method.

The proposed CS measurement technique is com-
pared with another competitive method known as BICSM
approach. This competitive method has proposed CS mea-
surement algorithm that simulates the nonlinear relationship
between CS and Basic Human Factors (BHF) (aging, infec-
tion, emotions, awareness, personality, education, and expe-
rience). This algorithm was split into three sub-algorithms,
(1) estimate BHF factor values, (2) validate the estimated
values of BHF, and (3) measure CS by using the estimated
values of BHF. Furthermore, this method has also defined a
continuous range for CS (0 to 10 on a Likert scale) with no
explicit quantization. It has also proposed specific domains
and ranges for BHF. Therefore, the nonlinear least square
method was used to estimate the unknown parameters. Fur-
thermore, it modulated the relationship between CS and BHF
which resulted in CS measurement algorithm. The proposed
technique is efficient and more detailed as compared to the
BICM approach. Our technique has focused on a specific
problem which has given us an important contribution to
the field of CS measurement. The proposed technique can
measure CS during studies of the students by targeting those
student’s characteristics that have a close relationship with
CS. These characteristics are referred to as SRC which are
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explained earlier. Furthermore, BICSM approach is very
ambiguous because it has too many BHF that is hard to
achieve the goal of an in-depth factor wise quantization and
simulation. Besides, our technique is new and accurate due
to the following technical reasons.

• The current method proposed SRC and then developed
a multilayer model for student’s characteristics (SRC
multilayer model).

• It assigned a range to CS of student and then divided
it into periodic intervals. Such division successfully
increased the accuracy of the method.

• It simulated the relationship between each layer of the
SRCmodel and CS interval. This feature of the proposed
approach efficiently enhanced the preciseness of the
method.

Therefore, the proposed technique is efficient and accurate
because it has defined different layers of SRC and then iter-
atively simulated the relationship between each layer and CS
intervals. Our technique is dynamic as compared to BICSM
approach because we need quantization for a new factor to
be added to our model while BICSM approach is static in
such situations. Furthermore, the proposed method is vali-
dated on the validation set (the dataset used for testing the
accuracy of BICSM approach). During this process, every
model of SRC layer is tested on the dataset. During this
process, the proposed layers of SRC are tested as a two
partition environment because the range of CS is from 0 to
10 in that particular dataset. The results show that the models
of the proposed method have achieved significant accuracies
as compared to BICSM approach. These particular results
are given in Table (3). These results have manifested that
we have achieved a significant accuracy on Mean Forecast
Error (MFE), Mean Absolute Deviation (MAD) and Track-
ing Signal (TS) measures. Therefore, the proposed method
has obtained more than 94% MFE for each layer of the
method. It shows that our technique accuracy is more than
94% (because MFE error is less than 3%). Finally, we have
obtained MAD and TS for each model which manifested that
our technique is comparatively significant.

5) SCALABILITY ANALYSIS
The proposed method is dynamic because it can utilize other
attributes of the students, e.g., study, family, and emotion
(frustration). This method described an architecture that can
be used in multifaceted environments, e.g., primary, sec-
ondary and higher studies institution as well as detection of
student’s skills during interviews and written examinations
because frustration always negatively affect CS during such
cognitive tasks. The student gets frustrated due to long drive
or travel as well as because of multiple rejections from an
interview. Ahmad et al. [6] have mainly focused on the data
analysis while in the current attempt we have developed a
dynamic architecture for the student’s CS that can identify
problems and weaknesses due to family and study related
schedules. Such problems can be further overcome through

proper check-up by a psychologist or a tutor. Furthermore,
the multi-layered architecture of the SRC are extendable by
addingmore layers in the future; however, this work is beyond
the scope of the current attempt. The recent methods are
insufficient to obtain such scalability as the proposed method
achieved.

V. DISCUSSION
The current attempt proposed a student’s Cognitive
skills (CS) prediction approach that based on their
Study-Related Characteristics (SRC). The proposed method
has addressed the following challenges.
• SRC can negatively or positively influence student’s CS,
and there is a strong nonlinear relationship between CS
and SRC.

• To ensure a good prediction precision and accuracy,
design a multilayer model that consists of SRC factors
of a student.

• Simulate the nonlinear relationship between CS and
SRC-based multilayer model by defining a mathemat-
ical method.

The recent methods are insufficient to address these particular
challenges. Thus, the proposed method split SRC into five
factors that created a five-layered model (also referred to as
a multilayer model) of SRC. The multilayer model consists
of travel-timing schedule between school and home, study
schedule, outing schedule, free-timing, and a relationship
between parents. Splitting SRC has enhanced the precise-
ness of the method by discovering the nonlinear relationship
between each layer of SRC with CS. A Specific range is
assigned to each layer of SRC. Besides, CS range (0 to 20)
is divided into 21 periodic intervals with a period of 1. The
division of CS and SRC is achieved to ensure precision and
prediction accuracy. Furthermore, to accurately simulate the
relationship between CS intervals and the model of SRC,
the method used the Gauss-Newton Algorithm (GNA). GNA
enabled us to simulate the relationship between CS and SRC.
Therefore, the proposed method achieved six mathematical
equations for the multilayer model of SRC (see Eq. (3) to
Eq. (8)). During the experiment, the current method was
tested on the students’ performance datasets. The results
of the experiment have shown that the proposed method
achieved maximum accuracy on precision, recall, F1 score
and accuracymeasures (see Table (2) and Fig. (2) to Fig (13)).

FIGURE 13. Shows the results of the second group of free time schedule.
It reveals that CS is decreasing with increase in free time schedule.

VOLUME 6, 2018 57481



S. Ahmad et al.: Multilayer Prediction Approach for the Student CSs Measurement

TABLE 3. Accuracy comparison.

TABLE 4. Psychological experiment based dataset sample.

VI. THREATS TO VALIDITY
Working with student’s skills prediction, we have reported
some limitations. The proposed multilayer model of SRC
is yet to evaluate for the enhancement of the CS measure-
ment performance because simulating too many factors in the
single study can make the proposed method imprecise. Fur-
thermore, factors as frustration and its severity can be quan-
tized to increase the scalability of the method, e.g., student’s
skills prediction during interviews and written examinations.
In future work, we have to evaluate the prediction results
(error between actual and predicted values) of each layer of
the multilayer model of SRC. The other threats to validity are
given below.
• To validate the performance of the current attempt,
we have merged two datasets (1. publicly available [16]
and 2. the second one is used by the literature [6])

to accurately investigate the accuracy of the method.
Therefore, in the future work, the proposed method need
to validate using more datasets. Besides, we have per-
formed a series of experiments and then evaluated the
technique on average performance in term of applied
evaluation measures.

• Due to the highly nonlinear relationship between CS
and SRC, we have partitioned CS-outcomes into groups
(P1 to P4) while in the future work, we may need to
simulate the statistical association between SRC and
each component of CS-outcome.

• The current work has used the Gauss-Newton Algo-
rithm (GNA) to estimate the unknown parameters of
the model. Thus, applying other baseline methods (e.g.,
Bayesian Inference, RNN) may not provide the same
results.
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• We have worked on five layers of SRC; therefore,
by using different values, someone may have different
results.

VII. CONCLUSION AND FUTURE WORK
In the current study, we presented a multilayer Cognitive
Skills (CS) measurement method that depends on the quanti-
zation of student’s Study-related Characteristics (SRC). The
contributions of the proposed approach are threefold. First,
the method split SRC into five factors ( (1) travel schedule
between school and home, (2) study schedule, (3) outing
schedule, (4) free timing, and (5) relationship between par-
ents). To develop a multilayer approach, we assigned a spe-
cific range to each factor that initiated a five-layered model
of SRC. Second, the method divided CS into 21 periodic
intervals (with a period of 1). The division of SRC and CS
is to enhance the accuracy and preciseness of the method.
Third, the method used the Gauss-Newton Algorithm (GNA)
to simulate the relationship between SRC layers and CS inter-
vals. Resultantly, we achieved six mathematical equations
for the multilayer model of SRC that successfully simulated
the nonlinear relationship between CS and SRC. During the
experiment, the proposed method was tested on two students’
performance datasets. The results show that the proposed
multilayer CS measurement method achieved significant pre-
cision, recall, F1 score and accuracy measures values.

APPENDIX A
SAMPLE OF DATA
See Table 4.
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